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ABSTRACT Advances in large language models (LLMs) have revolutionized the natural language
processing field. However, the text generated by LLMs can result in various issues, such as fake
news, misinformation, and social media spam. In addition, detecting machine-generated text is becoming
increasingly difficult because it produces text that resembles human writing. We propose a new method for
effectively detecting machine-generated text by applying adversarial training (AT) to pre-trained language
models (PLMs), such as Bidirectional Encoder Representations from Transformers (BERT). We generated
adversarial examples that appeared to have been modified by humans and applied them to the PLMs to
improve the model’s detection capabilities. The proposed method was validated on various datasets and
experiments. It showed improved performance compared to traditional fine-tuning methods, with an average
reduction in the probability of misclassification of machine-generated text by about 10%. We demonstrated
the robustness of the model when generated with input tokens of different lengths and under different training
data ratios. We suggested future research directions for applying AT to different languages and language
model types. This study opens new possibilities for applying AT to the problem of machine-generated text
detection and classification and contributes to building more effective detection models.

INDEX TERMS Machine generated text detection, text classification, adversarial training, large language
models.

I. INTRODUCTION
Large language models (LLMs) have a significant impact
on the field of natural language processing [1]. LLMs
such as ChatGPT, Llama2, PaLM2, and GPT-4 [2], [3],
[4], [5] can perform various tasks such as summarizing
documents, translating, answering questions, and providing
answers to complex questions across multiple domains. They
are also used to improve the efficiency of daily work and
life activities, such as content creation, programming code
analysis, and writing.

Recent research indicates that text generated by LLMs can
result in various issues, such as fake news, misinformation,
and social media spam [6], [7]. Additionally, when students
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use LLMs to write assignments or essays, it can adversely
affect their critical thinking and problem-solving abilities
and reduce their motivation to learn [8]. LLMs can lead to
issues such as plagiarized papers [9], manipulated public
opinion [10], andmalicious product reviews [11], all of which
are recognized as important social issues.

Research on solving the problems caused by LLM-
generated text and effectively distinguishing between
machine and human-generated text is becoming increasingly
important. The popularity of LLMs has led to a significant
increase in the amount of text they generate, making it diffi-
cult for humans to differentiate between machine-generated
and human-written text [12]. Therefore, there is a need for
research on how to distinguish between the two automatically.

To address this issue, a method has been proposed for
detecting machine-generated text by training the Robustly

VOLUME 12, 2024

 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 65333

https://orcid.org/0000-0002-3911-5935
https://orcid.org/0000-0003-2517-3103


D. H. Lee, B. Jang: Enhancing Machine-Generated Text Detection: Adversarial Fine-Tuning of PLMs

optimized BERT pre-training Approach (RoBERTa) model
[13], [14]. More recently, a zero-shot method was proposed
for detecting machine-generated text by modifying it using
the T5 [15] model and comparing it with the original [16].
However, supervised learning-based detection methods are
limited by their vulnerability to attacks on text variations, and
research is being conducted to address this issue [17].
Although generating adversarial examples is important,

there is a scarcity of research focused on creating adversarial
samples that resemble human modifications and applying
them to detect machine-generated texts. The proposed
method, inspired by DetectGPT [16], efficiently generates
adversarial examples that resemble human modifications.
We then apply adversarial training (AT) to language models
such as Bidirectional Encoder Representations from Trans-
formers (BERT) [18] to detect machine-generated text.
The main contributions of this study are summarized

as follows: 1) We propose a novel method for generat-
ing adversarial examples that appear to be modified by
humans and apply AT to language models such as BERT.
Compared to fine-tuning the BERT model, the proposed
method reduced the probability of model misclassification
of machine-generated text by about 10% on average.
It showed improved performance in terms of accuracy
and F1 score. This demonstrates the superiority of the
proposed methodology over existing methods. 2) Through
experiments, we showed that the recognition performance
decreases by approximately 2% as the length of the generated
input sentences increases. This empirically shows that the
more human text is written, the harder it is to detect machine-
generated text.

The remainder of this study is organized as follows. Sec-
tion II presents research on machine-generated text detection
and AT. Section III explains how to fine-tune the pre-trained
language model and the proposed methodology with AT.
Section IV describes the datasets and hyperparameters used
in the experiments and discusses the results obtained. Finally,
the conclusions of this study and future research directions
are presented in section V.

II. RELATED WORK
A. MACHINE GENERATED TEXT DETECTION
The emergence of various models [2], [3], [4], [5], which
resulted from the development of LLMs, has significantly
enhanced the ability to generate text across various domains.
However, the texts generated were similar to those written by
humans, making them difficult to distinguish [19].
The detection of machine-generated text is similar to

text classification [20], [21]. One approach to address
this issue is to use supervised learning, which involves a
classification model trained to detect machine-generated text
[22], [23], [24]. For instance, the Grover model proposed
a method for detecting machine-generated text by adding a
linear layer to a language model for fake news generation
[25], and RoBERTa [13] proposed a classification model
for detecting machine-generated text by training it [14].

However, these models can be vulnerable to attacks on textual
variations, such as paraphrasing, which can degrade the
detection performance. To address this issue, research has
been conducted on classification models that use AT [17].
Statistics-based detection methods are crucial for identi-

fying machine-generated texts. Giant Language Model Test
Room (GLTR) [12] proposed a method to assist humans
in detecting machine-generated text by analyzing word
probability, rank, and entropy. In addition, a zero-shot-based
detection method that uses the log probability of sentence
tokens was proposed to identify machine-generated text
[14]. The DetectGPT [16] model is an efficient zero-shot
detection method for identifying machine-generated texts.
This is achieved by perturbing the input text using a language
model such as T5 [15] and comparing the original and
perturbed text’s log probabilities. Subsequent works, such as
DetectLLM [21] and Fast-DetectGPT [26], improved upon
the method proposed by DetectGPT.

B. ADVERSARIAL TRAINING
AT involves creating adversarial examples to induce errors
in the model and training it using both these and original
examples [27]. This approach enhanced the robustness
of the model against adversarial attacks. AT has been
studied in various fields, including image classification
[28], [29], recommendation systems [30], and image
generation [31], [32].

AT is extended to the text domain by applying it to
word embeddings instead of perturbing the input vector of
the Fast Gradient Sign Method (FGSM) [33]. In addition,
AT has been applied to pre-trained language models that have
shown excellent performance in various natural language
processing tasks, such as natural language understanding,
machine translation, and speech processing, by training large
text data to understand the structure and context of language.
In particular, because of the convergence of models such
as BERT [18], XLNet [34], RoBERTa [13], T5 [15], and
ELECTRA [35], research has been conducted to apply AT
to the fine-tuning process of pre-trained language models.
Specifically, AT methods that perturb the text embedding
layer have been employed to enhance text classification
performance [36]. AT has also been applied to the pre-training
of language models [37], and fine-tuning methods incor-
porating both AT and regularization have been used to
improve the generalization performance of pre-trained lan-
guage models [38], [39]. Moreover, empirical evidence
demonstrates the effectiveness of ATwhen applied to a BERT
model [40].

AT has been utilized in detecting machine-generated text,
including the RADAR [17] model method for detecting
machine-generated text that is robust against attacks such
as paraphrasing. Furthermore, AT has been proposed for
detecting fake news [41]. This study differs from previous
ones in that it generates adversarial examples similar to those
written by humans.
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FIGURE 1. Overview of the proposed method. Our proposed model architecture aims to fine-tune pre-trained
language models for machine-generated text classification tasks. We use the T5 model to perturb the input text by
masking and filling to generate adversarial examples. The model is then trained using Cross Entropy Loss on both
the original and adversarial examples.

III. PROPOSED METHOD
This study aims to utilize AT on pre-trained language
models, such as BERT, to develop detection models that can
effectively identify machine-generated text. In this section,
we describe the process of fine-tuning a pre-trained language
model such as BERT for a text classification task. In addition,
the proposed method for applying AT to language models by
generating adversarial examples, Figure 1 shows an overview
of the proposed method.

A. PRE-TRAINED LANGUAGE MODEL FINE-TUNING
We aim to binarily classify inputs, such as {xi, yi}i=1,...,N
using a transformer-based pre-trained language model
(PLM), such as BERT. A pre-trained language model

such as (1) is given an input token sequence xi =
[CLS, t1, . . . , tT ,SEP]. It outputs representation
information, such as HL

= hL[CLS], h
L
1 , . . . , hLT , hL[SEP], where

L is the number of model layers.

hL[CLS], h
L
1 , . . . ,, hLT , hL[SEP]

= PLM([CLS], t1, . . . , tT , [SEP]) (1)

The most common method to fine-tune such a PLM is to
add a softmax classifier to the sentence-level representations
of the model, such as h[CLS], which is the final hidden state
of BERT’s [CLS] token, as shown in (2): Let W ∈ RdC×dh ,
where C is the number of classes.

p(yc|h[CLS]) = softmax(Wh[CLS]) c ∈ C (2)
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FIGURE 2. The overall experimental design. To compare the performance of machine-generated text detection using the BERT model,
performance was evaluated with different training and test data ratios (2:8, 5:5, 8:2) using text generated with different input token lengths
(30, 60, 90). Real-world applicability was evaluated using the HC3 dataset containing ChatGPT answers and human answers.

The model was trained to minimize the cross-entropy loss,
as shown in (3), where N is the batch size.

LCE = −
1
N

N∑
i=1

C∑
c=1

yi,c log(p(yi,c|hi[CLS])) (3)

B. ADVERSARIAL TRAINING FOR MACHINE GENERATED
TEXT DETECTOR
AT is a model training method using both original examples
xi and adversarial examples xi + r by creating adversarial
examples that introduce small imperceptible perturbations
into the input, which cause misclassification. The advantage
of this method is that it enables us to build a robust model.
Therefore, we propose applying an AT approach using both
original and adversarial examples to fine-tune a pre-trained
language model to classify machine-generated text.

Algorithm 1 Adversarial Training for Binary Text Classifi-
cation With Pre-Trained Language Models
1: Input: Dataset D = {(xi, yi)} for i = 1 to N
2: Pre-trained BERT parameters θ

3: Pre-trained T5-small parameters φ for adversarial
example generation

4: Learning rate η, number of epochs T , adversarial loss
weight α

5: Output: Fine-tuned BERT parameters θ∗

6: for epoch = 1 to T do
7: for (x, y) in D do
8: Generate adversarial example xper using φ with

mask-filling
9: p← σ (BERT Classifier(x; θ ))
10: pper ← σ (BERT Classifier(xper ; θ ))
11: L ←−[y log(p)+ (1− y) log(1− p)]
12: Lper ←−[y log(pper )+ (1− y) log(1− pper )]
13: Ltotal ← L + αLper
14: θ ← θ − η∇θLtotal
15: end for
16: end for
17: θ∗← θ

The classification of machine-generated text can be viewed
as a binary text classification problem. Generated sentences
are typically modified from the original content, which can

be considered perturbations to the input. We propose a new
approach for fine-tuning pre-trained language models, such
as BERT, to classify machine-generated text. This approach
enhances detection performance by leveraging the nature of
AT, enabling the model to identify both original and modified
text. In addition, this approach uses mask-filling language
models such as T5 to generate adversarial examples for AT.

We applied loss functions to the original and perturbed
data during training. The total loss function is defined as the
weighted sum of the original loss Loriginal and the perturbed
loss Lperturbed , expressed as Ltotal = Loriginal + α ∗ Lperturbed .
In this study, we set the value of α to 0.1.

IV. EXPERIMENT
A. EXPERIMENT DESIGN
We proposed to apply adversarial learning in building
classification models to detect machine-generated text from
pre-trained language models. Adversarial examples were
generated like human corrections and were used for adver-
sarial learning. This study conducted experiments under
different conditions to compare the detection performance
of proposed and existing methods for fine-tuning pre-trained
language models. The experimental design is illustrated
in Fig. 2.

The experiment compared the detection performances
using text generated by the GPT-2 XL model. The text
generated by GPT-2 XL was generated with different input
token lengths (30, 60, and 90) and used four datasets: XSum,
SQuAD, WRITING, and IMDB. Referring to the input token
length of 30 employed by DetectGPT [16] for text generation,
we wanted to determine how the detection performance
changed for texts generated under different conditions. The
pre-trained language model used the BERT model, and we
compared the detection performance of machine-generated
text using fine-tuning and adversarial learning. During the
training process, we set the training and test data ratios to 2:8,
5:5, and 8:2 to observe the changes in the performance with
different training data ratios.

In addition, to compare the detection performance of the
proposed adversarial learning method and the traditional
fine-tuning method in the real world and to evaluate their
applicability, we used the HC3 dataset [42]. The HC3 dataset
comprises ChatGPTs and human responses to questions in
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FIGURE 3. Experimental Process of Text Generation. This experiment used the GPT-2 XL model to generate text from four datasets: XSum, SQuAD,
WRITING, and IMDB. The process was conducted by inputting tokens of 30, 60, and 90 lengths from the beginning of texts in each dataset.

TABLE 1. Experimental results for detecting text generated by GPT-2 XL. Results were summarized using the average value for each experimental
condition. The proposed method outperforms the existing fine-tuning methods on most datasets. In the table, the best performance scores are
highlighted in bold.

various domains. For the real-world test, we used 80% of
the total data as training data and evaluated the recognition
performance using 20% of the data without adjusting the
training ratio.

B. DATASET
This study evaluates the performance of classification models
for classifying machine-generated text using various datasets.
This study used news articles from XSum [43], context from
SQuAD [44], prompts from WRITING [45], and reviews
from IMDB [46]. 5,000 sentences were extracted from each
dataset. The GPT-2 XL model generated machine-generated
text using only a certain number of tokens from the beginning
of the original sentence as input. To generate sentences, we set
the number of input tokens to 30, 60, and 90 and limited the
maximum sentence length to 512.

An additional 5,000 texts were selected from each
dataset, excluding those used for machine-generated text.
This resulted in two datasets containing equal positive and
negative examples, totalling 10,000 texts each. The text
generation design is illustrated in Fig. 3.

C. EVALUATION METRIC
We evaluated the model’s performance using the Accuracy
and F1-score, commonly used to evaluate the performance
of classification problems. Accuracy is defined as the
proportion of actual and predicted values that match, as in (4),
while the F1-score is the harmonic mean of the model’s
precision and recall, as in (5). True positives (TP) are
values correctly identified as positive, and true negatives
(TN) are correctly identified as negative. False positives
(FP) are values incorrectly identified as positive, and false
negatives (FN) are values incorrectly identified as negative.

The F1-Score and accuracy were calculated defined
as follows.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(4)

F1 =
2× TP

2× TP+ FP+ FN
(5)

D. TRAINING DETAILS
Experiments were conducted to compare the performance of
the proposed method with that of existing methods for fine-
tuning BERT-based models using machine-generated sen-
tences. The experiments were performed using an NVIDIA
GeForce RTX 3090 GPU. All models were fine-tuned for two
epochs using a random seed of zero, with a batch size of eight
and a learning rate of 1e-4. An Adam Optimizer was used,
and a linear scheduler was applied for efficient learning. The
T5-small model was also used to produce adversarial exam-
ples. Additionally, sentences were regenerated by masking
words with 2-grams for 30% of the total sentences.

E. EXPERIMENT RESULT
We propose a method for fine-tuning pre-trained language
models using AT. We generate adversarial examples that
appear to be modified by humans using the T5 model to clas-
sify machine-generated text. Experiments were conducted to
compare the performance of the proposed method with that
of existing methods by varying the length of the input tokens
used for text generation and the training-data ratio. The
average detection performance for each input token length
and training data ratio is summarized in Table 1.

The experimental results indicate that the proposed
method enhances the accuracy and F1-score on all datasets
except SQuAD. Compared to the fine-tuning method, the
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TABLE 2. Experimental results as a function of input token length used for generation. The input token lengths of 30, 60, and 90 were used, and the
average of the Train Test Ratio experimental results were analyzed. In the table, the best performance scores are highlighted in bold.

FIGURE 4. Detection performance of machine-generated output varies based on input token length. The graph displays the performance
of machine-generated detection based on the length of input tokens. The x-axis shows the input token length, with 30, 60, and 90 values.
The y-axis represents accuracy and F1-score. The results indicate that as the length of input tokens increases, both accuracy and F1 score
decrease. This trend is consistent across all datasets.

proposed method improved the probability of misclassifying
machine-generated text by about 10%, with an average
increase in accuracy and F1-score of about 1% and a
maximum performance improvement of 1.3%. These results
demonstrate that our method with AT can achieve superior
performance for machine-generated text classification com-
pared to traditional fine-tuning methods.

F. GENERATE INPUT TOKEN LENGTH RESULT
We experimented to analyze the effect of the number of
input tokens used in text generation on themachine-generated
text detection performance.We generated machine-generated
text under different conditions by setting the number of
input tokens to 30, 60, and 90 when the text was generated
using the GPT-2 XL model. The experimental results are
summarized in Table 2. Result shows that the proposed
method outperforms existing fine-tuning methods regarding
accuracy and F1-score in most cases.

As shown in Figure 4, we observed a gradual decrease
in the detection performance as the number of input tokens
used in the generation process increased. On average, the
detection performance decreased by approximately 2% as the
length of the input token used for generation increased, which
means that as the length of the input token increased, the

proportion of text written or modified by humans increased,
making it more challenging to detect machine-generated text
accurately. The method proposed in this study exhibited
high robustness against performance degradation under
different generation conditions. Specifically, when using the
traditional fine-tuning method on the WRITING dataset, the
accuracy decreased by 3.5% from 0.9781 to 0.9438, and
the F1-score decreased by 3.7% from 0.9784 to 0.9425.
However, for the proposed method, the accuracy decreased
by 2% from 0.9847 to 0.9653, and the F1-score decreased
by 2% from 0.9848 to 0.9650. These results show that our
adversarial learning method is more robust and effective
than the existing methods for detecting generated text under
different conditions.

G. TRAIN TEST RATIO RESULT
We conducted experiments using different training and test
data ratios to analyze how the amount of training data
affects the performance of machine-generated text detection.
Specifically, we set the ratio of the training to test data
after fine-tuning to 2:8, 5:5, and 8:2, respectively. The
experimental results are listed in Table 3.

This study found that the proposed method outperformed
existing fine-tuning methods by about 1% on average under
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TABLE 3. Experimental results as a function of the ratio of training data used for training. We split the training and test data in ratios 2:8, 5:5, and 8:2 and
used the average of the detection performance as a function of input token length. In the table, the best performance scores are highlighted in bold.

TABLE 4. HC3 experimental results. The proposed method outperformed
the fine-tuning method on the Finance and Wiki datasets, except for the
Open QA data. In the table, the best performance scores are highlighted
in bold.

different training data ratios. These results indicate that the
proposed method can effectively learn from relatively limited
data and be useful, even when using a small dataset.

The experimental results also showed that detection
performance improved as the data used for training increased.
For example, when comparing the performance when 80%
of the total data was used for training versus only 20%,
we found that the detection performance decreased by an
average of 2.4%.

H. REAL WORLD TEST
In the previous experimental phase, machine-generated text
detection was performed using sentences generated by
GPT-2 XL. To evaluate the applicability of the proposed
method in real-world settings, we conducted experiments
using the Human ChatGPT Comparison Corpus (HC3)
dataset was used to conduct experiments.

The HC3 dataset comprises data from English and
Chinese. The English dataset contained human and Chat-
GPT responses to approximately 24,000 questions from
the various datasets, including Finance, Open QA, Wiki,
Medicine, and Reddit. In this study, we compared the
detection performance of the proposed method with existing
methods using data from finance, Open QA, and Wiki.

The experiments used 7,866 Finance, 1,684 Wiki, and
2,374 Open QA sentences. Each dataset’s 80% was used for
training, and 20% was used for evaluation. The experimental
results are summarized in Table 4. The proposed method
outperformed existing methods by an average of 1% on the
Finance and Wiki datasets, except for the Open QA dataset.
The accuracy and F1-score improved by 1.6% for each
Finance dataset. On the Wiki dataset, the proposed method
improved the accuracy and F1-score by 2.2% and 2.1%,
respectively, compared to the existing methods. These results
demonstrate the effectiveness of the proposed method for
detectingmachine-generated sentences in real-world settings.

V. CONCLUSION
This study presents a novel approach for detecting text
produced by large language models and validates its efficacy
through experiments. The proposed method applies AT to
language models by generating examples that resemble
human modifications. The proposed method demonstrated
an average performance improvement of approximately 10%
compared to existing fine-tuning methods. It also shows
robustness under different input token lengths and training-
data ratios. These results indicate the potential of the
new approach in machine-generated text detection. They
are expected to be widely applied in future research and
applications related to machine-generated text detection.

However, this study had some limitations. First, since the
proposed method uses AT methods focused on the BERT
model, it is necessary to conduct comparative experiments
using various language models. Second, exploring different
techniques and methodologies to generate adversarial exam-
ples is necessary because we only utilized the T5 model.
Third, it is necessary to conduct an in-depth analysis of the
proposed method using a variety of evaluation metrics and
ablation studies. Finally, this study was limited to linguistic
diversity, using only an English dataset for experiments.

Therefore, future research should apply AT methods to
different types of language models and propose a generalized
approach with validation. In addition, multilingual datasets
and a variety of evaluation metrics should be employed
to validate the effectiveness of the AT approach. Finally,
a crucial area for future research is the application of
various recent models and techniques to generate adversarial
examples and propose ways to respond to more sophisticated
and diverse types of adversarial attacks. These studies are
expected to significantly contribute to expanding the scope
of research on LLM-generated text detection.
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