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ABSTRACT Predictive Process Monitoring (PPM) techniques leverage incomplete execution traces
and historical event logs to predict outcomes, activities, and remaining time in ongoing processes.
Accurately predicting process remaining time benefits process managers, enabling proactive decisions.
A prediction model’s effectiveness extends beyond accuracy, emphasizing timely predictions. Despite the
continuous nature of time, the prevailing emphasis on regression-based approaches has overshadowed the
untapped potential of classification-based methods. This study aims to perform a comparative analysis of
Classification-Based PPM (CB-PPM) models and Regression-Based PPM (RB-PPM) models. The focus
is on predicting remaining time in various processes, considering accuracy, offline execution time (model
training), and online execution time (real-time predictions) as key evaluation criteria. We aim to assess
the impact of model configuration on the performance of the prediction models. To accomplish this, our
methodology includes designing experiments and implementing 136 PPMmodels on ten real-world datasets.
These models configured with various combinations of four bucketing methods, five encoding methods, and
eight prediction algorithms. The TOPSIS analysis highlights that the CB-PPM method is utilized in 90% of
themost suitablemodels, whereas the RB-PPMmethod is found in only 10% of thesemodels. The hypothesis
testing results confirm that the CB-PPMmethod surpasses the RB-PPMmethod, significantly enhancing the
accuracy of remaining time prediction. While the CB-PPMmethod has a higher online execution time, there
is no observed increase in offline execution time. Furthermore, this study emphasizes the dataset-dependent
nature of model configurations, underscoring that a single configuration may not universally apply to all
datasets.

INDEX TERMS Predictive process monitoring, remaining time prediction, classification-based models,
regression-based models, model configuration, comparative analysis.

I. INTRODUCTION
The discipline of Business Process Management (BPM)
encompasses a range of methods for designing, imple-
menting, measuring, controlling, and optimizing business
processes [1, p. 16]. The emergence of process-aware
information systems, such asWorkflowManagement (WFM)
and Enterprise Resource Planning (ERP), has allowed for
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the storage of case execution information in event logs [2,
p. 341]. Process mining is a related field that seeks to
derive useful insights from these event logs [3]. Predictive
Process Monitoring (PPM) is a more recent development
within this domain, combining machine learning methods
with process mining techniques to predict the future states
of ongoing cases based on incomplete execution traces and
historical event logs [2], [4, p. 419]. One key application of
PPM is predicting the remaining time of cases in order to
schedule processes effectively and allocate resources to cases
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at risk of deadline violations [3], [5], [6]. However, accurately
predicting remaining time is a significant challenge in PPM,
according to recent researches [7], [8].

Enhancing the accuracy of predicting the remaining time
in a process not only improves the usability of the prediction
results for process managers but also enables proactive
decision-making [9]. However, the applicability of prediction
models extends beyond accuracy alone, emphasizing the need
for efficient computational time [10]. Therefore, it is vital
to evaluate prediction models from both accuracy and com-
putational time perspectives, considering their effectiveness
across various processes. Despite the continuous nature of
time, the predominant use of regression-based approaches
for predicting remaining time has overshadowed the potential
of classification-based methods in this domain [11], [12].
Hence, conducting a comprehensive examination of the
advantages and disadvantages of the classification-based pre-
dictive process monitoring (CB-PPM) method in comparison
to the regression-based predictive process monitoring (RB-
PPM)method is essential for efficient prediction of remaining
time in diverse processes.

Building upon these findings, this paper aims to explore
the following research questions: (i) what are the advantages
and disadvantages of different CB-PPM and RB-PPMmodels
in terms of prediction accuracy, offline execution time (com-
putational time for training the prediction model), and online
execution time (computational time for making predictions
for each running case) when predicting the remaining time
of various business processes? (ii) which model, along with
what configuration, is most suitable for accurately predicting
time in different business processes? (iii) do CB-PPM and
RB-PPM methods demonstrate advantages over each other
in predicting remaining time? and (iv) does a prediction
model with a specific configuration demonstrate suitability
for predicting time in various business processes?

To comprehensively address the research questions, this
study aims to evaluate a total of 136 PPM models on ten
real-world datasets. It will involve configuring 68 CB-PPM
models and 68 RB-PPM models, utilizing four bucketing
methods, five encoding methods, and eight prediction
algorithms. The evaluation will consider the accuracy, offline
execution time, and online execution time of the models,
both separately and in combination. The performance of the
prediction models will be compared on each dataset indi-
vidually based on each evaluation metric. Additionally, the
study will analyze the effect of configuration on prediction
performance by categorizing and comparing themodel results
based on different bucketing methods, encoding methods,
and prediction algorithms. Statistical hypothesis tests will be
employed to assess whether the selection of CB-PPM and
RB-PPM methods yields statistically significant differences
in accuracy, offline execution time, and online execution
time of the prediction models. To obtain a comprehensive
view, prediction models will be prioritized for each dataset
by considering all evaluation metrics. Furthermore, the study
will analyze the contribution of classification-based and

regression-based methods in the first quartile of the top-
performing models.

The rest of the paper is structured as follows. Section II
presents the related works to this study, including an
introduction to the PPM technique and its purpose in detail.
Additionally, relevant studies on remaining time prediction
are reviewed in this section. Section III represents the method
used in this paper. This section includes the preliminary
definitions of the PPM technique, a detailed description of
the RB-PPM and CB-PPM methods, and a comprehensive
presentation of the design of experiments methodology
employed to conduct our experiments. Section IV represents
the results of the implemented experiments on the CB-PPM
and RB-PPM models. These results are compared based
on accuracy, offline execution time, and online execution
time metrics separately and simultaneously using TOPSIS
methodology. Additionally, the results of hypothesis testing
analysis are presented in this section. In SectionV, we discuss
the findings of the results and explore their practical implica-
tions. Additionally, the study’s limitations are addressed in
this section. Finally, Section VI summarizes the key findings
and introduces future research directions.

II. RELATED WORKS
This section provides an introduction to the PPM technique
and its purpose (see Subsection II-A). It then investigates
relevant studies on remaining time prediction based on
the research question addressed in this paper (see Subsec-
tion II-B). Through an exploration of relevant literature on
this topic, this section aims to provide a comprehensive
understanding of the different PPM concepts and their
applications.

A. PPM
The field of predictive analytics involves using historical
and current data to predict unknown future events. Within
this domain, the PPM technique applies predictive analytics
to business processes [13]. There are multiple PPM models
available, and the optimal configuration for a given dataset
may differ [14], [15]. Prior research in the PPM context can
be categorized based on their prediction goals, methods used,
predicted values, and prediction points. The following sub-
sections (Subsection II-A1, II-A2, and II-A3) will elaborate
on each of these categories.

1) PREDICTION GOALS
PPM models can be used for various prediction goals, such
as predicting process performance criteria, predicting the
violation of service level agreements (SLAs), predicting risk,
and predicting the total outcome of the process. The time
factor is considered as one of the most critical indicators of
process performance [11], [16]. In addition, PPMmodels can
predict other values such as the next events in the process or
abnormal terminations [4], [11], [16], [17]. Past studies have
often used statistical methods to predict the next events in the
process [11].
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2) PREDICTION METHODS
In PPM, prediction methods can be classified as non-process-
aware and process-aware methods [7]. Non-process-aware
methods do not utilize process model information in their
predictions, while process-aware methods (e.g., Annotated
Transition System (ATS)) incorporate a process model
as input to their prediction procedure [3]. Process-aware
predictive models are frequently used for time prediction
in processes, such as predicting the total time of a process,
the duration of an activity, or the remaining time in the
process [11]. For example, a Naive Bayes (NB) predictive
approach uses annotations on a labeled transition system
(LTS) to predict the total time of the process and the sequence
of the next activities [3].

3) PREDICTED VALUES
In PPM models, the predicted value can be either categorical
or numerical, with the numerical values being further
categorized as discrete or continuous [11]. Regression-based
techniques are typically used to predict continuous numerical
values, while classification-based techniques are employed
to predict discrete and categorical values [3]. Moreover,
accuracy indicators such as Root Mean Square Error (RMSE)
are primarily used in regression-based techniques, whereas
classification-based techniques rely on accuracy, precision,
recall, and AUC as measures of accuracy [11].

B. REMAINING TIME PREDICTION USING PPM
The prediction of remaining time has become a significant
challenge in process mining, as highlighted by recent
studies [7], [8]. This prediction can be used to prevent
deadline violations and ensure service-level objectives are
met [15]. Prior studies have classified predicted times as
remaining cycle time, delays, or remaining time in a business
process [18], [19]. Specifically, the remaining time represents
the time necessary to complete a process from a particular
point in its execution [8]. Research in time prediction
can be categorized as either process-aware or non-process-
aware, as mentioned earlier. The following subsections
(Subsection II-B1 and II-B2) provide an overview of existing
time prediction studies, highlighting their approaches and
outcomes.

1) PROCESS-AWARE REMAINING TIME PREDICTION
METHODS
Process-aware methods for remaining time prediction typi-
cally utilize transition systems. One such study is [20], which
uses a transition system annotated with the Naïve Bayes
method to predict the time and sequence of the next activities.
However, the study notes that this method is only effective for
structured processes with limited activities. Another study,
[21], clusters event logs based on case features and context
features such as workload, and creates a transition model
for each cluster to predict time. The remaining time of the
process is then predicted through a multi-objective regression

algorithm. In [22], a transition system annotated with the
probabilities of a Fuzzy Support Vector Machine (FSVM)
algorithm is used to determine the future path of a case, and
the remaining time is calculated by adding up the predicted
duration of the next activities using the Support Vector
Regression (SVR) method. The study utilizes the shortest
path algorithm to perform the prediction.

In addition to the aforementioned studies, researchers
in [23] have used an annotated transition system (ATS) to
predict the completion time of the process. This system
has been improved by using an abstraction method that
prevents over-fitting and under-fitting of the model. Also,
this research has shown that the developed system is
more accurate than regression-based and heuristic models.
Similarly, in [8], the authors highlight that time prediction
methods often do not consider all the information related
to trace execution, such as the interval between activities,
repetition of activities, or co-occurrences, which can reduce
prediction accuracy. To address this, they propose a model
that extracts structural features of traces, develops an ATS
model that includes these features, and uses a partitioning
strategy to categorize the features associated with each state
in ATS. Finally, a linear regression-based predictor is used
in each partition to predict the remaining time of new
traces. Another innovative approach to predicting online
cycle times in industrial environments is proposed in [9],
where a product-oriented hybrid model is developed. This
model is a weighted combination of a transition system and a
statistical regression model, which is optimized with a linear
programming model.

In addition to transition systems, various other models
can be categorized as process-aware predictive models. For
instance, researchers in [24] aim to predict the remaining
process time by considering the elapsed time since the last
observed event. To achieve this, they predict the total time
of the process using the Petri net method. Unlike previous
models that make a prediction only after a specific event has
occurred, the developed model considers expected states that
have not yet occurred in its predictions. However, relying
solely on time statistics from historical cases is insufficient to
produce reliable predictions. Therefore, both control and data
flow perspectives are addressed in [25]. They utilize a process
model augmented with time and data information to predict
time. According to [26], a partial process model has been
discovered using sequential pattern mining. By adding more
information about activities to the partial model, predictions
about the next step in the process and its expected duration
can be made. The proposed model has been demonstrated to
yield better results than annotated transition systems.

2) NON-PROCESS-AWARE REMAINING TIME PREDICTION
METHODS
Non-process-aware methods have also been employed to
predict remaining process time. For instance, in [27], the
Bayesian neural network method is used in combination with
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the PPM technique to deal with uncertainties. By creating
high-quality and low-quality answers, this method predicts
uncertainty and generates a confidence interval, which is
necessary due to noise in the data and uncertainty in the
model. The authors also investigate the impact of data
amounts and dataset size on prediction results. In [28],
researchers highlight that although Deep Neural Networks
(DNN) have been efficient in solving various problems, they
are not superior to supervised algorithms for remaining time
prediction. This is because categorical variables in tabular
data resulting from trace encoding pose a challenge for
the DNN method. To overcome this, the Entity Embedding
technique has been developed to deal with tabular data that
includes categorical variables.

In [29], authors utilized inter-case features for predict-
ing remaining time. Specifically, they employed inter-case
encoding based on case type, which enabled the partitioning
of event logs into clusters with similar characteristics. This
approach resulted in improved accuracy of the developed
model, as indicated by the RMSE and Mean Absolute Error
(MAE) accuracy metrics calculated in the study. Meanwhile,
in [15], researchers employed the Long Short-Term Memory
(LSTM) neural network method for predicting several
outcomes, including the next event, its timestamp, and the
remaining time. They noted that compared to other methods,
the LSTM can be applied to a broader range of prediction
goals without requiring specialized configurations.

In addition to the previously mentioned methods, some
studies have adopted a hybrid approach. For instance,
in [30], a deep learning model with a parallel structure,
consisting of a Convolutional Neural Network (CNN) and
a multi-layer perceptron model, is utilized to predict the
remaining time of a process. The study’s results indicate that
the developed model exhibits a higher level of accuracy than
the basic deep learning models. Additionally, in [16], the
authors use a hybrid method. A clustering-based predictor
is employed to predict the remaining time of an ongoing
case, and a time-series model is utilized to predict future case
results.

Based on the reviewed studies summarized in Table 1,
it can be observed that the majority of methods used for
predicting remaining time are process-aware. Non-process-
aware methods have received less attention in the literature.
Therefore, this study concentrates specifically on non-
process-aware methods. Moreover, although the RB-PPM
method has been extensively used for time prediction, the
usage of the CB-PPM method has been limited. Previous
studies investigating the RB-PPM method, such as [3],
have primarily evaluated models based on single criteria
such as accuracy, lacking a comprehensive perspective that
considers multiple criteria simultaneously. To address these
gaps and advance the understanding of time prediction using
PPM, this study applies the CB-PPM method. Additionally,
it conducts a comprehensive evaluation of the advantages
and disadvantages of both CB-PPM and RB-PPM methods,
utilizing various evaluation metrics.

III. MATERIAL AND METHODS
To comprehensively address the research questions and estab-
lish a robust methodological framework, our paper’s method-
ology section is structured as follows. Subsection III-A offers
an extensive overview of the preliminary definitions of the
PPM technique, providing a solid foundation for the study.
In Subsection III-B, we introduce the RB-PPM and CB-
PPM methods, laying the groundwork for assessing their
respective advantages and disadvantages. Building upon this
foundation, Subsection III-C provides a detailed explanation
of the design of experiments methodology employed to
conduct our experiments, ensuring a systematic and rigorous
approach to data analysis and comparison.

A. PRELIMINARY
Each entry in an event log is referred to as an ‘‘event’’
and represents the execution of a single work item in a
process. These work items can be combined to form tasks in
the process. A tuple (a, c, t, r, (d1, v1), . . . , (dm, vm)) denotes
an event, where ‘a’ represents the activity name, ‘c’ the
case ID, ‘t’ the timestamp of the event, ‘r’ the resource
that performed the activity, and (d1, v1), . . . , (dm, vm) denotes
other domain-specific attributes and their corresponding
values. In this study, the sets E , ℜ, and 3 are used to
represent the universe of all events, resources, and activities,
respectively. Additionally, a dotted notation is used to refer
to event attributes, for example, ‘e.c’ denotes the case ID of
the event ‘e’. A ‘‘trace’’ is a sequence of events created by a
specific case, and it is represented by a non-empty sequence
of events σ = ⟨e1, . . . , en⟩ where ∀i ∈ [1..n], ei ∈ E
and all of these events are associated with a specific case
(∀i, j ∈ [1..n], ei.c = ej.c). In this study, the set S is used
to represent the universe of all traces. The trace function is
defined as trace : E → S which returns the trace associated
with each event, e.g., trace(e) = σ . The attributes associated
with a particular trace may be constant, referred to as case-
level attributes, such as the case ID and requested amount in
a loan application process. In contrast, event-level attributes
are those whose values may change during a trace.

The prefix function is a function that returns the first l
events of a trace σ (where l < m and m is the length of
σ ), represented as prefix(σ, l) = [e1, . . . , el]. The prefix log
of a log L is an event log that contains all prefixes of L,
represented as, L∗

= {prefix(σ, l) : σ ∈ L, 1 ≤ l ≤ |σ |}.
A labeling function can be defined as y : S → Y , which
assigns a class label y(σ ) ∈ Y to each trace σ ∈ S,
where Y is the domain of class labels. In the context of
time prediction, Y is associated with a subset of natural
numbers, Y = {1, . . . ,N } where N ∈ N, and each number
corresponds to a time interval. Since time is a continuous
variable, it must be discretized to be predicted using a
classification-based method. The equal-width discretization
method is used to discretize the total time of cases. In this
method, M is the number of intervals in which the data
are categorized, and the width of each interval is calculated
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TABLE 1. Summary of studies in the field of remaining time prediction using PPM approach.

as Width = (maximum value−minimum value)/M . After
creating the intervals, events are labeled according to the
total time of the case to which they belong. Some labels
may be empty, so these empty labels should be deleted,
and the remaining labels should be renumbered. The event
labeling function ye : E → Y , assigns a class label to each
event in a trace. In remaining time prediction using the PPM
technique, a predictor takes independent variables (features
or attributes) as input data, trains on them, and predicts the
dependent variable (total time for a running case). To use
event log data in the training phase of prediction algorithms,
each trace must be transformed into a fixed-length feature
vector. This is accomplished using a trace encoder function
h : S → X1 × · · · × Xk , which converts a trace into a
K-dimensional feature vectorX1×· · ·×Xk , where 1 ≤ k ≤ K
and Xk ∈ R represents the domain of the Kth feature.
During encoding of a trace prefix into a feature vector, it is

important to differentiate between inter-case and intra-case
features. Intra-case features are related to a single case, such
as the duration of this case or the number of events in this case.
On the other hand, inter-case features are related to multiple
cases in the process and can be categorized into resource-level
and system-level features. The resource workload feature can

be used as a representative of resource-level features that is
number of tasks assigned to a specific resource. Furthermore,
system-level features are related to the process as a whole,
such as the number of active cases in the process. If a trace σ

containsK features, R of these features are inter-case features,
where R is less than or equal to K. The remaining K − R
features are considered as intra-case features. Additionally,
K1 of the R inter-case features are resource-level features,
while K2 of them are system-level features. It is important
to carefully consider and select these features when encoding
a trace into a feature vector for use in prediction algorithms.

The CB-PPM models utilize multi-class classification
algorithms to predict time intervals (class labels) for a set
of prefixes. These time intervals are associated with specific
classes, where the desired time corresponds to the midpoint
of these intervals. As the prediction algorithm outputs the
process completion time for cases (total time of cases), the
remaining time for each case can be derived by subtracting
the elapsed time from the predicted total time.

B. CB-PPM AND RB-PPM METHODS
PPM techniques are widely employed for time prediction
and follow a framework similar to Figure 1, as described
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by [4]. This framework consists of offline and online phases.
The offline phase is dedicated to training a prediction
model using the event log data. In contrast, during the
online phase at runtime, the trained prediction model is
utilized to make predictions for cases at the initial stages
of the process. The PPM technique encompasses several
components, which are detailed in the subsequent subsec-
tions. These components include event log preprocessing,
prefix extraction and filtering, trace prefix bucketing, trace
prefix encoding, and the prediction algorithm. The specific
configuration of a prediction model is determined by the
selection of the bucketing method, encoding method, and
prediction algorithm.

The classification-based method and the regression-based
method in the PPM technique differ primarily in the choice
of prediction algorithm. The CB-PPM method utilizes a
classification-based algorithm for its predictions, while the
regression-based method employs a regression algorithm.
In the case of time prediction, where time is a continu-
ous variable, the classification-based method requires the
discretization and labeling of the process completion time
(total time) of cases. This discretization process is performed
during the preprocessing step. Furthermore, when evaluating
the accuracy metric for classification-based results, it is
necessary to convert the predicted labels back to their
corresponding time values, as explained in Subsection III-A.
This conversion enables a meaningful comparison and
assessment of the prediction accuracy.

1) EVENT LOG PREPROCESSING
To achieve high accuracy in PPM models, it is crucial to
preprocess the input event logs [13]. Preprocessing begins
with filtering or refining the dataset based on various
criteria. For example, [4] separated event logs based on the
total outcome of their cases and created different datasets.
Feature engineering is then conducted to extract effective
features for predicting the remaining time. These features
can be categorized as time-related or case-related, with the
latter being either intra-case or inter-case features. Outliers
are also removed to prevent biasing the prediction results.
In the context of time prediction, outliers are cases whose
total process times differ significantly from those of other
cases. Since time is a continuous variable, it needs to
be discretized and labeled to use classification algorithms
for time prediction. Several discretization methods exist,
such as Equal Width Binning, Equal Frequency Binning,
and Clustering-based methods [33]. In this study, we use
the Equal Width Binning method because it is easy to
understand and use, and useful for data visualization. This
method divides the range of the continuous variable into
equal-width intervals or bins, and the optimal number
of bins is determined by the user during hyperparameter
optimization. Overall, by carefully preprocessing the input
event logs, including filtering and refining the dataset, feature
engineering, outlier removal, and discretization and labeling

of the cases’ total times, we aim to achieve the highest
level of accuracy in our PPM models. In Subsection III-C4,
comprehensive information regarding the preprocessing steps
applied to the chosen event logs is presented.

2) PREFIX EXTRACTION AND FILTERING
PPM models use a prefix log as input to train the predictor,
which is a natural choice as we need to make predictions for
partial traces at runtime instead of completed ones. Using
a prefix log for training ensures that the training data is
comparable to the testing data. For instance, for a complete
trace with a total of five events, we can consider up to
four prefixes, starting from the partial trace after executing
the first event and incrementally adding events up to the
fourth prefix. However, considering all possible prefixes
can lead to computational constraints, making it necessary
to reduce the number of created prefixes. To address this
issue, some methods have been developed, such as gap-based
filtering [34]. This approach retains prefixes whose length is
equal to a base number plus a multiple of a gap, rather than
retaining all prefixes up to a certain length. For example, for
a gap of 5, the prefixes retained would be of length 1, 6, 11,
16, and 21. This method helps to keep the prefix log small
enough for applications where computational efficiency is a
significant concern.

3) TRACE PREFIX BUCKETING
PPM models use multiple classifiers instead of a single one
to make predictions. To achieve this, the prefix traces in the
historical log are divided into several buckets, where each
bucket has different predictor trained on them. This bucketing
is done to group cases with similar characteristics into the
same bucket. During runtime, the most suitable bucket for the
ongoing case is identified, and the corresponding predictor
is used to make a prediction. This approach only considers
cases that are most similar to the running case during
prediction. There are different bucketing methods available,
including single bucket, clustering-based, state-based, and
prefix length-based bucketing. In the single bucket method,
all prefix traces are considered to be in the same bucket, and
a single classifier is trained on the entire prefix log. This
single classifier is then applied directly to the running cases.
The clustering-based method uses a clustering algorithm
to determine the buckets (clusters) for the encoded prefix
traces. One classifier is trained for each resulting cluster,
considering only the historical prefix traces that fall into that
particular cluster. At runtime, the cluster of the running case
is determined based on its similarity to each of the existing
clusters, and the respective classifier is applied. In the state-
based bucketing approach, a process model is derived from
the event log, and relevant states are determined from the
process model. One classifier is trained for each state, and at
runtime, the current state of the running case is determined.
The respective classifier is then used to make a prediction for
the running case. Finally, in the prefix length-based method,
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each bucket contains only the partial traces of a specific
length. For example, one bucket contains traces where only
the first event has been executed, another bucket contains
those where the two first events have been executed, and so
on. Then, one classifier is built for each possible prefix length
(each bucket).

4) TRACE PREFIX ENCODING
In PPM, training a predictor requires representing all prefix
traces within a bucket as fixed-length feature vectors.
However, this is challenging because new information about
the case is revealed with each executed event. Each trace
in a bucket should still be represented by the same number
of features, regardless of the number of events executed.
To overcome this issue, a trace abstraction technique can be
applied, such as only considering the last m events of the
trace. However, selecting an appropriate abstraction can be
difficult, as it requires balancing generality and information
loss. Once a trace abstraction is chosen, a set of feature
extraction functions can be applied to each attribute of
the abstracted trace. Therefore, sequence encoding can be
viewed as a combination of trace abstraction and feature
extraction functions for each data attribute. Choosing the
right abstraction and feature extraction functions is critical
to ensure the accuracy of the predictor while minimizing the
loss of relevant information. This process requires careful
consideration and experimentation to identify the optimal
combination of techniques.

There are multiple methods available for prefix encoding,
which include last state, aggregation, index-based, and com-
bined methods. For case attributes that contain categorical
values, one-hot encoding is utilized across all methods. In this
approach, each possible value of a categorical feature, which
has n levels, is transformed into a bitvector (v1, . . . , vn).
If the value of the feature is equal to the ith level, then
vi = 1, vj = 0 j ̸= i. The last state encoding method utilizes
the most recent information of each prefix to encode the
dynamic attributes, while disregarding previous information.
This results in a fixed-size feature vector that is proportional
to the number of event attributes and remains constant during
case execution. However, this approach has the drawback of
ignoring all previous data and only using the most recent
snapshot. In contrast, the previous encoding method utilizes
the pre-last state to encode the features. To encode prefixes
using the aggregation method, all information in a trace is
utilized, by integrating attribute values of all events in the
trace using aggregation functions such as sum, minimum,
maximum, and average. However, this approach ignores
the order in which the events occurred, which can lead to
loss of important information. The index-based encoding
method is a powerful technique that takes into account all
the information contained within a trace, including the order
in which events occur. This makes it possible to convert the
feature vector back into the original trace. In this method,
a single feature is assigned to each event in the trace, resulting
in a feature vector of varying lengths. However, it should

be noted that this encoding method is only suitable for use
with prefix length-based bucketing, as the different lengths
of the feature vectors would make it difficult to use with
other bucketing methods. The combined method is a hybrid
encoding method that combines the benefits of the last state
and aggregation methods. In this approach, both the last event
and the frequency of events are considered, allowing for a
more comprehensive representation of the trace.

5) PREDICTION ALGORITHM
To ensure accurate predictions in the online phase, it is
essential to train a predictor for each bucket during
the offline phase. This is accomplished by employing
a classification-based or regression-based prediction algo-
rithm. Indeed, classification-based algorithms necessitate
discrete labels for prediction. Consequently, the total time
for cases must be discretized and labeled accordingly
to enable the application of these algorithms effectively.
However, this process results in more than two labels,
making it unsuitable for single-class classification algo-
rithms. To address this challenge, multi-class classification
algorithms such as Logistic Regression classifier (Logit-
CL), Support Vector Machine (SVM), eXtreme Gradient
Boosting classifier (XGBoost-CL), and Random Forest
classifier (RF-CL) can be employed to configure CB-PPM
models. Moreover, to configure RB-PPM models, regression
algorithms like Decision Tree, Support Vector Regressor
(SVR), eXtreme Gradient Boosting Regressor (XGBoost-
RG), and Random Forest Regressor (RF-RG), can be utilized.
The overall framework of the CB-PPMandRB-PPMmethods
is illustrated in Figure 1.

C. DESIGN OF EXPERIMENTS
Design of experiments (DOE) is a powerful methodology
utilized in scientific research to systematically investigate
the effects of different factors on a response variable [35,
p. 13]. In this study, we employ the principles of DOE
to compare the performance of two PPM methods: CB-
PPM and RB-PPM. Through randomization of the PPM
model configurations and conducting multiple replications
on diverse datasets, our aim is to reduce biases, account for
variability, and acquire reliable estimates of the methods’
performance. By employing this robust experimental design,
our research seeks to provide insightful findings on the
relative effectiveness of the algorithms and contribute to the
advancement of the field. The following paragraphs outline
the key steps involved in the DOE method, highlighting our
systematic approach to this comparative study. The following
subsections (Subsection III-C1 to III-C6) represent details of
the implemented DOE method in this study.

1) DEFINE THE FACTORS AND DETERMINE THE LEVELS
In this study, we define and determine the levels of four
factors that are expected to impact the response variable.
These factors were carefully selected based on their relevance
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FIGURE 1. Overall framework of the PPM.

and potential influence on the outcome. They include the
bucketing method, encoding method, prediction algorithm,
and business process context. Figure 2 illustrates the factors
associated with the configuration of prediction models
(Factor 1 to Factor 3) and demonstrates how they are
combined. The details of these factors are described as
follows:

1. Bucketing method: In this factor, we examine various
bucketing methods, including the single bucket, clustering-
based, state-based, and prefix length-based bucketing meth-
ods.

2. Encoding Method: In this factor, we investigate various
methods for data encoding. The methods under consideration
include the last state, aggregation, index-based, and combined
encoding methods.

3. Prediction Algorithm: In this factor, we explore different
algorithms for prediction based on the CB-PPM and RB-
PPM methods. For models based on CB-PPM, we consider
the SVM, Logit-CL, XGBoost-CL, and RF-CL algorithms.
Additionally, for RB-PPM based models, we include the
SVR, Decision Tree, XGBoost-RG, and RF-RG algorithms.

4. Business process context: The context of the business
process has a substantial influence on the response variables.
Therefore, in this study, we have selected data from three
distinct processes to capture this variability.

2) IDENTIFY THE RESPONSE VARIABLE
In this study, the performance of PPM models is compre-
hensively evaluated using three key criteria: accuracy, offline
execution time, and online execution time. These criteria are
widely employed in the field of time prediction and provide
valuable insights into the effectiveness and efficiency of the
models [4]. In practical applications, the capability of a PPM
model to offer accurate predictions as early as possible from
the process start time is important. The computational time
required for generating predictions is an important factor,
particularly for businesses that require fast response times
[36]. By considering thesemetrics, we aim to provide insights
into the effectiveness and efficiency of the models, enabling
informed decision-making in practical applications. Further
details on these evaluation metrics are presented below.

a: ACCURACY
To evaluate the accuracy of PPM models that predict
continuous values, MAE and RMSE are commonly used
metrics [11]. RMSE computes the square root of the average
of the squared prediction errors, while MAE calculates the
arithmetic mean of prediction errors. As RMSE heavily
weighs significant errors by squaring them before averaging,
it is sensitive to outlier values. On the other hand, MAE
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FIGURE 2. Different configuration of the CB-PPM models and RB-PPM models, utilizing various bucketing methods, encoding methods, regression
algorithms, and classification algorithms.

measures errors only by their magnitude, without considering
their direction, which makes it more suitable for handling
outlier values. Since the remaining time of cases in a process
can vary widely, we opt for the MAE metric to assess
accuracy, as it is less affected by outliers. We use formula (1)
to calculate the MAE metric, where yi ∈ Y = R represents
the actual value of the total time for each case, and ŷi ∈ Y =

R is the predicted value (the predicted time value is the center
of the time interval to which the predicted label belongs).

MAE =
1
n

n∑
i=1

|yi − ŷi| (1)

b: OFFLINE AND ONLINE EXECUTION TIMES
To evaluate PPM models based on computational time,
we consider both offline and online execution times. Offline
execution time refers to the time taken to construct a predictor
from the trace data in the event log. This includes creating
the prefix log, generating trace buckets, performing sequence
encoding, and training the predictor. On the other hand, online
execution time involves processing information following an
upcoming event until a prediction can be made. This includes
bucketing, encoding, and prediction based on the occurrence
of a new event. It is important to note that the experiments
were conducted using Python 3.10 and the scikit-learn library,
and the hardware used was a four-core Intel(R) Core (TM) i7-
7700k CPU @ 4.20 GHz with 16 GB of RAM.

3) PLAN THE EXPERIMENTAL DESIGN
To examine the impact of choosing CB-PPM and RB-PPM
methods on prediction accuracy, offline execution time, and
online execution time for each dataset, a hypothesis test is
conducted to compare the average differences between these
methods. The sample size required for the hypothesis test
is determined using a power analysis method [37]. Based
on formula (2), the effect size needs to be determined

beforehand. In this study, a conservative estimate of effect
size is adopted, assuming a smaller effect size than expected,
which necessitates a larger sample size. Considering a
moderate effect size of 0.5 (Cohen’s d = 0.5), a desired
power of 0.8, and a type 1 error rate of 0.05, a minimum of
51 samples for each method is determined. Therefore, at least
51 models (configurations) need to be run on each dataset.
For this research, a total of 68 models (configurations) were
considered for each CB-PPM and RB-PPM methods.

One of the research objectives is to investigate the
differences in average accuracy, offline execution time,
and online execution time between RB-PPM and CB-PPM
methods while considering specific types of bucketing,
encoding, or prediction algorithms. By fixing each of these
factors, there are 16 different models. According to the
power analysis method, a minimum of 51 samples is
required to conduct the hypothesis test, necessitating the
running of the models on at least four datasets. To enhance
reliability, ten datasets are utilized for conducting the
experiments. All models are implemented on all datasets
to address the research question regarding the advantages
and disadvantages of different models on different datasets.
However, to perform the hypothesis test and incorporate
randomization, the required number of samples is selected
randomly from the experiments, ensuring that the influencing
factors are randomly assigned. Additionally, to account for
replication, the selected models are run again on the chosen
datasets.

By providing a clear and detailed plan for the experimental
design, including considerations for sample size determina-
tion, the number of models to be run, randomization, and
replication, this section ensures the rigor and reliability of the
study’s findings.

n =
2 × (Z1−α + Z1−β )2

effect size2
(2)

VOLUME 12, 2024 67071



R. Aalikhani et al.: Comparative Analysis of Classification-Based and Regression-Based PPM Models

4) CONDUCT THE EXPERIMENTS
This subsection presents the implementation details of the
experiments conducted to assess the effectiveness of the
CB-PPM and RB-PPM methods. The selected datasets and
their preprocessing steps are described first, followed by a
description of the experimental setup, which includes data
splitting and hyperparameter optimization.

a: DATASET SELECTION
Previous studies in the context of PPM have commonly used
real-life event logs to assess the performance of predictive
models [3]. The Business Process Intelligence Challenge
(BPIC) series, which contains real-life event logs, has been
frequently used in PPM studies [3], [7], [8], [15], [38],
[39]. In this study, we utilize the BPIC 2011, BPIC 2015,
and BPIC 2017 datasets to evaluate the effectiveness of the
CB-PPM method in comparison to the RB-PPM method.
These datasets are publicly available at the 4TU1 Center for
Research Data. The BPIC 2017 dataset contains the historical
event log of the loan application process at a Dutch financial
institution. Cases in this dataset correspond to registered loan
applications, and the outcome of each case is dependent
on whether the application is accepted, canceled, returned,
or refused [4]. To reduce computational costs, we consider
cases with distinct request outcomes (BPIC17-Accepted,
BPIC17-Canceled, BPIC17-Refused, and BPIC17-Returned)
as separate datasets. The BPIC 2015 dataset consists of
building permit application event logs from five Dutch
municipalities, which are labeled as BPIC15-i, where i =

1. . . 5 represents the related municipality. We treat each
dataset related to a specificmunicipality as a distinct event log
and apply a shared labeling function to all of them. Finally,
the BPIC 2011 dataset contains traces from the Gynaecology
department of a Dutch Academic Hospital. Each treatment
is recorded as an activity associated with a given patient’s
medical history in this dataset.

b: PREPROCESSING OF SELECTED EVENT LOGS
The preprocessing steps are taken to prepare the datasets
for analysis. The first step involves filtering cases based on
their outcome to generate the BPIC14-Accepted, BPIC17-
Canceled, BPIC17-Refused, and BPIC17-Returned datasets
from the BPIC 2017 dataset (see Figure 3). The remaining
datasets do not undergo any changes at this step. In the
first step of feature engineering, time-related features are
extracted, including the hour, weekday, time elapsed since the
previous event, time elapsed since midnight, and time elapsed
since the case started. To prevent biasing the prediction
results, outliers are removed using Tukey’s fences method.
This involves calculating the interquartile range (IQR) and
defining upper and lower fences as the third quartile plus
1.5 times the IQR and the first quartile minus 1.5 times the
IQR, respectively. Any data point that falls outside these
fences is considered an outlier. The total time of cases is

1https://data.4tu.nl/repository/collection:event_logs_real.

discretized and labeled using the equal-width method with
twenty bunches. The optimal number of bunches is calculated
in the hyperparameter optimization subsection. Resource-
related features are extracted in the second part of the feature
engineering process. These features are calculated using
resource multitasking and open cases. The ‘‘open cases’’
feature refers to the active cases per unit of time that have
not yet been exited from the process, while the ‘‘resource
workload’’ feature refers to the number of simultaneous
services each resource provides for different cases. Tables 2
and 3 provide detailed information about the preprocessed
event logs.

c: DATA SPLITTING
To simulate real-world conditions, a temporal split method is
used in this study to divide the event log data into training
and test sets. This method, as proposed by [4], involves
using a separation time tag (ts) to separate cases with a
start time before ts (i.e., e1.t < ts) into the training set,
and cases with a start time after ts into the test set. The
data is split with a 20%/80% ratio, and cases with a start
time before ts but ending after ts (i.e., ∃i | ei ∈ σ , ei.t >

ts) are removed to avoid using training data in the testing
phase.

d: HYPERPARAMETER OPTIMIZATION
To utilize classification algorithms as predictors in CB-
PPM models, it is necessary to discretize the total time of
cases during the preprocessing phase. Since the number of
labels during the discretization phase is often greater than
two, multi-class classification algorithms should be used
instead of Single-class ones. In this study, we employed
RF-CL, XGBoost-CL, Logit, and SVM multi-class classi-
fication algorithms as predictors in the CB-PPM models
for remaining time predictions. As described earlier in the
Subsection III-A, we used the equal-width discretization
method to discretize the total time of cases. However,
determining the number of bunches (NOB) during the imple-
mentation of the equal-width method can be challenging.
To identify the optimal number of bunches, we applied the
grid search optimization method to the search space NOB ∈

{5, 10, 15, 20, 25, 30, 35}. For this purpose, we conducted the
time prediction process for a model (with a configuration
consisting of the prefix length-based bucketing method, the
state-based encoding method, and the RF-CL classifier)
considering the different number of bunches in the search
space. The results revealed that the model achieved the
highest accuracy when the number of bunches was set to 10.
Therefore, we set the optimal number of bunches to 10 for all
datasets.

In predictive modeling, both parameters and hyperparam-
eters play a crucial role. While the parameters are learned
during the training phase to fit the data, hyperparameters
are tuned outside the training phase to control the learning
cycle and achieve the best performance of the predictive mod-
els [38]. To optimize hyperparameters, the Tree-structured
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FIGURE 3. Overview of data preprocessing.

TABLE 2. Details of the preprocessed event logs.

Parzen Estimator (TPE) method is used for each model
separately [4]. One critical factor in applying the TPEmethod
is the number of Optimization Rounds (OPR). Increasing
the OPR improves the chances of obtaining globally optimal
hyperparameter values but increases computational time.
In this study, the OPR value for all models is set to 15.
Finally, the hyperparameters and their search space for each
prediction algorithm used in this study are presented in
Table 4.

5) ANALYZE THE DATA
The experimental results are rigorously evaluated using three
key evaluation metrics: accuracy, offline execution time, and
online execution time. Each metric is analyzed independently
to gain specific insights into the performance of the
predictionmodels. Additionally, a comprehensive assessment
is conducted by simultaneously considering all three metrics,
allowing for a more holistic evaluation of the models’ capa-
bilities. During the evaluation, we identify the models with
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TABLE 3. Details of the preprocessed event logs(continued).

TABLE 4. Hyperparameters and distribution used for optimization using the TPE method.

the best and worst performance on each dataset, considering
each evaluation criterion independently. Furthermore, we cat-
egorize the results based on factors like bucketing methods,
encoding methods, and prediction algorithms, investigating
their impact on overall model performance. we categorize
the results of the models based on whether they are derived
from the classification or regression approach. The evaluation
facilitated a comprehensive comparison of the performance
between the CB-PPM and RB-PPM methods on individual
datasets. This systematic evaluation approach enhances
the credibility of our findings, providing valuable insights

into the models’ strengths and weaknesses under various
conditions.

To holistically evaluate the prediction models, we employ
the TOPSIS method, a powerful approach for multi-criteria
decision-making problems (Please refer to [40] for more
information regarding this method). The TOPSIS method
facilitates ranking the models based on accuracy, offline
execution time, and online execution time simultaneously,
enabling a comprehensive assessment of their performance.
Moreover, identifying models that excel across all three cri-
teria is essential for making informed decisions. Additionally,
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to compare the advantages of the CB-PPM and RB-PPM
methods, we determine the share of each method among the
top 25% ranked models. This comparative analysis sheds
light on their relative performance and aids in selecting the
most effective approach for time prediction. Utilizing the
TOPSIS method and conducting the comparative analysis
ensures a robust and reliable evaluation, providing valuable
insights for advancing predictive modeling in our research
domain.

Moreover, to assess the statistical significance of the dif-
ferences between the averages of accuracy, offline execution
time, and online execution time for the RB-PPM and CB-
PPM methods at a significance level of 95%, we employ
hypothesis tests. Additionally, we investigate the significance
of the difference between the averages of accuracy, offline
execution time, and online execution time for the RB-PPM
and CB-PPM methods while fixing one of the influencing
factors, such as bucketing method, encoding method, or the
examined dataset. This controlled analysis allows us to
isolate the individual impact of each influencing factor on
the performance metrics, providing valuable insights into
the relative strengths and weaknesses of the RB-PPM and
CB-PPM methods under different experimental conditions.
By combining hypothesis testing and controlled comparisons,
we enhance the validity and reliability of our findings,
supporting informed decision-making and contributing to the
advancement of predictive modeling in our research domain.

6) DRAW CONCLUSIONS AND MAKE RECOMMENDATION
Through a comprehensive evaluation of the results using
individual evaluation metrics, we gain valuable insights into
the performance of different models and their configurations
for time prediction on each dataset. This analysis helps us
identify models with the highest accuracy and the shortest
offline and online execution times consistently across all
datasets. Additionally, we assess the influence of different
factors, such as bucketing method, encoding method, and
prediction algorithm, on the evaluation criteria, providing
crucial insights into their effectiveness under varying con-
ditions. Based on these conclusions, we can select the
most appropriate bucketing method, encoding method, and
prediction algorithm for each dataset to optimize accuracy
and computational efficiency.

Furthermore, employing the TOPSIS method allows us to
identify the best models that exhibit superior performance,
characterized by reduced offline and online execution times
and high accuracy. Additionally, when considering all three
evaluation criteria simultaneously, the method highlights the
advantages of using the CB-PPM and RB-PPM approaches.
These findings aid in drawing conclusions about the effec-
tiveness of specific configurations in addressing various
datasets, facilitating informed decision-making in real-world
applications.

Moreover, the results of the hypothesis test offer valuable
insights into the advantages of the CB-PPM and RB-PPM
approaches relative to each other in terms of accuracy

improvement and reduction in offline and online time,
as observed overall. By fixing each influencing factor,
including the bucketing method, encoding method, and used
dataset, we can determine the specific advantages of these
methods for time prediction. This comprehensive analysis
allows us to draw conclusions about the overall superiority
of each approach and their performance under different
influencing factors. These findings deepen our understanding
of the strengths of the CB-PPM and RB-PPM approaches,
providing valuable guidance for their optimal selection in
various time prediction scenarios.

Overall, our systematic evaluations and conclusions
provide essential recommendations for optimizing model
configurations and selecting the most suitable techniques
for accurate and efficient time prediction in practical
applications. These insights contribute to advancing the field
of predictive modeling and enhancing decision-making in
real-world contexts.

IV. RESULTS
This section presents the results of the implemented
experiments on the CB-PPM and RB-PPM models. The
comparison of these models is based on three evaluation
metrics: MAE values, offline execution time, and online
execution time, which are separately presented in different
subsections (Subsection IV-A, IV-B, and IV-C, respectively).
Each subsection identifies the models that perform the
best and worst based on each evaluation criterion and
provides insights into the most suitable bucketing method,
encoding method, and prediction algorithm. Additionally,
the performance of the CB-PPM and RB-PPM methods is
compared across each dataset. Subsection IV-D details the
outcomes of the TOPSIS method (with a weight of 0.9 for the
MAEmetric and a weight of 0.1 for online and offline times),
where the best and least-performing models considering
all evaluation metrics are identified. The performance of
CB-PPM and RB-PPM models is also compared using this
method. Lastly, the results of the hypothesis testing are
presented in Subsection IV-E, evaluating the superiority of
CB-PPM over RB-PPM both overall and under the scenario
of holding one of the influencing factors constant, such as
the bucketing method, encoding method, or used dataset.
These comprehensive analyses provide valuable insights into
the strengths and weaknesses of the CB-PPM and RB-
PPM methods and their performance in various evaluation
scenarios.

In this section, it is essential to clarify that the sequences,
such as Clustering-Last State-RF-CL, serve as model names.
These names indicate the specific configuration of each
model, where Clustering represents the bucketing method
being clustering-based, Last State signifies the usage of the
last state encoding method, RF denotes the Random Forest
prediction algorithm, and CL indicates the PPM method
being classification-based. In the case of applying the RB-
PPM method, the model’s name will be extended with the
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expression RG at the end, distinguishing it from the CB-PPM
method.

A. MAE METRIC
Based on the MAE values of the models represented
in Figure 4 to 13 in Appendix A, and the summarized
outcomes in Table 5 and Table 6, it is evident that the
configuration of the most accurate models varies across
different datasets. However, the Single-Last State-XGBoost-
CL model displayed superior accuracy in three datasets.
Conversely, the Single-Last State-Decision Tree-RG and
Prefix-Aggregation-SVM-CL models were identified as the
least accurate models in two datasets each. Regarding the
bucketing method perspective, the single bucket method in
the CB-PPM models was found to be the most suitable
choice in 90% of the datasets. However, single bucket method
in the RB-PPM models emerged as the worst-performing
bucketing method in three datasets. Based on the evaluation
of encoding methods, it was observed that the previous
encoding method was the most suitable choice in 60% of the
datasets in models based on the CB-PPM approach. However,
in models employing the RB-PPM method, both previous
encoding and index-based encoding methods were identified
as the least performing encoding methods in 60% of the
datasets. Regarding the prediction algorithms, the Random
Forest classifier (RF-CL) demonstrated the highest accuracy
in 70% of the datasets. Conversely, the XGBoost regressor
(XGBoost-RG) exhibited the least accuracy in 40% of the
datasets. Analyzing the performance of the CB-PPM and RB-
PPM approaches, it was found that the CB-PPM approach
outperformed the RB-PPM approach in 80% of the datasets,
highlighting its superiority in time prediction tasks.

B. OFFLINE EXECUTION TIME METRIC
Based on the offline execution time of the models, as depicted
in Figure 14 to 23 in Appendix B and summarized in
Table 7 and Table 8, it is evident that the fastest models
differ across datasets, indicating that specific configurations
do not consistently yield the fastest performance across
all datasets. However, the Single-Previous-Decision Tree-
RG model emerged as the fastest model in three datasets.
On the other hand, the State-Aggregation-XGBoost-RG
and State-Last State-XGBoost-RG models were the slowest
models in two datasets each. From the bucketing method
perspective, the single bucket and prefix length-based
bucketingmethods inmodels based on the CB-PPM approach
demonstrated the fastest offline performance in six datasets.
Conversely, the state-based bucketing method in RB-PPM
models showcased the slowest offline performance in five
datasets. Regarding the encoding method perspective, the
index-based encoding method in CB-PPM demonstrated the
fastest offline phase performance (being the fastest in five
datasets). Conversely, the last state, previous, and aggregation
encoding methods in RB-PPM models displayed the slowest
offline performance in two datasets each. From the prediction
algorithm perspective, the Decision Tree regressor was the

fastest prediction algorithm in 60% of datasets, while the
XGBoost regressor (XGBoost-RG)was the slowest in 80% of
datasets. Comparing the CB-PPM and RB-PPM approaches,
the CB-PPM models were faster than the RB-PPM models
in 80% of the datasets, while in the remaining datasets,
the RB-PPM models were faster. Indeed, the results clearly
demonstrate the superiority of the CB-PPM approach over
the RB-PPM approach in terms of offline time for time
prediction.

C. ONLINE EXECUTION TIME METRIC
Based on the online execution time of the models, as illus-
trated in Figure 24 to 33 in Appendix C and summarized
in Table 9 and Table 10, no single model is consistently
the fastest across all datasets. However, the Prefix-Previous-
XGBoost-CL and Prefix-Last State-XGBoost-CL models
emerged as the fastest in two datasets each. Conversely, the
Clustering-Combined-RF-RG and State-Combined-SVM-
CL models were the slowest in four datasets. From the buck-
eting method perspective, the prefix length-based bucketing
method in CB-PPM models demonstrated the shortest online
time in 50% of datasets. In contrast, the clustering-based
bucketing method in RB-PPM models exhibited the slowest
online performance in 40% of datasets. Considering the
encoding method perspective, the index-based encoding
method in CB-PPM models proved to be the fastest in four
datasets. On the other hand, the combined encoding method
in CB-PPMmodels displayed the slowest performance in four
datasets. From the prediction algorithm perspective, both the
XGBoost-RG and XGBoost-CL algorithms were the fastest
in three datasets each. In contrast, the RF-CL algorithm had
the slowest online time in five datasets. Overall, in 60%
of datasets, the RB-PPM models demonstrated faster online
performance compared to CB-PPM models, while in the
remaining datasets, CB-PPM models exhibited faster online
execution times. It reveals the superiority of RB-PPM
approach over the CB-PPM approach in the online phase of
time prediction.

D. TOPSIS ANALYSIS
Based on the TOPSIS analysis results, as summarized in
Table 11, both the Prefix-Last State-RF-CL and Prefix-
Previous-RF-CL models obtained the highest rank in three
datasets each, indicating their superior overall performance.
Conversely, the Clustering-Previous-XGBoost-RG model
had the lowest rank in two datasets, reflecting its com-
paratively poorer performance. From a broader perspective,
in 80% of the datasets, all models within the highest 25%
ranks (first quartile of the best-ranked models) were based on
the CB-PPM approach, suggesting that CB-PPMmodels tend
to outperform RB-PPM models in the majority of scenarios.

E. HYPOTHESIS TESTING RESULTS
We conducted a hypothesis test to investigate whether the
CB-PPM method leads to a statistically significant decrease
in the average MAE for time prediction compared to the
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TABLE 5. Summary of results based on the MAE metric.

TABLE 6. Summary of results based on the MAE metric(continued).

RB-PPM method. The null hypothesis (H0) states that there
is no difference or an increase in the average MAE when
using the CB-PPM method, while the alternative hypothesis
(H1) posits that the average MAE is reduced with the
CB-PPM method (H0 : µd ≥ 0,H1 : µd ≤ 0,
where µd represents the mean difference between the two
methods). The hypothesis testing was conducted for each
dataset separately and for all datasets combined. The same
approach was used to test whether using the CB-PPMmethod
increased offline and online execution times. Furthermore,
the results of the implemented models on all datasets were
systematically categorized based on their bucketing methods,

encoding methods, and prediction algorithms, followed
by the execution of hypothesis testing for comprehensive
analysis.

The results of the hypothesis testing conducted to investi-
gate the superiority of the CB-PPM and RB-PPM methods
in decreasing the MAE for time prediction demonstrated
that, overall, the CB-PPM method is more effective in
reducing the MAE value (as presented in Table 12).Out of
the ten datasets analyzed, improvements in accuracy were
proven in eight datasets when using the CB-PPM method,
while two datasets did not show significant improvement.
This indicates that the CB-PPM method outperforms the
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TABLE 7. Summary of results based on the offline execution time evaluation metric.

TABLE 8. Summary of results based on the offline execution time evaluation metric(continued).

RB-PPMmethod in accurately predicting the remaining time.
Furthermore, accuracy improvements were observed while
using the CB-PPMmethod in all scenarios of fixing bucketing
methods. This finding suggests that the choice of bucketing
method does not significantly impact the superiority of the
CB-PPM approach in predicting time accurately. Moreover,

when considering fixed encoding methods, it was observed
that, with the exception of the index-based encoding method,
the utilization of the CB-PPM approach consistently led to
improved accuracy across various encoding scenarios. This
finding highlights the significance of the encoding method
in determining the superiority of the CB-PPM approach for
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TABLE 9. Summary of results based on the online execution time evaluation metric.

TABLE 10. Summary of results based on the online execution time evaluation metric(continued).

accurate time prediction. Notably, the index-based encoding
method appears to be particularly effective for RB-PPM
models.

The hypotheses tested to examine the effect of the CB-PPM
method on offline execution time led to an overall conclusion
that there was no evidence supporting an increase in offline
execution time. However, the results of the hypothesis
tests showed variations across datasets. Specifically, the

hypothesis of increased offline execution time was supported
in the datasets BPIC15-5, BPIC17-Returned, and BPIC17-
Refused, but rejected in the remaining datasets. Interestingly,
when fixing the bucketing method, the increase in offline
time caused by applying the CB-PPM method was rejected
in all scenarios. This suggests that the choice of bucketing
method does not significantly impact the superiority of the
CB-PPMapproach in terms of computation time. On the other
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TABLE 11. Summary of results based on TOPSIS analysis.

hand, fixing the encoding method led to the rejection of the
hypothesis that CB-PPM would increase offline time in all
scenarios except for the combined and index-based encoding
methods. This finding implies that the choice of encoding
method significantly influences superiority of the CB-PPM
approach in achieving time-efficient predictions during the
offline phase. Finally, the results of the hypothesis testing
indicate that the CB-PPMmethod did not increase the offline
execution time of prediction, despite its ability to improve
accuracy.

The results of the hypothesis testing conducted to inves-
tigate to comparing the CB-PPM and RB-PPM methods
on online execution time showed that the CB-PPM method
generally increases online execution time compared to
the RB-PPM method. However, there were some datasets
(BPIC15-1 to BPIC15-4) where an increase in online time
was not observed. This suggests that while using the CB-PPM
approach in time prediction may result in increased online
execution time in general, there might be exceptions for cer-
tain datasets. In the scenarios where bucketing and encoding
methods were fixed, the CB-PPM method demonstrated an
increase in online execution time. As a result, the choice of
bucketing or encoding methods cannot negate the superiority
of the RB-PPM approach in terms of online execution time.
So, while the CB-PPM method can improve accuracy, it may
also come with the tradeoff of increased online execution
time.

V. DISCUSSION
As explained in the hypothesis test section, the accuracy of
models based on the CB-PPM method is generally higher
than models based on the RB-PP method. By considering
the most accurate models conducted on all datasets, it is
noticeable that the single-bucket bucketing method was
employed in 69% of these models. This result reveals that
separating prefixes based on different criteria like prefix
length or states that the prefixes refer to can’t significantly
affect the accuracy of models. All of the encoding methods

were utilized in the most accurate models but the previous
and last state encoding methods were used more than others
and index-based encoding was used less than others (27%,
27%, and 3%, respectively). So, the last state or the last two
states in which the case was placed have the greatest impact
on accurately predicting the remaining time of the process.
A significant finding was that 99% of the most accurate
models were based on the CB-PPM method, while only 1%
used the RB-PPMmethod. This result of the study reveals that
selecting an appropriate configuration of the model based on
the CB-PPM approach can lead to more accurate predictions
across different datasets.

According to the hypothesis test, using the CB-PPM
method did not result in a significant increase in offline
execution time. However, the use of single-bucket bucketing
was observed in 80% of the fastest models, indicating
that separating prefixes based on their characteristics can
increase the offline execution time of models. The previous
encoding method was the most frequently used encoding
method among the fastest models (40%), as it only considers
information from the last two states and encode them into
the feature vectors. It’s worth noting that all of the fastest
models were based on the RB-PPM method. Although the
CB-PPM method improves accuracy, it may not be effective
in suggesting models that are quickest in the offline phase.

According to the hypothesis test results, CB-PPM models
had a longer average online time than RB-PPM models.
However, when considering the fastest models implemented
on different datasets, 70% of them used prefix length-
based bucketing. This indicates that bucketing prefixes based
on their length can speed up online execution time, as it
facilitates finding the bucket corresponding to the running
case. In terms of encoding, the previous encoding method
was the most commonly used in the fastest models (50%).
Interestingly, the fastest models were equally based on the
CB-PPM method and the RB-PPM method, indicating that
both methods can contribute equally to generating models
that are fastest in the online phase.
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TABLE 12. Hypothesis testing of improving accuracy, increasing offline total time, and increasing online average time by considering the CB-PPM method
than RB-PPM method.

FIGURE 4. MAE of PPM models on BPIC11 dataset by prefix length, categorized by bucketing and encoding methods.

The findings discussed in the previous paragraphs were
based on evaluating the metrics separately. However, when
all evaluation metrics were simultaneously considered using
TOPSIS analysis, it was found that 80% of the most
suitable models used prefix length-based bucketing as their
bucketing method. This suggests that this bucketing method
improves models’ accuracy without increasing offline and
online execution times. Regarding the encoding methods,
60% of the most efficient models used the last state encoding
method. This finding indicates that although the last state

encoding method only considers information from the last
state of the running case and ignores other information from
its trace, it improves the accuracy of models and speeds
up offline and online execution times. The reduction in
effectiveness of models by considering more information of
a trace may be due to the fact that considering all trace
information adds noise and non-useful information to the
feature vector, which reduces prediction accuracy. Addition-
ally, considering more information from a trace increases
the data required for processing, which increases offline and
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FIGURE 5. MAE of PPM models on BPIC15-1 dataset by prefix length, categorized by bucketing and encoding methods.

FIGURE 6. MAE of PPM models on BPIC15-2 dataset by prefix length, categorized by bucketing and encoding methods.

FIGURE 7. MAE of PPM models on BPIC15-3 dataset by prefix length, categorized by bucketing and encoding methods.

online processing time and reduces the effectiveness of the
model. An important finding of the result analysis is that

90% of the most suitable models were based on the CB-
PPM method, while only 10% used the RB-PPM method.
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FIGURE 8. MAE of PPM models on BPIC15-4 dataset by prefix length, categorized by bucketing and encoding methods.

FIGURE 9. MAE of PPM models on BPIC15-5 dataset by prefix length, categorized by bucketing and encoding methods.

FIGURE 10. MAE of PPM models on BPIC17-Accepted dataset by prefix length, categorized by bucketing and encoding methods.

This indicates that the CB-PPM method outperforms the
RB-PPM method in time prediction considering accuracy

and execution time of models simultaneously. Furthermore,
70% of the most suitable models used RF classification
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FIGURE 11. MAE of PPM models on BPIC17-Canceled dataset by prefix length, categorized by bucketing and encoding methods.

FIGURE 12. MAE of PPM models on BPIC17-Refused dataset by prefix length, categorized by bucketing and encoding methods.

FIGURE 13. MAE of PPM models on BPIC17-Returned dataset by prefix length, categorized by bucketing and encoding methods.

algorithms as predictors. Therefore, models that are based
on the CB-PPM method and employ RF classification

algorithms are likely to be the most suitable models for time
prediction.
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FIGURE 14. Offline total execution time of PPM models on BPIC11 dataset by prefix length, categorized by bucketing and encoding methods.

FIGURE 15. Offline total execution time of PPM models on BPIC15-1 dataset by prefix length, categorized by bucketing and encoding methods.

FIGURE 16. Offline total execution time of PPM models on BPIC15-2 dataset by prefix length, categorized by bucketing and encoding methods.

While this study provides useful insights into the effec-
tiveness of different configurations of PPM models for

time prediction in business processes, it has some limita-
tions. For example, the use of only ten datasets in three
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FIGURE 17. Offline total execution time of PPM models on BPIC15-3 dataset by prefix length, categorized by bucketing and encoding methods.

FIGURE 18. Offline total execution time of PPM models on BPIC15-4 dataset by prefix length, categorized by bucketing and encoding methods.

FIGURE 19. Offline total execution time of PPM models on BPIC15-5 dataset by prefix length, categorized by bucketing and encoding methods.

contexts limits the generalizability of the findings. Future
research should explore the effect of process context on

the accuracy and effectiveness of prediction methods, and
consider more databases in various contexts to improve the
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FIGURE 20. Offline total execution time of PPM models on BPIC17-Accepted dataset by prefix length, categorized by bucketing and encoding
methods.

FIGURE 21. Offline total execution time of PPM models on BPIC17-Canceled dataset by prefix length, categorized by bucketing and encoding
methods.

FIGURE 22. Offline total execution time of PPM models on BPIC17-Refused dataset by prefix length, categorized by bucketing and encoding
methods.
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FIGURE 23. Offline total execution time of PPM models on BPIC17-Returned dataset by prefix length, categorized by bucketing and encoding
methods.

FIGURE 24. Online average execution time of PPM models on BPIC11 dataset by prefix length, categorized by bucketing and encoding
methods.

FIGURE 25. Online average execution time of PPM models on BPIC15-1 dataset by prefix length, categorized by bucketing and encoding
methods.

comprehensiveness of results. To confirm the applicability of
the CB-PPM and the RB-PPM methods, it is recommended

to implement it in case studies and verify the results. Despite
these limitations, the CB-PPM method exhibits promising
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FIGURE 26. Online average execution time of PPM models on BPIC15-2 dataset by prefix length, categorized by bucketing and encoding
methods.

FIGURE 27. Online average execution time of PPM models on BPIC15-3 dataset by prefix length, categorized by bucketing and encoding
methods.

FIGURE 28. Online average execution time of PPM models on BPIC15-4 dataset by prefix length, categorized by bucketing and encoding
methods.

potential to enhance time prediction accuracy compared to
the RB-PPM method. This capability makes it a valuable

tool for process managers and practitioners seeking to predict
the remaining time of running cases and prevent deadline
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FIGURE 29. Online average execution time of PPM models on BPIC15-5 dataset by prefix length, categorized by bucketing and encoding methods.

FIGURE 30. Online average execution time of PPM models on BPIC17-Accepted dataset by prefix length, categorized by bucketing and encoding
methods.

FIGURE 31. Online average execution time of PPM models on BPIC17-Canceled dataset by prefix length, categorized by bucketing and encoding
methods.
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FIGURE 32. Online average execution time of PPM models on BPIC17-Refused dataset by prefix length, categorized by bucketing and encoding
methods.

FIGURE 33. Online average execution time of PPM models on BPIC17-Returned dataset by prefix length, categorized by bucketing and encoding
methods.

violations. Overall, the findings of this study can help
organizations enhance the efficiency and effectiveness of
their business processes.

VI. CONCLUSION
In conclusion, the accurate and time-efficient prediction
of remaining time is crucial for effective business process
management. The primary objective of our study was to
apply the CB-PPMmethod for predicting remaining time and
to conduct a comprehensive comparison of its advantages
and disadvantages with the RB-PPM method. In addition,
our study aimed to prioritize various PPM models by
simultaneously considering MAE, offline execution time,
and online execution time metrics through TOPSIS analysis.
In our study, we configured and implemented a total of
136 distinct PPM models. These models were created by
combining four bucketing methods, five encoding methods,
and eight prediction algorithms, based on both CB-PPM and
RB-PPM methods. These models were then evaluated across

ten real-world datasets, providing comprehensive insights
into the advantages and disadvantages of the CB-PPM and
RB-PPM methods for time prediction.

Our hypothesis testing results have confirmed that the
utilization of the CB-PPM method leads to improved
prediction accuracy compared to the RB-PPM method.
Furthermore, while the results of the hypothesis test indicated
an increase in online execution time when the CB-PPM
method is applied, there was no significant increase in
offline execution time. TOPSIS analysis further supported
the superiority of the CB-PPM method for time prediction,
as 90% of the most suitable models were based on the CB-
PPM method. Moreover, the results showed that the PPM
model configuration strongly depends on the selected dataset.

While the study results confirmed the superiority of the
CB-PPM method, further validation is needed to assess
its generalizability in different contexts. Considering the
preprocessing execution time in calculating offline exe-
cution time can also improve its accuracy. However, the
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careful selection of the appropriate PPM method represents
a powerful tool for process managers and practitioners,
enabling them to predict process remaining time accurately
and optimize process scheduling effectively. The tangible
benefits of appropriately configuring PPM models, such as
cost savings, increased productivity, and improved customer
satisfaction, highlight its potential to significantly enhance
organizational performance. Overall, this study suggests that
the CB-PPM method has the potential to improve business
process management and drive success in various industries.

Our study contributes significantly to enhancing the
accuracy and time-efficiency of remaining time prediction
in business processes. This is achieved through the careful
selection of the appropriate PPM approach and suitably
configuring PPM models. Future research can contribute to a
deeper understanding of the advantages of PPM approaches
by exploring the potential of deep learning predictive process
mining approach, to improve time prediction accuracy,
offline execution time, and online execution time in business
processes. Further research can explore the effect of process
context on the performance of the CB-PPM and RB-PPM
approaches. Moreover, conducting case studies to apply these
approaches to time prediction could validate their practical
applicability and effectiveness in real-world scenarios.

APPENDIX
In this section, we present details of the implemented
models based on different criteria. It is important to note
that the notation ‘Agg’ used for aggregation encoding,
‘Laststate’ for last state encoding, ‘Combined’ for combined
encoding, ‘Previous’ for previous encoding, and ‘Index’ for
index-based encoding. Additionally, ‘Classification’ denotes
models based on the CB-PPM method, while ‘Regression’
denotes models based on the RB-PPM method. It’s worth
noting that the results of different models are categorized
based on the bucketing and encoding method. Specifically,
each column of subplots represents the same bucketing
method, while each row of subplots corresponds to the same
encoding method.

APPENDIX A
DETAILS OF MODELS’ MAE
The MAE of the implemented PPM models on different
datasets based on prefix lengths is depicted in Figure 4 to 13.

APPENDIX B
DETAILS OF MODELS’ OFFLINE TIME
The offline execution time of the implemented PPM models
on various datasets is illustrated in Figures 14 to 23.

APPENDIX C
DETAILS OF MODELS’ ONLINE TIME
The online execution time of implemented PPM models on
different datasets is drawn in Figure 24 to 33.
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