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ABSTRACT This paper investigated a parallel machine scheduling problem in the printing manufacturing
systems due to operational requirements on the color-batching of the printed matter and sequential require-
ments on the sequence adherence of a printing press. Resequencing printing jobs as color-oriented batches
reduced the costs of color changes and operational costs for printing shop. Also, post press workshop required
printing shops to print jobs with minimal makespan so that high sequence adherence with its demand is
assured. Based on real-world applications, we investigated two contradictory objectives-color change costs
and minimal makespan-in a parallel high-fidelity printing press scheduling environment. A job sequence
optimization approach is proposed. Moving interpolation algorithm and color sequence mapping algorithm
are designed to reduce frequency of replacing ink. Base on iterative greedy algorithm, color sequence job
groups with the same or similar color sequence are scheduled to the printing presses. Three experiments are
conducted and showed that the proposed approach has good feasibility and effectiveness, and convergence
in solving minimum completion time. Therefore, the proposed approach can be used in printing shops to
improve scheduling efficiency and reduce production costs.

INDEX TERMS Printing manufacturing systems, parallel machine scheduling problem, minimal makespan,
color sequence comparison, iterated greedy algorithm.

I. INTRODUCTION
In recent years, market demand has changed significantly
in both the printing industry [1] and the food packaging
industry [2], [3]. From the original single type and large batch
to multi-variety and small batch, especially the customized
and high-fidelity color printing matters have attracted the
attention of customers [4]. The high-fidelity (Hi-Fi) color
printing matters require printing presses to have a wider
color gamut range. The traditional 4-color printing method
obviously cannot meet this condition. At present, the printing
industry mostly uses 8-color Hi-Fi printing presses to solve
this problem.

The associate editor coordinating the review of this manuscript and
approving it for publication was Claudio Zunino.

The same to traditional 4-color printing process, differ-
ent 8-color Hi-Fi printing matters usually have different ink
overprint sequences, which means that printing different jobs
changes inks and requires a washing process to remove the
previous color ink from the inner surface of the color group.
This operational process is the most time-consuming stage in
the printing process [5]. However, compared to the traditional
4-color printing process, the 8-color printing process has
more color sequence changes (8!>4!). Therefore, the job
scheduling of Hi-Fi color printing workshops is more com-
plex. For example, a certain printing and packaging enterprise
has up to 2800 types of printed matters, with a minimum
production batch of 1000.

At present, most of the research focuses on the schedul-
ing of the traditional 4-color printing workshop, while the
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research on the scheduling of the 8-color printing workshop
is less. To solve this problem, in this paper, we research a job
sequence optimization approach to minimise the makespan
for the parallel color printing press scheduling problem.

Parallel machine scheduling problem (PMSP) has math-
ematical models, and heuristics to minimise the makespan
of PMSP, such as genetic algorithm [6], variable neighbor-
hood search algorithm [7], iterated greedy algorithms [8], [9],
artificial bee colony algorithm [10], and tabu-search
algorithm [11]. Adan proposed a hybrid genetic algorithm
equipped with a minimal number of parameters and oper-
ators, which was enhanced with an effective local search
operator, specifically targeted to solve large instances [12].
Due to the high computational complexity of the proposed
model, Zandi et al. developed a heuristic algorithm to obtain
the exact Pareto frontier of these two objectives with a
polynomial complexity [13]. Wu and Che considered an
energy-efficient bi-objective unrelated PMSP to minimise
both makespan and total energy consumption [14]. Based on
an attention mechanism and disjunctive graph embedding,
Chen et al. proposed a novel deep reinforcement learning
framework for solving the classical parallel scheduling prob-
lem, and used a sequence-to-sequence pattern to model it in
the framework [15].

Because of its simple structure, few parameters and
good solution effect, the iterated greedy algorithm has
been widely applied to solve complex scheduling problems.
Vallada et al. proposed a scatter search algorithm with
an enriched iterated greedy algorithm for the unrelated
PMSP, and obtained superior results, outperforming the
best-known solutions [16]. Based on the iterated greedy
algorithm, Tavares-Neto and Nagano designed two new
algorithms, one constructive heuristic and an improvement
heuristic for solving the problem of minimizing the total
system makespan of an integrated production distribution
system [17]. Fernandez-Viagas, Valente, and Framinan pre-
sented eight variations of an iterated greedy algorithm
to minimise the total tardiness of distributed permutation
flowshop scheduling problem [18]. As an easy and high-
performance heuristic, the simple framework of the iterated
greedy algorithm makes it easy to be implemented by prac-
titioners, and its high performance implies its great potential
to solve industrial scheduling problems [19], [20].
In the printing factory, the number of machines and work-

ers is limited. In the face of mass processing operations,
if all processing tasks can be completed in the shortest time,
it means that more worker hours can be saved. Achieving the
fastest delivery speed not only improves customer satisfac-
tion, but also saves the overall cost of the factory. Thus, the
parallel color press scheduling problem (PCPSP) is of great
significance in the real world.

The remainder of the paper is arranged as follows.
Section II gives the literature review. Section III discusses
the setting principles of printing color sequence. PCPSP
is described and formulated in the Section IV. Section V
presents an iterated greedy algorithm combined with the

moving interpolation algorithm or the color sequence map-
ping algorithm to solve PCPSP. In Section VI, we design
and analyze the experiments. Finally, the conclusions and
suggestions for the future work are discussed in Section VII.

II. RELATED WORKS
Many researchers have performed extensive research on
PCPSP and have achieved good results. In this section we
provide a review of the related applications.

Burger et al. solved PCPSP both exactly and heuristically
for small, randomly generated test problem instances and
studied the trade-off between the time efficiency and solution
quality of the two approaches [21]. Schuurman and Vuuren
considered PCPSP approximately by using a simple heuris-
tic and three well-known metaheuristics (improving local
search, tabu search, and simulated annealing) [22]. Iori et.al
developed a greedy randomised adaptive search procedure
equipped with several local search procedures for assigning
print jobs to a heterogeneous set of flexographic printer
machines and finding a processing sequence for the jobs
assigned to each machine [5].
Lunardi et al. tackled a challenging problem in online

printing shop scheduling. They presented mixed-integer lin-
ear programming and constraint programming models for
minimizing the makespan [1]. Lunardi et al. also proposed
and evaluated a local search strategy and meta-heuristic for
a flexible job shop scheduling problem with sequencing
flexibility, which was proven to have competitive perfor-
mance [23]. To minimise the total printing cost composed of
paper and plate costs, Mostajabdaveh et al. developed a non-
linear integer programming model to obtain exact solutions
for small-sized instances and an efficient genetic algorithm
to solve real-sized problems [24]. Tuyttens and Vandaele
proposed a new greedy random adaptive search procedure to
solve the label and the cover printing problem [25].

Besides the printing industry, the PCPSP is rich in
application possibilities, such as pharmaceutical packaging
facility [26], printed circuit boards (PCBs) [27], automotive
paint shops [22], [27], [28], [29], the printing and dyeing
industry [30], [31], personalized printing design for artworks
and so on. The reason is that the color batching problem has
a great impact on the scheduling in these fields. The purpose
of resequencing is to obtain color-oriented batches of cars
to reduce setup costs incurred in paint shops [32]. Li et.al
investigated a PMSP with different color families, sequence
dependent setup times, and machine eligibility restriction
for the dyeing overdue problem in a lace textile fac-
tory [33]. These researchers have agreed that color-batching
problem is the most time and energy-consuming process
in PMSP.

In the literatures [1], [22], and [23] researchers generated
small instances of print job sets for the PCPSP and assumed
that each job required at least 2 but no more than 4 colors
from the universal color set. Therefore, a data set of 8 colors
job scheduling is established according to the principles of
Hi-Fi printing color sequence in this paper.
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III. PRINCIPLES OF PRINTING COLOR SEQUENCE
In the printing industry, the three primitive color inks are
generally Yellow (Y), Cyan (C) and Magenta (M). Due to
insufficient saturation of gray when equal amounts of tricolor
inks are overprinted, Black (BK) ink is often added to com-
pensate. In addition, adding black ink can also increase the
density contrast and brightness range of the image, and reduce
the amount of tricolor ink.

When printing trademarks, package, promotional materials
of printedmatters (such as cosmetics, drugs, daily necessities,
etc.), a lot of spot color inks (such as Red, Blue, Gold, Silver,
etc.) are often used to improve the design and quality of
packaging and decorating products. The spot color inks can
increase the gamut range of the equipment and ensure the
color consistency. However, the use of spot color requires
frequent ink change and printing machine cleaning. There-
fore, the printing industry often uses Orange (O), Green (G),
Violet (V), and White (W, or Varnish) to simulate the spot
color. It not only saves the economic cost, but also shows
better flexibility.

In printing shops, the color sequences directly affect the
quality of printed matters. Therefore, in order to reproduce
the original accurately, the following principles of Hi-Fi
printing color sequence must be followed:
(1) The drying performance of the ink

Set the color sequence from slow-drying ink to fast-
drying ink to increase the drying time of slow-drying
ink conjunctiva.

(2) The transparency and hiding power of ink
To show the correct color and achieve good
color mixing effect, the color sequence should
be arranged from poor transparency to strong
transparency.

(3) The lightness of tricolor ink
The higher the reflectivity, the higher the brightness
of the ink. The color sequence is arranged from lower
lightness to higher lightness.

(4) The ink absorption performance of printing stock

For the printing stock with roughness and poor
tightness, the color sequence is set from good to poor
color fluidity.

(5) The size of dot area
Generally, the color sequence is set should be arranged
from small dot area to large dot area.

(6) The characteristics of the original
For printed matters with warm colors, the cyan ink
should be printed first, followed by red ink and yel-
low ink. For the printed matters with cold colors, the
printing sequence is reversed.

In conclusion, it is very important to reasonably arrange
the printing color sequence to improve the quality of printed
matters.

IV. PROBLEM DESCRIPTION AND ASSUMPTIONS
A. PROBLEM STATEMENT
The parallel color printing press scheduling problem
can be described as having n independent printing jobs
(J1, J2, . . . , Jn), which need to be printed on m sets of the
same 8-color printing presses (M1,M2, . . . ,Mm), and the
printing time of n jobs is different, as shown in Figure 1.
Now it is required to design a job scheduling scheme so that
the n jobs can be printed in the shortest time. The essence of
multi-machine scheduling problem is to maximize the overall
benefit and do the most things in the shortest time. In this
paper, we mainly focus on the scheduling problem of multi
variety and small batch printing jobs (1000-2000), which can
be seen in Table 4. The PCPSP can be solved with the help
of a numerical illustration and formulates the mathematical
model along with the following assumptions:

■ All jobs are completed on the printing presses.
■ All printing presses are available at the beginning of the

planning horizon.
■ Each job can be printed on any printing press, but it can

only be printed on one printing press simultaneously.
■ All jobs cannot be interrupted once being printed.

FIGURE 1. The parallel color printing press scheduling framework. n independent printing jobs (J1, J2, . . . , Jn) are printed
on m sets of the same 8-color printing presses (M1, M2, . . . , Mm), and the printing time of n jobs is different.
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Continuous printing of two jobs with different color
sequences requires replacing inks and cleaning ink rollers
in the printing production. During this process, it not only
wastes a lot of time, but also brings environmental pollution
and other issues. Therefore, it is necessary to group jobs
with the same color sequences together into a job group
for continuous printing. In this paper, a job sequence opti-
mization approach is proposed to alleviate congestion, reduce
delay time, and improve the effective utilization of equip-
ment. The objective function for this approach is makespan
minimization to improve production management efficiency
and reduce production costs.
Indices:

i Index for jobs in the cell, i ∈ {1, 2, . . . , n}
j Index for the color sequence job groups, j ∈

{1, 2, . . . , l}
x Index for the number of colors
k Index for the printing press in the printing shop, k ∈
{1, 2, . . . ,m}

Parameters:

Tk Working time of printing press k
Tr Time of replacing ink and cleaning ink rollers
Ci The printing quantity of job i
Gj Color sequence job group j
Tcd Time of changing plates and debugging
Tj,k Printing time of job group j on printing press k
Ti,k Printing time of job i on printing press k
vk Printing speed of printing press k
ρj Saving time of job group j
TST Total saving time
TPT Total printing time
Cmax Maximum makespan of job shop

Decision Variables:

Min max{
m∑
k=1

l∑
j=1

Tj,k} (1)

Formula (1) is the objective function. The aim is to schedule
all operations to minimize the makespan.

Xi,j =

{
1, ∀Ji ∈ Gj
0, otherwise

(2)

Yj,k =

{
1, ∀Gj ∈ Mk

0, otherwise
(3)

Xi,j 1 if job i is assigned to color sequence job group j;
0 otherwise

Yj,k 1 if color sequence job group j is assigned to the printing
press k; 0 otherwise

Formula (2) indicates whether a printing job belongs to
one color sequence job group. Formula (3) indicates that
each color sequence job group must and can only select one

printing press.

Ti,k =
Ci
vk

(4)

Tj,k = Tr +
n∑
i=1

l∑
j=1

(1− Y j,k )

·
[
Tcd + T i,k + (1− X i,j) · Tr

]
(5)

Tk =
l∑
j=1

Tj,k (6)

Tk ≥ 0 ∀k (7)

Ci ≥ 0 ∀i (8)

vk ≥ 0 ∀k (9)

Formulae (4) - (9) are used to calculate the working time of
printing press.

TPT =
n∑
i=1

l∑
j=1

m∑
k=1

(
Tcd + T i,k + Tr

)
(10)

TST =
l∑
j=1

ρj (11)

Formula (10) shows that when all jobs are finished, the total
printing time can be calculated. Formula (11) is used to
calculate the total saving time.

B. NUMERICAL ILLUSTRATION
There is a set of jobs, J = {J1, J2, . . . , Jn}, and a set of
8-color printing presses in the printing shop, M = {M1, M2,
. . . , Mm}. Here, π = {π1, π2, . . . , πm} represents the set of
M lists. For example, consider a problem with 9 jobs and
3 printing presses, a possible solution is represented as π =

{(J1, J4, J7), (J2, J5, J9), (J3, J6, J8)}. In this solution, the
operation sequences of jobs in 8-color printing pressM1,M2,
and M3 are J1 − J4 − J7, J2 − J5 − J9 and J3 − J6 − J8,
respectively.

For a numerical illustration of the considered problem,
let us assume a PCPSP problem. In a printing workshop,
there are two same 8-color printing presses, m = 2. The
printing workshop has received a batch of printing tasks that
require four printing jobs, n = 4. Color sequences required
for printing jobs are shown in Table 1. Printing equipment
debugging time, printing time, and ink replacement time of
jobs are shown in Table 2. Suppose π = {J1, J2, J3, J4} is
the sequence for which we want to find the minimum com-
pletion time. Following the first-come first-served (FCFS)
rule, when assigning the first job J1, since both the printing
presses are empty, there is no difference in assigning it to
printing press M1 or M2. So, job J1 is arbitrarily assigned
to printing press M1 with a completion time of 62 minutes.
After scheduling job J1, the next job in sequence is J2. The
starting time of job J2 in printing pressM1 is 62 minutes and
in printing pressM2 is 0 minute. Therefore, job J2 is assigned
to printing pressM2 as per FCFS rule. This process is repeated
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for the remaining jobs J3 and J4. Based on the FCFS rule, the
solution is represented as πFCFS = {(J1, J4), (J2, J3)} and the
minimal makespan is 122 minutes.

For assigning jobs to different printing presses, Naderi and
Ruiz show that the earliest completion time (ECT) rule gives
a better result at a very small computational cost [34]. When
assigning these four jobs, if the printing jobs J1 and J3 are
arranged in a printing press, and the printing jobs J2 and J4 are
arranged on another printing press, the minimal makespan is
116 minutes. Based on the ECT rule, the scheduling solution
is represented as πECT = {(J1, J3), (J2, J4)}, and the earliest
completion time of printing workshop can save 6 minutes.

TABLE 1. Color sequences of 4 printing jobs in Figure 1.

However, as shown in Table 1, we can also find that
compared to the printing color sequence in job J1, job J2
lacks two colors, O and V. If job J2 is continued to process
after printing job J1, the operator can continue to printing by
separating the printing plate cylinder and form inking roller
in the unit 5 and unit 8. Since it’s not necessary to replace the
ink and clean the ink rollers, the completion time of jobs J1
and J2 can be reduced 30 minutes. The same applies to jobs
J3 and J4. Based on the color sequences comparison (CSC),
this solution is represented as πCSC = {(J1, J2), (J3, J4)}.
Once the scheduling of all the jobs is known, the printing
time of any printing press can be calculated. The minimal

makespan is 88minutes, which is clearly smaller than the first
two scheduling schemes. A Gantt chart is shown in Figure 2.

TABLE 2. Time for different printing actions.

V. JOB SEQUENCE OPTIMIZATION APPROACH
From the illustrated example, the color sequences of printing
jobs have the greatest impact on the printing time of the
printing presses during the PCPSP. How to schedule print-
ing jobs with the same or similar color sequence together
for printing has become a key scientific issue. Therefore,
to achieve the goal of minimizing printing time, we propose
two job sequence optimization approaches: Moving Interpo-
lation (MI) algorithm and Color Sequence Mapping (CSM)
algorithm. We introduce three important definitions in the
algorithms.
Definition 1: The set of jobs to be printed is called cell.
Definition 2: The first job to be printed after each ink

change is called a sample job.
Definition 3: Other jobs used to be compared with the

color sequence of sample job are called comparison jobs.
In job sequence optimization approach, the selection of the

sample job also has a significant impact on the allocation
of subsequent jobs. Therefore, the selection of sample job
is crucial. After analyzing the characteristics of the printing
process, it is concluded that as a sample job, the following
conditions should be met. (1) There should be the maximum

FIGURE 2. The Gantt Chart for the illustrated example. Assign 4 printing jobs to 2 printing machines using three rules:
first come first served (FCFS), earliest completion time (ECT), and color sequences comparison (CSC).
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number of overprint colors in the sample job. (2) The over-
print colors of the sample job should be the same or similar
to the color sequence of the frequently printed jobs in the
printing shop.

A. MOVING INTERPOLATION ALGORITHM
The color sequence interpolation process of the MI algorithm
is shown in Figure 3. Depending on the printing character-
istics of jobs, the exploitation phase of the MI algorithm is
divided into the five following steps:

Step 1: Retrieve jobs to be printed from cell and record
their quantity as n. Select the job with the largest number of
colors from cell as the sample job. The remaining jobs are
considered as comparison jobs. The color sequence of the
sample job is retrieved from the database.

Step 2:According to (1, 2, . . . , 8), the colors of sample job
in order are marked. Read the color sequence of each compar-
ison job in turn from the database. The colors of comparison
jobs are marked with the value of sample job. According
to (123, 234, . . . , 678, 78, 8), the colors of sample job and
comparison job are compared. If there are any identical corre-
sponding colors within the group, the comparison continues
with the next group of colors. If there is no corresponding
color match, insert 0 at the beginning of the current color
group and proceed to compare it with the next group of colors.
The maximum number of insertion times in the comparison
process is Ki,

Ki = Nmax − Ni (12)

where, Nmax is the number of sample job colors, Ni is the
number of comparison job colors. When the comparison
job reaches the maximum number of insertion times Ki, the
interpolation process is completed.

Step 3: According to the color (1, 2, . . . , 7, 8) compare
the color sequence of sample job and comparison job with
0 value. The number of the same colors are called Similarity,
which is recorded as Ri. The number of difference colors are
called the Dissimilarity, which is recorded as Di

Di = Ni − Ri + Ki (13)

Step 4: The comparison jobs with Di = 0 are set as a
group, which is marked as a color sequence job group Gj.
Step 5: Select the next sample job with the largest number

of colors from the rest comparison jobs. Repeat Steps 2-5
until there is no comparison job.

The pseudo-code of Moving interpolation algorithm is
shown in Algorithm 1.

B. COLOR SEQUENCE MAPPING ALGORITHM
The color sequence mapping process of CSM algorithm is
illustrated in Figure 4. Depending on the printing character-
istics of jobs, the exploitation phase of CSM algorithm is
divided into the five following steps:

Step 1: Retrieve jobs to be printed from cell and record
their quantity as n. Select the job with the largest number of

FIGURE 3. Illustration of moving interpolation algorithm.

colors from cell as the sample job. The remaining jobs are
considered as comparison jobs. The color sequence of the
sample job is retrieved from the database.
Step 2: According to (8, 7, . . . , 1), the colors of sample

job are marked in order. Retrieved the color sequence of each
comparison job in turn. The colors of comparison jobs are
marked with the value of the sample job.Map the colors value
of comparison jobs to sample job. Judge whether the color
value of comparison job is greater than or equal to its standard
color sequence coordinates. If CJ (i) ≥ SJ (i), i = i + 1;
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Algorithm 1 Pseudo Code of MI Algorithm
ProcedureMI algorithm
G = {G1,G2, . . . ,Gl}
cell=Get color sequence of all current jobs to be printed
[n, ∼]=size(cell)
for j = 1 to n
SJ=Randomly get the color sequence of job with Nmax

from cell
[∼, Nmax] = size (SJ)
for i=1 to n
for e= 1 to Nmax
CJ (e) = cell (i, e)
endfor

Ni = Calculate the number of colors for CJ (e)
for e = 1 to Nmax
ifNi < Nmax && e <7&&colors of three corresponding

groups are different
CJ=[CJ (1: e) 0 CJ (e+ 1:end)])
Ni = Ni + 1

elseif Ni < Nmax && e = 7 &&colors of 7th, 8th

corresponding groups are different
CJ=[CJ (1: e) 0 CJ (e+ 1:end)])
Ni = Ni + 1

else
break

endif
endfor
Calculate Ki according to Formula (12)
Calculate the diversity Di according to Formula (13)

if Di ==0 then
CJ (i) is marked as a job group Gj
Delete CJ (i) from the cell
endif

endfor
if cell==[]
break

endif
endfor
Return G

otherwise, remark the color CJ (i) = 0. This means that the
color cannot be printed without changing the ink.

Step 3: Compare the colors of two adjacent values that
both are not 0 in the comparison job from left to right.
Judge whether the difference between the left color sequence
number and the right color sequence number is greater than or
equal to their color sequence coordinate difference. IfCJ (i)−
CJ (j) < SJ (i) − SJ (j), remark the color CJ (j) = 0; else,
it will not be handled.

Step 4: Judge whether color can be printed without chang-
ing the ink. If (9− CJ (i)) < i, remark the color CJ (j) = 0;
else, it will not be handled (such as [08 7 5 4 3]).
Step 5: The number of 0 are the Dissimilarity, which is

recorded as Di. The comparison jobs with Di = 0 are set

FIGURE 4. Illustration of color sequence mapping algorithm.

as the same group, which is marked as a color sequence job
group Gj.

Step 6: Select the next sample job with the largest number
of colors from the rest comparison jobs. Repeat Steps 2-5
until there is no comparison job.

The pseudo-code of Color sequence mapping algorithm
is shown in Algorithm 2.

C. ITERATED GREEDY ALGORITHM
The Iterated Greedy (IG) algorithm for flowshop schedul-
ing problem was first proposed by Ruiz and Stiitzle [35].
As mentioned, IG algorithm has been successfully applied
several times to minimise the makespan of PMSP in the past.
Therefore, in this paper, IG algorithm is used to schedule the
color sequence job group in the printing shop.

In order to balance the load of the printing press and
improve the utilization rate of the printing press, this paper
uses the following two basic principles. (1) All job groups
should be allocated first and then sorted. (2) The shorter the
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Algorithm 2 Pseudo Code of CSM Algorithm
Procedure CSM algorithm
G = {G1,G2, . . . ,Gl}
cell=Get color sequence of all current jobs to be printed
[n, ∼]=size(cell)
for j = 1 to n
SJ=Randomly get the color sequence of job with Nmax

from cell
[∼, Nmax]=size(SJ)
for each CJ(e) in cell(i, e) do

Mark number (8)-(1) the color of CJ according to SJ
for e = 1 to Nmax
if CJ(e) >SJ(e)

CJ(e) =0
endif

endfor
for e = 1 to Nmax
for x = 1 to Nmax
if CJ(e) ∼= 0 && CJ(e+x) ∼= 0 && e+x < Nmax

&& CJ(e)-CJ(e+x) <SJ(e)-SJ(e+x)
CJ(e) =0

endif
endfor

endfor
for x = 1 to Nmax
if (9-CJ(i))< i

CJ(e) =0
endif

endfor
Calculate Ki according to Formula (12)
Calculate the diversity Di using Formula (13)

if Di ==0
CJ (i) is marked as a job group Gj
Delete CJ (i) from the cell
endif

endfor
if cell==[]

break
endif

endfor
Return G

running time of the printing press, the higher the priority of
obtaining jobs. In the following section, we describe each step
of IG algorithms in detail.

Step 1: The accumulated working time of all printing
presses are recorded as T1,T2, . . . ,Tm,and their initial values
are set 0.

Step 2: Use formulas (1), (2), (4) and (5) to calculate the
time Tj,k required for all color sequence job groups to be
printed, and sort Tj,k in decreasing order according to the
largest-processing-time-first (LPTF) rule.

Step 3: Schedule the color sequence job group with
max(Tj,k ) to the printing press which has the smallest cumu-
lative working time.

FIGURE 5. The color sequences of job group G3.

Step 4: Iteratively execute until all color sequence job
groups are scheduled. Calculate the completion time of each
printing press Tk using Formula (3).

The pseudo-code of Iterated greedy algorithm is shown
in Algorithm 3.

Algorithm 3 Pseudo Code of IG Algorithm
Procedure IG algorithm
π = {π1, π2,. . . , πm}
T = {T1,T2, . . . ,Tm}
G = {G1,G2, . . . ,Gl}
for j = 1 to l
Calculate Tj,k using Formulae (2), (3), (4) and (5)
G′ = Sort l job groups according to their Tj,k in decreasing
order
endfor
initialize Tmin,T1,T2, . . . ,Tm← 0
for j = 1 to l

Tmin = min(T1,T2, . . . ,Tm)
if Tk == Tmin

Tk = Tk + Tj,k
πk = . . . ,G′j

endif
endfor
Return π and T

VI. EXPERIMENT AND DISCUSSION
In this section, three sets of computational experiments are
performed to evaluate the performance of the proposed JSOA
mechanism. All the experiments are encoded in MATLAB
(R2015a) and run on a personal computer with an Intel (R)
Core (TM) i7-6700HQ CPU @ 2.60 GHz and 16GB RAM
under a windows10 operating system environment.

A. FEASIBILITY AND EFFECTIVENESS OF ALGORITHMS
In order to verify the feasibility and effectiveness of the
proposed algorithms. The experimental parameters are set
based on the printing press type and customer order type in
the printing shop of a pharmaceutical packaging enterprise.
There are twenty-two color printing jobs (n = 22) and three
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FIGURE 6. Scheduling schemes of job groups (n = 22). The Gantt chart of job groups initial scheduling scheme is shown in Figure 6(a).
The Gantt chart of final scheduling scheme is obtained by sorting the job groups of each printing press, as shown in Figure 6(b).

8-color printing presses (m = 3) for PCPSP. These printing
jobs (see Table 4 in Appendix) are designed according to the
principles of the color sequence in Section III. The speed of
printing press vk is 200 sheets per minute.
This paper uses the MI algorithm or the CSM algorithm

to group and sort the 22 printing jobs in Table 3. The
grouping and sorting results of two algorithms are summa-
rized in Table 3. Taking color sequence job group G3 as
an example, we introduce the scheduling process of printing
jobs. As shown in Figure 5, the color sequence of sample job
(No.10003) is {BK, M, C, Y, O, G, V, W}. After completing
the sample job, the comparison job (No.10006) is sched-
uled. In addition to replacing the printing plates of six units
(1-4, 6, 8), it is only necessary to open the clutches between
the printing plate cylinder and the form ink roller in the 5th

and 8th units. The clutches are opened in the 1st, 6th, and 8th

units when the comparison job (No.100015) is printed. The
clutches are opened in the 5th, 6th, and 8th units when the

comparison job (No.100017) is printed. The entire printing
process of G3 does not require to replace ink and clean the
ink rollers.

TABLE 3. The results of 22 printing jobs grouping and sorting.

From the experimental results shown in Table 3, both
the MI algorithm and the CSM algorithm have given cor-
rect results, which indicates that both algorithms have good
feasibility.
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FIGURE 7. Time efficiency of the CSM algorithm and the MI algorithm.

If the MI algorithm and the CSM algorithm are not used
on PCPSP, the worst total printing time is calculated by using
Formula (10), TPT =

∑n
i=1

∑n
j=1

∑m
k=1

(
Tcd+T i,k+Tr

)
=

1047min. Assuming that in an ideal scenario, these jobs are
assigned to each printing press (i.e., each printing press has
the same completion time). The worst maximum completion
time of printing shop is Cmax = TPT

/
m = 349min.

In this paper, the IG algorithm is utilized to schedule the
eight job groups in Table 3 on {M1,M2,M3} printing presses
in the printing shop. The Gantt chart of job groups initial
scheduling scheme is shown in Figure 6(a).
Although the job groups inevitably change the ink during

continuous printing, a reasonable sequence can also reduce
the frequency of replacing ink and cleaning ink rollers. There-
fore, the scheduling scheme of printing shop can be optimized
by sorting the job groups for each printing press. The spe-
cific operating steps are as follows. Firstly, we compare the
color sequences of sample jobs in job groups using the MI
algorithm (or CSM algorithm). Then, we sequentially find
the job group with the smallest difference (i.e., min(Di))
from the current job group by using IG algorithm. Finally,
the color sequence job groups are sorted in non-decreasing
order. The Gantt chart of final scheduling scheme is shown
in Figure 6(b).
The gray rectangle represents the time of replacing ink and

cleaning ink rollers Tr when a job group is finished. Since the
processing time of each job must include the time for chang-
ing plates and debugging and printing time (i.e., Tcd + T i,k ),
we combine the two times to one part. For example, [0, 17]
represents the processing time of job 10003 in Figure 6.

According to Formula (6), the completion time of each
printing press can be calculated as 217.5min, 227min,
182.5min. This means the maximum makespan of printing
shop is Cmax = 227min, which is 122 minutes earlier than if
the JSOA were not used. The total reducing time is TRC =∑n

j=1 δj = 4 × 30 + 5 × 30 + 5 × 30 = 420min, which is
over 40% of the TPT .
The traditional printing workshop of the pharmaceutical

packaging enterprise follows the FCFS rule for printing,
and the printing times of the three presses are 380.5min,
334min, and 332.5min, respectively. The actual maximum
makespan is Cmax = 380.5min. Compared with the tra-
ditional method, the maximum makespan of our proposed

FIGURE 8. RDP for the JSOA with small instances.

optimization algorithm is saved by 153.5min, and the effi-
ciency is improved by 40.3%. Therefore, we can conclude
that the proposed MIA algorithm and the CSM algorithm
have a significant impact on PCPSP schemes.

B. TIME EFFICIENCY OF MI AND CSM ALGORITHMS
The second experiment is conducted to test the efficiency of
the proposed MI and CSM algorithms, this paper designs a
comparative experiment. Firstly, we set up an 8-color sample
job, color = {BK, C, M, Y, O, G, V, W}. Secondly, these
8 colors are used to generate 6 types of comparison jobs,
whose number of colors range from 3 to 8. Three comparison
jobs were generated for each type, and their color sequences
were randomized. Subsequently, 18 comparison jobs (6× 3)
are compared with the sample job using MI and CSM algo-
rithms. Finally, the time efficiency of the two algorithms is
statistically analyzed.

To avoid accidental errors, the programs of MI and CSM
algorithms for each comparison job run three times to obtain
an average running time. The average value of three same
type jobs is considered as the time efficiency. The computa-
tional results are shown in Figure 7 (see Table 5 in Appendix).
The experimental results demonstrate that the time efficiency
of the MIA ranges from 2.9ms to 3.6ms, with an average time
efficiency of 3.27ms. On the other hand, the time efficiency
of the CSM algorithm ranges from 0.03ms to 0.04ms, with an
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FIGURE 9. Effect of the number of printing jobs changes on the JSOA approach. Figure 9 illustrates the ratio of saving time (RST) under different
numbers of printing jobs and printing presses.

average value 0.036ms. It is evident that the time efficiency
of the CSM algorithm is much better than the MI algorithm.
The primary reason is the number of loop iteration and logical
judgment in the MI algorithm. Additionally, the time effi-
ciency is less affected by the number and sequence of colors.

C. EVALUATIONS OF THE PROPOSED ALGORITHMS
Since the JSOA with color setting criteria is addressed for
the first time in this paper, there is no standard Hi-Fi printing
data set for it. Each problem of DF |prmu|

∑
Tj is defined

by four variables: the number of printing presses in printing
shop, the number of jobs, the number of colors, and printing
quantity of every job. Therefore, in order to evaluate the
degree to which the final scheduling scheme is close to the
optimal solution, we use the proposed JSOA to test two sets
of instances. The first set consists of small-sized problems
with printing presses m ={2, 3, 5}, and jobs n ={5, 10, 22,
50, 100, 200}. The second set comprises large-sized problems
with printing presses m ={2, 3, 5, 7}, and jobs n ={50,
100, 200, 500, 1000, 2000}. The color sequence of jobs is
randomly generated, with the number of colors denoted as
x = {8, 7, 6, 5, 4, 3}, accounting for 10%, 15%, 20%,
25%, 20% and 10% in the jobs respectively. Based on the
actual production experience of small batch printing, the
printing quantity of each job is also generated randomly
from 1100 to 2000.

The proposed methods are heuristics and are not expected
to find the optimum solution. Relative percentage devia-
tion (RPD) over the best solution found in the experiment is
considered as performance measure [8], [36].

RPD =
Algsol − Bestsol

Bestsol
× 100 (14)

where Algsol is the minimal makespan which is obtained by
the proposed JSOA approach. Bestsol is an ideal Cmax which
can be calculated after using the MI algorithm or the CSM
algorithm to group and sort all jobs.

FIGURE 10. RJS under different number of jobs.

We evaluate the RPD of the JSOA approach. Figure 8
depicts the effects of the increase of jobs n on JSOA approach,
which also illustrates the effectiveness of the designed color
sequence comparison mechanism. As shown in Figure 8, the
function RPD = f (n) is convergent and converges to 0.
The smaller the value of m, the faster the convergence speed
of the function RPD. When the number of printing jobs n is
within the range of [5, 50], its RPD convergence speed is the
fastest. When n/m > 20, the RPD value is less than 3%,
which illustrates that the JSOA proposed is very close to the
optimal solution in an ideal situation in this paper.

In the large-sized experiment, we study the scalability
of the problems solved by the proposed JSOA approach
efficiently regarding the parameter n, which represents the
numbers of jobs. The ratio of saving time (RST) is an index
used to measure JSOA performance.

RST =
TST

Worstsol
× 100% (15)

where Worstsol represents the worst Cmax obtained with dif-
ferent sequence color order of any two continuous jobs in
printing press.

RST can be calculated using Formulae (12) and (15).
Figure 9 illustrates the change of JSOA performance
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TABLE 4. Details of printing jobs (n = 22).

TABLE 5. Time efficiency of the proposed MI and CSM algorithms.

under different numbers of printing jobs. In general,
its performance improves with the increase of print-
ing jobs and gradually stabilizes. When the number of
jobs n ≥ 50, all RST values exceed 35%. Almost all

RST values exceed 40% when the number of printing
jobs n ≥ 200. This illustrates that the proposed JSOA
can significantly reduce the makespan of the printing
shop.
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TABLE 6. Detailed results of the JSOA approach for instances.
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We compare our method with the scheduling results of a
simulated annealing algorithm proposed by Schuurman and
Van Vuuren in the literature [22]. The condition is selecting
5 printing presses to print a large number of printing jobs
(ours n = 2000, Schuurman and Van Vuuren [22] n = 145).
The ratio of saving time (RST) of Schuurman et al. is 47.85%,
and the RST of our method is 48.3%. Besides, the running
time of simulated annealing algorithm needs 73903s, while
our algorithm only needs less than 9s. It further demonstrates
the efficiency of our proposed algorithm.

To test the economic performance of the JSOA, we calcu-
late the ratio of special jobs (RSJ) with the same or similar
color sequence to all jobs.

RSJ =
ns
n
× 100% (16)

ns =
m · (Worstsol − Bestsol)

Tr
(17)

where ns represents the number of jobs with the same color
sequence.

Due to these special jobs do not require to replace ink
and clean ink rollers during printing, the special jobs are
beneficial for reducing total makespan of the printing shop.
Figure 10 shows that the RSJ increases with the number of
jobs n, and all RJS values are higher than 60%. The reason
is that as the number of jobs increases, there are more jobs
with the same or similar color sequence. It illustrates that the
proposed JSOA can save a significant amount of production
costs for the enterprise.

In summary, the performance of the proposed JSOA’s
approach can be enhanced by increasing the number of jobs,
but it is less affected by the number of printing presses.
However, the unlimited increasemakes no sense in improving
the performance further and imposes computational costs.
Since a large number of volatile organic compounds (VOC)
present in ink and ink cleaning agents, the proposed JSOA
not only reduces production costs, but also helps to protect
the environment and reduce VOC emissions.

VII. CONCLUSION AND FUTURE WORK
In this paper, a job sequence optimization mechanism for
PCPSP is proposed, which aims to minimise the maximum
makespan of printing shop. We present two solutions to
solve the problem with different computational effort and
processing methods. There are two optimization approaches
combined with the Iterated Greedy algorithm: a moving inter-
polation algorithm and a Color SequenceMapping algorithm.
To evaluate the algorithmic performance, three sets of com-
putational experiments are performed on 2000 problem
instances. The experiments demonstrate that the proposed
JSOA provides a high-quality solution in PCPSP, and
exhibits good feasibility and effectiveness. Particularly for
large-sized problems involving multiple printing presses, the
proposed approach not only improves production efficiency
and reduces production costs but also helps protect the envi-
ronment and reduce VOC emissions.

Besides the proposed PCPSP in the printing shop, some
interesting topics are left for further researches on two
aspects:
(1) The debugging time can be set separately, rather than

assuming that it is within the processing time, which
makes it closer to the real-world production.

(2) Exploring multi-objective dynamic scheduling prob-
lem in printing workshop. Taking the minimal
makespan and the total order delay (or ahead of
schedule) as the multi-objectives, this paper discusses
the robustness and efficiency of dynamic disturbance
events such as emergency order insertion in the printing
workshop, print presses failure, order rework, periodic
scheduling on JSOA.

DATA AVAILABILITY STATEMENT
The data that support the findings of this study are openly
available in Instances at https://github.com/Pikelin/Parallel-
scheduling-problem-in-printing-manufacturing-systems.

APPENDIX
THE DETAILED EXPERIMENTAL RESULTS
See Tables 4–6.
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