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ABSTRACT Deep learning models are widely used in healthcare systems. However, deep learning models
are vulnerable to attacks themselves. Significantly, due to the black-box nature of the deep learning model,
it is challenging to detect attacks. Furthermore, due to data sensitivity, such adversarial attacks in healthcare
systems are considered potential security and privacy threats. In this paper, we provide a comprehensive
analysis of adversarial attacks on medical image analysis, including two adversary methods, FGSM and
PGD, applied to an entire image or partial image. The partial attack comes in various sizes, either the
individual or combinational format of attack. We use three medical datasets to examine the impact of the
model’s accuracy and robustness. Finally, we provide a complete implementation of the attacks and discuss
the results. Our results indicate the weakness and robustness of four deep learning models and exhibit how
varying perturbations stimulate model behaviour regarding the specific area and critical features.

INDEX TERMS Machine learning, deep learning, medical image analysis, robustness, adversarial attacks.

I. INTRODUCTION

Image analysis is among the essential parts of Artificial
Intelligence (Al) technologies. It plays a significant role in
various healthcare and medical fields, including radiology,
pathology, and ophthalmology [1]. One of AI’s most crucial
healthcare utilization is the identification of biomarkers
through image analysis, which is particularly effective in
disease diagnosis, cure management, and therapeutic drug
development. Recently, deep learning algorithms have made
it feasible to examine massive amounts of medical images
and identify subtle changes that might point to the existence
or progression of disease in an early stage [2]. However,
adversarial attacks in such Al-based systems create risks
of data manipulation or unauthorized access to data. This
leads to inaccurate disease detection or, more importantly,
impacts the healthcare system to more significant issues [3].
For example, an attacker can manipulate medical reports to
commit insurance fraud. Further, the attacker can disrupt
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and mislead the patient’s diagnosis, severely impacting the
patient’s well-being [4]. Despite the superior performance,
recent studies examine that deep learning models are
vulnerable to adversarial attacks [5], [6]. This has raised
concerns about the data (including ground truth) used to train
the algorithm, the inappropriate proposed model, or even
how the machine learning program is ultimately deployed.
This demands a more comprehensive analysis of secure and
robust medical deep-learning systems that can effectively
understand and detect adversarial attacks in the healthcare
system.

Available proposals, e.g., [7], [8], and [9], show the impact
of adversarial attacks on medical image processing. They dis-
cuss the viewpoint of the adversarial perturbations’ impact on
medical imaging and its consequences. Unlike these available
proposals, we intend to show the variation in the attack’s
performance based on the different categories of attacks.
We provide a comprehensive understanding of adversarial
attacks in medical image processing, both generating and
detecting the attacks. We study how a basic noise in an image
can cause a hole or breakthrough for an adversarial attack.
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Furthermore, we use three distinct medical image datasets,
chest X-ray, Optical Coherence Tomography (OCT), and skin
cancer, to examine the performance. We envision a situation
in which more than one attacker has thoroughly or partially
manipulated one image. Our research provides valuable
insights for practical healthcare settings by assessing the
impact of simultaneous adversarial attacks on the robustness
of medical image analysis. Understanding how these attacks
affect the accuracy and reliability of deep learning models is
crucial for ensuring the integrity of diagnostic systems. For
example, healthcare practitioners can use these findings to
develop more robust and secure image analysis algorithms,
enhancing the trustworthiness of diagnostic processes in
real-time.

Two different adversarial perturbations, e.g., Fast Gradient
Sign Method (FGSM) and Projected Gradient Descent (PGD)
[10], have been chosen to show our strong simultaneous
attack on diversity. By comprehensively analyzing adversar-
ial attacks, e.g., FGSM and PGD, healthcare practitioners
gain insights into potential vulnerabilities and privacy
threats. Understanding how varying perturbations affect
model behaviour regarding specific areas and critical features
enables healthcare systems to implement robust defences.
Our research helps to develop the trustworthiness and
resilience of deep learning-based healthcare systems by
pointing out the potential threats. The presented results
and visualization provide our dataset’s weaknesses and
inclination to each non-overlap attack. In addition, an overlap
patched attack has been investigated to show our model
behaviour under small invisible perturbations. We consider
both transferred and basic scratched deep learning models
to identify the significant roles of obtaining appropriate
Al algorithms. To the best of our knowledge, no pre-
vious work has investigated the impact of simultaneous
adversarial attacks on the robustness of medical image
processing. In addition, evaluating the results of a full,
partial, and patch attacks entirely is a unique task in
this research (a detailed discussion in Section III-D). The
major contributions of the paper can be summarized as
follows:

o We analyse the leading computer vision DL model
with proposed three novel attack scenarios—full, partial,
and patch attacks—on medical datasets and examine
their impact on medical images. We aim to demon-
strate the model’s effectiveness against internal and
external threats through these proposed scenarios. Thus,
we criticise the existing model, urging researchers to
develop a robust solution to handle the three novel attack
scenarios.

o Presenting a novel implementation of simultaneous
attacks on three available datasets to investigate how two
or more attacks impact the dataset simultaneously.

o Proposing a pipeline when our proposed model is
manipulated by different attacks simultaneously. For
example, we examine what happens to the model’s
accuracy if an attack impacts 20% of an image at a
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particular time and again at the same time, another attack
affects the rest of 80% of the same image.

o Our study offers a thorough understanding of a pipeline
when a deep learning model is manipulated by various
attacks simultaneously.

The rest of the paper is organized as follows. In Section II,
we discuss related works. In Section III, we discuss the
system design and methodology of the proposed experiment.
This section includes, the description of the datasets used for
the experiment, models, types of attacks, and attack scenarios.
In Section IV, we present the achieved results and provide a
detailed experimental evaluation. In Section V, we discuss the
lessons learned. Finally, in Section VI, we conclude the paper
with future work.

Il. RELATED WORK

The vulnerability and robustness of medical images against
different formats of adversarial attacks are the main focus
of this work. Several recent studies are dedicated to this
content and try to address the open questions in a professional
pathway. Although all efforts are valuable and give us a
unique observation of a specific angle of the problem, there is
still a long way to reach a compromise on an acceptable con-
fidential answer. Bortsova et al. [7] express the unexplored
vulnerability factors of the health image datasets. The authors
claim a direct relationship exists between the transferability
of adversarial examples and pre-trained models in black-box
attacks. This high transferability perturbation motivates us to
evaluate pre-trained and non-pre-trained models to examine
adversarial attacks, e.g., full, partial, and patch attacks.

The adversarial patches [11], [12], [13], [14] struggle to
urge the developed models to conclude in a misclassification
with more facilitating features included in the patches, e.g.,
localization, motion, and invisibility.

Studies, e.g., [15], [16], and [17], introduce an adver-
sarial patch method that claims the patches are universal,
regardless of the scene and variety of transformations. For
example, attaching a sticker [18], with a specific target,
the attackers try to fool the classifiers without considering
the amount of invisibility or imperceptibility of the attack.
Furthermore, Su et al. discuss [19] a one-pixel attack
technique that is another valuable subset of patch attacks
based on evolutionary strategies. Regarding dynamic patch
generation, Li and Ji [20] present a flexible model capable
of producing visible or non-visible patches that can move
around an image to find a suitable attack position. In another
investigation, Mohapatra et al. [21] discuss semantic pertur-
bation over discrete and continuous parameters that allow
the model to predict based on dimensional perturbations.
Keerthana et al. introduce a hybrid Convolutional Neural
Network (CNN) model with SVM classifiers to classify
dermoscopy images as benign or melanoma lesions. The
proposed approach reduces inter-operator variability by
concatenating features extracted from two CNN models [33].
Karthik and Mahadevappa discuss an enhanced CNN model
for OCT image analysis in retinal disease diagnosis [34].
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The model outlines improving the feature map contrast by
modifying residual connections and activation functions,
increasing classification accuracy on OCT datasets. Agrawal
and Choudhary present a lightweight CNN (ALCNN) for
pneumothorax detection in chest X-ray images, comparing
it with transfer learning approaches [35]. ALCNN achieves
comparable results with 10x fewer parameters than VGG-
19 and ResNet-50 architectures. The study demonstrates the
effectiveness of ALCNN, suggesting transfer learning has
minimal impact on performance. Other proposals, e.g., [8],
[22], [23], [24], [25], and [26], have shown more investigation
of the robustness of pre-trained models against perturbation
attacks on medical image datasets, e.g., skin, chest, and
diabetic medical images.

To the best of our knowledge, no previous proposal aims
to address a simultaneous behaviour of perturbations in one
image. To address this issue, we aim to show how different
parts of an image are vulnerable to a simultaneous (including
partial, and patch) attack. We use two different types of adver-
sarial attacks, FGSM and PGD, to observe the pretrained and
non-pretrained models’ robustness against different attack
scenarios, which is discussed in the next section.

IIl. SYSTEM DESIGN AND METHODOLOGY

In this section, we discuss the system design and the
methodology of our proposed experiment, inluding the
(i) dataset, (ii) models, (iii) types of attacks, (iv) attack
scenarios used in the experiment, and (v) the experimental
setup.

A. DATASETS

We use three medical datasets, e.g., chest x-ray (two
classes) [27], OCT (four classes) [28], and skin cancer (six
classes) [29] to train the CNN models. A brief description of
them is as follows:

e Chest x-ray dataset: It contains x-ray images of the
lungs, developed by the University of California San
Diego and updated in 2018. The dataset has a total of
5, 863 images with the.jpeg file extension. The dataset
has two folders, train and test. In each of the folders,
there are two folders named Normal and Pneumonia,
which separate the images into two categories.

e Retinal OCT dataset: It contains x-ray images of
the retina from the University of California San
Diego, updated in 2018. The dataset has a total of
84, 484 images with the.jpeg file extension. The dataset
has two folders, train and test. In each of the folders,
there are four folders named Normal, CNV, DME, and
Drusen, which separate the images into four categories.

o Skin cancer dataset: It contains skin cancer images from
the International Skin Imaging Collaboration (ISIC)
Archive, updated in 2019. The dataset has a total
of 10,015 images with the.jpg file extension. The
dataset has two folders, benign and malignant, which
separate the images into two categories. Once trained,
the CNN will be able to classify skin cancer moles as
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actinic keratoses, basal cell carcinoma, dermatofibroma,
melanocytic nevi, melanoma, and vascular lesions.
Eventually, each of the six classes belongs to either
benign or malignant categories. However, we only stop
with six classifications and do not consider further
analysis to assign each to the benign or malignant
category.

B. MODELS

We use three models, VGG, ResNet152v2, and Xception,
pre-trained with the imagaeNet dataset, and one non pre-
trained model, Alexnet. Note, in this paper, we fine-tuned all
the pre-trained models with three different datasets. We also
modified the output layer based on the number of classes
presented in the individual dataset. A brief description of
these models is as follows:

e VGG Models: 1t is a family of CNN architectures with
small convolutional filters (typically 3 x 3) and a deep
stack of convolutional layers, which allows them to
learn fine-grained features from images. VGG16 (Visual
Geometry Group) pre-trained consists of 16 layers,
including several blocks of convolutional layers with
max-pooling layers and a couple of fully connected
layers at the end [30].

e ResNet152v2: Tt is a type of CNN architecture that
utilizes a concept called ‘residual connections’ to enable
the training of intense networks. The key idea behind
ResNet is to add ‘shortcut’ or ‘skip’ connections that
allow the gradients to flow more quickly through
the network during training, which helps to mitigate
the vanishing gradients problem that can occur in
intense networks. The significant difference between
ResNetV2 and the original (V1) is batch normalization
before each convolutional weight layer. ResNets are
effective for many image and video recognition tasks
and have been used in many state-of-the-art models [31].
Compared with VGG, ResNets contain lower filters and,
consequently, less complexity.

o Xception: The Xception architecture as an extension
of the inception architecture consists of a stack of
depth-aware separable convolutional layers (instead of
the standard Inception modules) and a few more layers
for handling the network’s input and output. In addition,
it contains a fully connected layer for classification after
a global average pooling layer. The depthwise separable
convolutional layers comprise a depthwise convolution
operation that uses one filter for each input channel
and a pointwise convolution operation that combines the
results of the depthwise convolution to create the final
output [32].

o Alexnet: It has eight layers, five of which are con-
volutional and three are completely connected. Each
convolutional layer’s output is subjected to the network’s
Rectified Linear Unit (ReLU) activation function.
Additionally, it uses local response normalization
(LRN) to enhance generalization and avoid overfitting.

VOLUME 12, 2024
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FIGURE 1. The normal images (top row), and their representations (bottom row) learned at the “block5 conv3” layer of VGG

model (averaged over channels) of the networks.

Chest Xray OCT Skin cancer

Input

image

GradCAM
of
input image

GradCAM
Of Top
FGSM and
bottom PGD
attack image

FIGURE 2. The normal images (top row), GradCAM without attack (middle
row), and GradCAM with an attack (bottom row) learned at the “block5
conv3” layer of VGG model (averaged over channels) of the networks.

C. TYPES OF ATTACK
In this paper, we use the following two attacks. A short
description for each of them is as follows:

o Fast Gradient Sign Method (FGSM) Attack: Tt is a
white-box attack where the attacker is aware about the
model parameters and architecture and is able to use
them as a prior knowledge. The basic idea behind FGSM
is to add perturbation to the input images that hamper
the model classification capacity in a right way. Fooling
the system from the main goal or achieving a specified
target is the main malicious purpose of this attempt.
Firstly, computing the gradient of the model’s output
and then adding a small multiple (epsilon, €) of the sign
of the gradient to the input image. FGSM is a simple
but effective attack technique that has been established
to be impactful against a variety of machine learning
models, including deep neural networks [10]. FGSM can
be defined by the following Equation 1:

Medaqy = Med,y, + € X lOSSﬁm,
lossfun = Sign(vjllc/[edmw(a’ Med,qy,, Med,qr)) (1
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where lossg, is gradient of the loss function k& with
respect to Med,,,,, and sign is the sign function, Med, g,
is the adversarial image with FGSM attack, Med,,, is
the original image, Med,,, is the original label, o is the
model parameters, and € is the strength of the FGSM
attack.

o Projected Gradient Descent (PGD) Attack: It is similar
to the FGSM attack, called white-box attacks (attackers
know the model behavior). PGD applies iteratively using
the gradient of the model’s output, where it considers
the non-linearity of the model until the input image is
adversarial [10]. PGD can be defined by the following
Equation 2:

Medgq,(I + 1) = CHP(—E,E)(I(Medmw +y x lOSSfun)),
105fun = $ign(Vireq,,, (0, Medrary, Mediar))
@)

That is, for those pixels with perturbation size larger
than €, clip truncates it to €. lossy,, gradient of the loss
function k with respect to Med,,,,, and sign is the sign
function, Med,4,(I + 1) is the adversarial image with
PGD attack, Med,,,, is the original image, Med,,  is
the original label, o is the model parameters, and € is
the strength of the PGD attack and 7 is the number of
iterations to achieving adversarial image.

D. ATTACK SCENARIOS

In this paper, both FGSM and PGD attacks are implemented
and explored on the three above mentioned medical image
datasets with full, partial, simultaneous, and patch attacks.
We visualize the model’s layers of clean and attacked images
to determine the most prominent areas in image classification
using GradCAM methods for a better understanding of
further evaluation. GradCAM highlights the gradient of the
input image, which is used for predicting different classes
shown in Fig 1 and Fig 2. By visualizing the gradient of
the original and attacked images, we discuss the impact of
simultaneous adversarial attacks on images and will show the
model performance against those attacks. A brief description
of each of them is as follow:
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FIGURE 3. Chest x-ray using VGG (a and g) Original image (b and h) Top FGSM (c and i) Bottom FGSM (d and j) Full
FGSM (e and k) Top FGSM and bottom PGD and (f and | ) Top PGD and bottom FGSM attack on the original image
with distortion, ¢ = 0.1 (Top row) and 0.9 (Bottom row).

o Full Attacks: In this scenario, we consider an attacker
invades the full image shown in Fig. 3 (d.j), Fig. 5(d.j),
Fig.6 (d,j) using Algorithms 1 and 2.

Algorithm 2 Proposed FGSM Attack

Input: clean input image Med,,, target label Med,,;,
neural network f (VGG, Resnet, Alexnet,
Xception), perturbation size €

Output: adversarial image Med,4,

index =0

for model inf do

fore <~ 0t00.9 by 0.1 do
Medpaavlindex) <— Med,,, + FGSM (¢€);
MedpartialAdv[index] < Med,q,, + FGSM (¢);
Medpachaavlindex] < Medyq,, + FGSM (€);
index+ = 1;
end for

Algorithm 1 Proposed PGD Attack

Input: clean input image Med,,,,, target label Med,,,,
neural network f (VGG, Resnet, Alexnet,
Xception), number of PGD iteration /,
perturbation size €

Output: adversarial image Med,q,

index =0

for model inf do

fore <~ 0 t00.9 by 0.1 do
Medgyaavlindex] < Med,y,, + PGD(, €); end for
M edpartialAdv [index] < Med,q,, + PGD(, €); return Mea:’fullAdv’ MedpartialAst M edpatchAdv;
Medpaichaavlindex] <— Med,q,, + PGD(I, €);

end”f?(iire =b Algorithm 3 Proposed Patch Attack

end for Input: clean input image Med,,,, target label Med,,,,
neural network f (VGG, Resnet, Alexnet,
Xception), perturbation size €

Output: adversarial image Med,q,

index =0

for model in f do

fore <~ 0 t00.9 by 0.1 do

return M edfullAdv» M. edpartialAdv’ M edpatchAdv;

o Partial Attacks: In this category, we show the attacks in
a partial part of the image. We consider various attacks
positions, e.g., only top half, or only bottom half of an

image (either top half PGD, or bottom half FGSM) for
generating an adversarial image using different epsilon
values shown in Figs. 3 to 6 using Algorithms 1 and 2.

— Individual Partial Attacks: This signifies an attack
on a persistent partial position only either FGSM or
PGD. Fig. 3 (b,h,c,i), Fig. 5 (b,h,c,i), Fig.6 (b,h,c,i)

— Simultaneous Partial Attacks: This signifies an
attack where both FGSM and PGD occur simulta-
neously. Fig. 3 (f,1,e,k), Fig. 5 (f,1,e,k), Fig.6 (f,1,e,k)
using Algorithm 3.

o Patch Afttacks: In this category, we consider two

fixed positions, e.g., center and top, for generating an

adversarial image using different patch sizes, e.g., 16 x

16, 32 x 32,48 x 48 and 64 x 64, where epsilon values
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Medopaavlindex] < (20%) x Med,ay, +
FGSM (e) + (5%) x Med,,, + PGD(I, €);
Medponomaavlindex] < (5%) x Med,q,, +
PGD(, €) + 20%) x Med,,,, + FGSM (¢);

index+ = 1;

end for

end for
return Medponomady, M. edtopAdv;

() are 0.1, 0.5 and 0.9 shown in Fig. 7. This type
of attack showed which area of the image was more
vulnerable versus the attacks, and the model cannot
classify diseases with high accuracy when the attack
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Multi-class and bi-class medical image classification

FGSM and PGD attacks oninput images

Pre - trained and non- pretrained
CNN netwaork

Train Test
Images Images

. Convolution + Relu

Attack ratio

_ A Full FGSM and PGD attack ‘
Perturbation rate size /

50% FGSM |

2=0,0.1,0.2,....,

f
50% PGD ‘
\ 50% FGSM and 50% PGD ‘

\Y 20% FGSMand 5% PGD ‘

|

ﬂ Max pooling

Fully connected + Relu

'| %FGSMandZO%PGD|

FIGURE 4. The pipeline of training DNNs (left) and generating adversarial attacks (right). The green solid line indicates the
training datasets.The red dotted line indicates the perturbation image for testing. Finally, the blue dotted line indicates the

raw test data without attacks.

occurs in those areas. We further category these attacks
into the following two sub-categories

— Individual Patch Attacks: This signifies a patch
attack on a persistent partial position only, either
FGSM or PGD. Fig. 7 using Algorithms 1 and 2.

— Simultaneous Patch Attacks: This signifies a
patch attack where both FGSM and PGD occur
simultaneously. Figs. 14, 15, 16 using Algorithm 3.

Note that our proposed simultaneous types of attacks pro-
vide us further knowledge about additional attack influence
on critical parts of the image compared with only one attack in
the traditional format. It was essential to show which area of
the image was more vulnerable versus the concurrent attacks.
In addition, how the diversity of models improves resilience
to classify diseases when a conjugation attack occurs in those
areas.

E. EXPERIMENTAL SETUP
In this experiment, we use the three most popular pretrained
transfer learning in computer vision for deep learning models
called, VGG, Xception, and ResNet152v2, in addition to
Alexnet as a non-trained model for evaluating our training
model from scratch. All the models were trained on three
different medical datasets (chest x-ray, OCT, and skin cancer)
without any perturbation. We test the model’s performance
with perturbation using different scenarios along with various
epsilon values and eventually summarise the capacity of
the trained models for classifying different diseases and the
strength of the adversarial attack on medical images. Fig. 4
depicts our approach in adversarial attack as a pipeline.
Employing a server to conduct the training process
is advantageous since building a CNN model demands
substantial computer resources. Here is a list of setups that
we follow in our experiments: (i) Hardware: we use a Linux
server with a Tesla V100 GPU, which has 32.51 GB of
memory, (ii) Software: we use python, and the CNN model
is created using a Tensorflow environment, finally, (iii) Data
Preparation: before training the CNN model, the data must be
preprocessed and organized in a format suitable for training.

VOLUME 12, 2024

We have resized our images into 224 x 224 size as the
images originally were not the same size in each dataset.
We also augmented datasets using random shear, zoom, and
horizontal flipping criteria. This is a mandatory augmentation
only for dataset preparation and is not related to any attack
models.

IV. EXPERIMENTAL RESULTS AND EVALUATION

In this section, we discuss the experimental results which are

evaluated using the accuracy defined by Equation 3:
Accuracy = P + IN 3)

TP+~ FN + TN + FP

where, TP = a positive image classified as positive (True

Positive) FN = a positive image misclassified as negative

(False Negative), TN = a negative image classified as

negative (True Negative), and FP = a negative image

misclassified as positive (False Positive).

For each step in our different attack scenarios discussed
earlier, we paid full attention to the perturbation degree
analysis over € variety, across investigating the efficiency of
both FGSM and PGD attacks in different formats regarding
the existing three datasets [7]. For PGD, we have used two
iterations. In addition, we have added the results of non-attack
images compared with the attacked ones by €, 0. Finally,
components describing our results based on pre-trained and
non-trained models are discussed as follows:

A. FULL ATTACKS

In this section, we discuss the results of full white attacks
on the three datasets including Chest X-ray, OCT, and
Skin cancer using 4 deep-learning models - VGG, Resnet,
Xception, and Alexnet.

1) CHEST X-RAY DATASET

In Fig. 8-a, the accuracy of Resnet and Xception FGSM
attacks starts at around 80% with no-attack imaging (¢ = 0)
and reduces by around 20% and 15% at ¢ = 0.1 attack but
almost converges together with other € values. Whereas, the
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TABLE 1. Performance of Alexnet for chest x-ray dataset for different epsilon (¢).

Epsilon | FGSM full | PGD full | FGSMtop | PGD top | FGSM bottom | PGD bottom | FGSM-PGD | PGD-FGSM
0.00 0.64 0.64 0.64 0.64 0.64 0.64 0.64 0.64
0.10 0.64 0.64 0.64 0.64 0.64 0.64 0.64 0.64
0.20 0.64 0.64 0.64 0.64 0.64 0.64 0.64 0.64
0.30 0.64 0.64 0.64 0.64 0.64 0.64 0.64 0.64
0.40 0.64 0.67 0.64 0.64 0.64 0.64 0.64 0.64
0.50 0.64 0.44 0.64 0.64 0.64 0.64 0.64 0.64
0.60 0.64 0.38 0.64 0.64 0.64 0.64 0.64 0.64
0.70 0.64 0.36 0.64 0.64 0.64 0.64 0.67 0.61
0.80 0.64 0.36 0.64 0.64 0.64 0.64 0.59 0.52
0.90 0.64 0.36 0.64 0.64 0.64 0.64 0.39 0.41

TABLE 2. Performance of Alexnet for OCT dataset for different epsilon ().

Epsilon | FGSM full | PGD full | FGSMtop | PGD top | FGSM bottom | PGD bottom | FGSM-PGD | PGD-FGSM
0.00 0.61 0.61 0.61 0.61 0.61 0.61 0.61 0.61
0.10 0.09 0.13 0.11 0.14 0.14 0.11 0.13 0.11
0.20 0.13 0.06 0.13 0.06 0.19 0.06 0.06 0.06
0.30 0.16 0.06 0.11 0.06 0.16 0.06 0.06 0.06
0.40 0.16 0.06 0.16 0.06 0.14 0.06 0.06 0.06
0.50 0.16 0.06 0.16 0.06 0.16 0.06 0.06 0.06
0.60 0.16 0.06 0.16 0.06 0.16 0.06 0.06 0.06
0.70 0.16 0.06 0.16 0.06 0.16 0.06 0.06 0.06
0.80 0.16 0.06 0.16 0.06 0.16 0.06 0.06 0.06
0.90 0.16 0.06 0.16 0.06 0.16 0.06 0.06 0.06

TABLE 3. Performance of Alexnet for skin cancer dataset for different epsilon (¢).

epsilon | FGSM full | PGD full | FGSM top | PGD top | FGSM bottom | PGD bottom | FGSM-PGD | PGD-FGSM
0.00 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73
0.10 0.08 0.00 0.56 0.17 0.66 0.55 0.00 0.00
0.20 0.03 0.00 0.48 0.00 0.67 0.00 0.00 0.00
0.30 0.02 0.00 0.05 0.00 0.27 0.00 0.00 0.00
0.40 0.02 0.00 0.02 0.00 0.23 0.00 0.00 0.00
0.50 0.43 0.00 0.02 0.00 0.23 0.00 0.00 0.00
0.60 0.52 0.00 0.03 0.00 0.25 0.00 0.00 0.00
0.70 0.56 0.00 0.03 0.00 0.64 0.00 0.00 0.00
0.80 0.56 0.00 0.06 0.00 0.67 0.00 0.11 0.00
0.90 0.23 0.02 0.06 0.00 0.67 0.00 0.16 0.06

FIGURE 5. OCT using VGG (a and g) Original image (b and h) Top FGSM (c and i) Bottom FGSM (d and j) Full FGSM (e and k) Top FGSM
and bottom PGD and (f and | ) Top PGD and bottom FGSM attack on the original image with distortion, ¢ = 0.1 (Top row) and 0.9
(Bottom row).

accuracy of VGG FGSM is around 65%, which is slightly the FGSM of the other 2 models at ¢ = 0.3 onward.
lower than FGSM of the other 2 models, decreases around The accuracy of Xception PGD coincides with its FGSM
25% at € = 0.1 but gradually increases and touches with < 5% margin across € values. However, the accuracy
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FIGURE 7. Chest x-ray using VGG (a and b) central and top for ¢ =0.1 and 16 x 16 patch size; OCT (c and d) central and top for
€ =0.9 and 64 x 64 patch size; skin cancer (e and f) central and top attack for ¢ =0.1 and 16 x 16 patch size, all on the original

image.

of VGG and Resnet PGDs drops by around 30% at ¢ =
0.1 from no-attack respective accuracy of around 65% and
80%. While VGG PGD continues steadily to keep robustness,
Resnet PGD struggles to reach a reasonable accuracy by
increasing the € values. As Table 1 exhibits, Alexnet-FGSM
and Alexnet-PGD treat the same with 0.64 accuracies until
€ (=0.5). After this middle perturbation, they continue
separately. Alexnet-FGSM steadily continues with 0.64 while
Alexnet-PGD starts to decline constantly.

2) OCT DATASET
Fig. 9-a shows classification accuracy for the two types of
full attacks, PGD and FGSM, applied on the images of the

VOLUME 12, 2024

OCT dataset, which shows the drop in accuracy between
non-attack (¢ = 0) and smallest attack (¢ = 0.1) is within
around 50%-70% across the models. FGSM accuracy of all
3 models VGG, Resnet, and Xception (blue, green and purple
in Fig. 9-a) at the minimum € = 0.1 are around 10%, 25%
and 35% respectively and with higher €, Resnet and Xception
FGSM accuracy maintains this level with < 10% margin
which was reached by the VGG FGSM at ¢ = 0.7. PGD
accuracy of VGG and Xception were < 10% at € = 0.1 and
dropped to almost zero level with high € values, whereas the
Resnet PGD accuracy is 10% at € = 0.1 which increases
with higher € with around 10% margin. As Table 2 exhibits,
the Alexnet model does not show any appropriate behavior
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FIGURE 8. Chest X-ray (a) Full (b) Top (c) Bottom (d) FGSM-PGD and PGD-FGSM attack on the original image

with perturbation size, e.
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perturbation size, e.
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FIGURE 10. Skin cancer (a) Full (b) Top (c) Bottom (d) FGSM-PGD and PGD-FGSM attack on the original image

with perturbation size, .

facing the full OCT attack. But as observed for the most pre-
trained models, FGSM shows small better robustness in this
regard.

3) SKIN CANCER DATASET

Fig. 10-a shows the accuracy of Xception FGSM and PGD
maintain around 70% across all € values. In contrast, others,
except VGG PGD, which drops below 10% from e
0.1 onward, maintain almost the same accuracy level until
€ = 0.3 beyond which Resnet PGD and FGSM accuracy
dropped around 10% and 30%.

B. PARTIAL ATTACKS

In this section, we discuss the results of partial white
attacks as two configurations i) individual partial attack
(either FGSM or PGD applied on 50% of the image at
the top or bottom part at a time) and ii) simultaneous
partial attack (FGSM and PGD concurrently applied on top
and bottom 50% respectively and vice versa) on the three
datasets including Chest X-ray, OCT, and Skin cancer based
on 4 deep-learning models - VGG, Resnet, Xception, and
Alexnet.

1) INDIVIDUAL PARTIAL ATTACKS

The results of the individual partial attacks are described and
grouped by 3 datasets.

a: CHEST X-RAY DATASET
Figs. 8-b and c, bring us to a partial attack that impacts only
the top 50% and bottom 50%, respectively, of each image
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in the dataset. Accuracy in both the figures is around 80%
for both the attacks concerning Resnet and Xception models.
They drop to around 65% at € = 0.1 and maintain the same
level across other € values, which indicates the attacks have
no significant impact on these models’ performance beyond
€ = 0.1. VGG FGSM and PGD show around 65% accuracy
at no-attack (¢ = 0) case, while VGG FGSM was able to
maintain the same level, VGG PGD accuracy dropped to
below 30% for both the top and bottom 50% attack scenarios.
Based on Table 1 observation, FGSM and PGD attacks on the
top and bottom of images all provide the same response from
the Alexnet model. There might be any bias or overfitting for
the models, but we observe the results to show a picture of
scratched models.

b: OCT DATASET
Figs. 9-b and ¢ show accuracy at no-attack (¢ = 0) scenario
in the range 75-80% for all three models (VGG, Resnet
and Xception), and at ¢ = 0.1, represent declines for both
top and bottom areas. By increasing the e values, partial
FGSM or PGD attacks for all the models drop below 50%,
except bottom VGG FGSM and Xception FGSM where
they dropped less, at around 50% with marginal fluctuation
maintaining the accuracy level at high. Both the figures
(Figs. 9-b and c) point out that PGD accuracy is lower than
FGSM accuracy regardless of models.

Table 2 does not show any good results of performance
in the partial top and bottom attacks while the FGSM model
treats a little better.
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FIGURE 11. Individual patch attack on Chest X-ray dataset, (a)-(c) central-patch attack, and (d)-(f)
top-patch attack, the first column (a and d) represents perturbation of ¢=0.1, middle column (b and
e) €=0.5 and the 3rd column (c and f) ¢=0.9, using VGG model.

¢: SKIN CANCER DATASET

Figs. 10-b and ¢ show accuracy of corresponding top 50% and
bottom 50% partial attack scenarios where no-attack (¢ = 0)
case achieved around 70% accuracy which was maintained
by all three models. The accuracy continues to stay high
within around 10% margin except for VGG and Resnet PGD
in the top partial attack and VGG PGD in the bottom partial
attack, which dropped beyond the margin. In Table 3, the top
and bottom are not resistant to the partial attacks, but FGSM
shows some fluctuations to reach a better accuracy and stay
robust against the partial attack, specifically at the bottom.

2) SIMULTANEOUS PARTIAL ATTACKS
The results of simultaneous partial attacks are described and
grouped by the datasets.

a: CHEST X-RAY DATASET

Fig. 8-d shows two accuracy values of around 80% and 70%
for a category of models including Resnet and Xception, and
the 2nd category consisting only VGG models at ¢ = 0.
At € = 0.1, the accuracy of both categories decreased by
different amounts. Still, the 2nd category of VGG models
(VGG FGSM-PGD and PGD-FGSM) lag behind the first

66488

category by around 20-30% accuracy margin. Then both
categories maintain this accuracy level across € values. The
Xception shows more resilience among the first category due
to less accuracy drop than the Resnets.

b: OCT DATASET

Fig. 9-d shows around 80% accuracy at ¢ = 0 but drops
below 25% at ¢ = 0.1 for all the models and attack com-
binations (PGD-FGSM vs FGSM-PGD). Although Resnet
and Xception try to exhibit some fluctuations for higher
performance, overall accuracy indicates that the models failed
with simultaneous partial attacks for OCT dataset images
regardless of any attack combination order (FGSM-PGD vs
PGD-FGSM).

¢: SKIN CANCER DATASET

Fig. 10-d shows around 70% accuracy at ¢ = 0 for all
the models, and this level is maintained for other € values
by all except 3 combinations, including VGG FGSM-PGD,
VGG PGD-FGSM, and Resnet PGD-FGSM models. VGG
models (FGSM-PGD and PGD-FGSM) drop below 20% at
€ = 0.2 and continue to decline. The Resnet PGD-FGSM
shows a minimum of 40% accuracy at ¢ = 0.5 but is able
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FIGURE 12. Individual patch attack on OCT dataset (a)-(c) central-patch attack, and (d)-(f) top-patch
attack, the first column (a and d) represents perturbation of ¢=0.1, middle column (b and e) ¢=0.5 and

the 3rd column (c and f) ¢=0.9, using VGG model.

to increase the accuracy after ¢ = 0.5. This indicates the
sensitivity of VGG models against the simultaneous partial
attacks and Resnet’s behavior for simultaneous PGD-FGSM
combinations.

C. PATCH ATTACKS

This section describes patch attacks, using the VGG model,
in two configurations: i) single patch of 4 sizes (16 x 16, 32 x
32,48 x 48, and 64 x 64) either at the center or top position of
an image and ii) simultaneous patches of two types of attacks
at the center and top of an image (20%-5% and 5%-20% of
image portion at center or top position).

1) INDIVIDUAL PATCH ATTACKS

Results of individual patch attacks, using only the VGG
model, are described based on three datasets, including Chest
X-ray (Fig. 11), OCT (Fig. 12) and Skin cancer (Fig. 13).

VOLUME 12, 2024

Each figure is a two-row bar graph representing central-
patch (top row) and top-patch (bottom row) attacks with three
columns in each row representing € values 0.1, 0.5 and 0.9.

a: CHEST X-RAY DATASET

The accuracy values, in Fig. 11, tend to small reduction with
an increase in € and patch size for both the central and
top-patches regarding FGSM and PGD attacks respectively.
The central-patch attack of both types (blue and orange bars
in Fig. 11-a-c, top row) shows accuracy values of around 60%
for the smallest 16 x 16 patch with € 0.1 and a constant
accuracy by increasing the patch size. This resistance against
higher attacks was found across all epsilon values, with a little
variation in accuracy for € 0.5 and € 0.9. The decline is more
tangible for the top-patch attack, bottom row, (Fig. 11-d-f)
by increasing the patch size and e but results show how the
model behaves a little better against PGD attacks in this case.
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FIGURE 13. Individual patch attack on Skin-cancer dataset (a)-(c) central-patch attack, and
(d)-(f) top-patch attack, the first column (a and d) represents perturbation of ¢=0.1, middle column (b
and e) ¢=0.5 and the 3rd column (c and f) ¢=0.9, using VGG model.

Overall, the model shows high robustness facing different
patch sizes and € specifically at the central position.

b: OCT DATASET

As shown in Fig. 12-a-c (top row), the central-patch attack
of the smallest 16 x 16 patch has accuracy around 57% and
62% for FGSM and PGD for € 0.1, which drops for the bigger
patches of FGSM and PGD respectively; The top-patch attack
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accuracy (Fig. 12-d-f) has a less perceptible decreasing trend
for € and patch size compared to the central-patch attack.

Regardless of attack types (FGSM and PGD), increasing
the €, higher than 0.1, and patch size, bigger than 32, does
not impact on the model robustness in the central part.
However, the same as the Chest dataset, the model shows
better performance against PGD attacks irrespective of the
patch positions.
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FIGURE 14. Simultaneous-patch attack on Chest X-ray dataset with
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FIGURE 15. Simultaneous-patch attack on OCT dataset with (a) original
image, (b) top 20% for FGSM and bottom 5% for PGD; (c) top 5% for
FGSM and bottom 20% for PGD and (d) Accuracy of b and c.

¢: SKIN CANCER DATASET

Fig. 13 shows that the accuracy values are not affected by the
patch size regardless of attack types (FGSM or PGD). But €
plays a small role in the decrease or increase of accuracy in
both the central (Fig. 13-a-c) and top (Fig. 13-d-f) patches.

2) SIMULTANEOUS PATCH ATTACKS

Two concurrent adversarial patches from both FGSM and
PGD attacks of size 5% and 20% (and vice versa) at the
center-top and center-bottom positions of each image have
been examined. The accuracy variation across € values are
shown for datasets including Chest Xray (Fig. 14), OCT
(Fig. 15), and Skin cancer (Fig. 16).

a: CHEST X-RAY DATASET

Using the VGG model, Fig. 14-d shows 65% accuracy for
both attack combinations of FGSM and PGD with patch size
proportions of 20% in the top and 5% in the bottom and vice
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FIGURE 16. Simultaneous-patch attack on Skin-cancer dataset with
(a) original image, (b) top 20% for FGSM and bottom 5% for PGD; (c) top
5% for FGSM and bottom 20% for PGD and (d) Accuracy of b and c.

versa at € 0 (no attack scenario). The accuracy continues to
exhibit constant robustness (65% accuracy) across all € values
in the range of 0.1-0.9.

b: OCT DATASET

Fig. 15-d shows an accuracy of more than 90% using the
VGG model at first. Both configurations of FGSM(20%)-+
PGD(5%) (green line) and FGSM(5%)+PGD(20%) (blue
line) exhibit sharp drops at €, 0.1 and 0.2 respectively.
However, each combination continues with some fluctuations
to reach an appropriate accuracy between 80% to 90%, facing
the growth of €.

c: SKIN CANCER DATASET

Using the VGG model, Fig. 16-d shows the accuracy of 80%
at € = 0 for each combination of FGSM-+PGD, and both
configurations (green and blue lines) maintain almost the
same high accuracy (around 80%) across different € values.

V. DISCUSSION AND MAIJOR FINDINGS

This study aims to investigate the effects of a full, partial,
patch and simultaneous (combinational) behavior of FGSM
and PGD perturbations on medical images leveraging four
state-of-the-art deep learning models, e.g., VGG, Resnet,
Xception and Alexnet. The number of perturbations was
controlled by € parameter with 9 values between 0.1 and
0.9 where high € indicates more distortion and a clean image
was represented by € = 0.

PGD is recognized as an iterative white-box attack with the
expectation of providing a strong negative influence on the
model’s predictions and accuracy. Still, the results show how
our models exhibit robustness against complicated attacks.
The PGD adversarial attacks had the lowest negative impact
on Chest X-ray dataset accuracy in Fig. 8 using Xception and
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Resnet models that are struggling to improve by growing €.
The deficiencies of the VGG model are as below:

o Full attack (VGG-PGD, Fig. 8-a, with the lowest
accuracy around 35%),

« Top partial attack (VGG-PGD, Fig. 8-b, with the lowest
accuracy around 40%), and

« Simultaneous partial attack (VGG-PGD, Fig. 8-d, with
the lowest accuracy around 35%).

A similar observation was achieved for the Skin cancer
dataset (Fig. 10), where VGG-PGD and Resnet-PGD had
difficulty against the full and simultaneous attacks. However,
the OCT dataset (Fig. 9) observes completely different
bahavior facing PGD and FGSM by decreasing the accuracy
of all the models. Even the model with high performance on
the chest x-ray dataset shows difficulty in OCT classification.
Overall results show that the Xception was found to be
comparatively more resilient, whereas the VGG was more
susceptible to PGD attack variations across datasets.

Increasing the perturbation degree (e 0.1-0.9) is not
a general observation of declining the model’s accuracy.
Instead, it means there is no direct relationship between the
size of the attack (high distortion) and performance. It has
been proven by the full, partial and simultaneous partial
attacks shown in Fig. 8, Fig. 9, and Fig. 10.

The effects of perturbation degree were also observed for
the central and top-patch attacks, which show imperceptible
decreasing accuracy for both FGSM and PGD against
growing the € and patch size parameters on the Chest
X-ray (Fig. 11) and Skin cancer datasets (Fig. 13) except
OCT (Fig. 12). Based on the feature map of Fig. 1, in the
OCT dataset, the central part is more sensitive than the
top due to the included critical features. That causes extra
fooling outcomes for the VGG model at the central part.
Furthermore, when the patch size increases, it perturbs
more image areas and challenges the models’ classification
accuracy. Therefore, it concluded that big patches do not
always negatively affect the models’ performance.

The position and size of an adversarial patch attack
do not directly impact the model accuracy without being
engaged with the important feature areas of an image. It can
be explained by looking at the feature map areas of the
sample images in (Fig. 1 bottom row and Fig. 2). The more
percentage of coverage and overlap by a patch attack causes
a reduction in the models’ accuracy. The simultaneous patch
attack is an appropriate example that can cover the most
important areas (even distributed) to fool the model.

Compared to the simultaneous partial attack (half
FGSM plus PGD distortion), the simultaneous patch attack
(FGSM+PGD) were found to involve the model (VGG)
more appropriately. Although adverse results are inherently
achieved by the patch combination attacks, the model
observes acceptable resilience of accuracy in this case.

The simultaneous patch attacks show a small drop in
models’ accuracy regardless of the types of attack and
perturbation degree across datasets (Chest X-ray in Fig. 14,
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TABLE 4. Comparison of accuracy between existing studies and proposed
attack impact on classification accuracy.

Ref. | Datasets Accuracy | Accuracy with proposed attack
[33] Skin Cancer 0.83 0.55
[34] | OCT 0.90 0.25
[35] | Chest X-ray 0.83 0.74

Skin cancer in Fig. 16), and OCT (in Fig. 15). However, the
position of the attack is important in this scenario.

In Table 4, we have compared the impact of our proposed
attack methods with the most recent research on OCT,
skin cancer and chest X-ray datasets. The findings were
striking, showcasing a substantial degradation in model
performance when subjected to adversarial attacks. These
attacks noticeably inflated misclassification rates, underscor-
ing the vulnerability of classification systems to adversarial
manipulations.

The noticeable decline in model accuracy emphasises the
importance of safeguarding against adversarial manipulations
in classification systems, particularly in medical applications.
The vulnerability unveiled through these attacks highlights
the need for robust and resilient defences to prevent such
manipulations. Implementing enhanced defences, possibly
incorporating adversarial training or more complex model
architectures, becomes essential to ensure the reliability
and integrity of classification systems in medical imaging
diagnostics. However, defence against adversarial attacks is
out of scope in this study. Our goal only highlights the impact
of different types of adversarial attacks on classification
performances.

This simultaneous patch attack was part of an attempt to
attack a model’s sensitive decision point or target specific
critical features due to limited scope. This study assumed
fixed top and bottom-position patches of 20% and 5% areas.
The effect of simultaneous patches on different datasets gives
the impression that if the sensitive area in an image, at even
a single pixel, can be perturbed, it can adversely affect the
model’s performance.

Vi. CONCLUSION AND FUTURE WORK

In this paper, we evaluated the robustness of four state-of-
the-art deep learning models on three challenging medical
datasets. Full, partial and patch attacks were broadly
investigated on those datasets and thoroughly observed by
potential weaknesses and powerful perspectives. Specifically,
the behaviour of the combination attacks presented and
investigated by simultaneous partial and patch use cases.
Datasets with single-label and multi-label classification have
been analyzed, and the behaviour of the models has been
separately visualized in detail. In this way, we found out how
any remaining distortion, physically or non-physically, in our
images can be enhanced with possible emerged perturbation
by the intrusion. Only static top and bottom positions were
examined for simultaneous patch attacks, but semantically
finding the sensitive locations and areas of important features
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would be the aim of the extension of this study with more
experiments in future work.

Further, in the future, our research will focus on enhancing
the robustness of medical image analysis systems against
adversarial attacks. We aim to use advanced techniques,

e.g.

, radial basis mapping kernels, to mitigate the impact

of adversarial perturbations in classification tasks. This will
improve the security and reliability of Al-powered diagnostic
solutions in the medical sector.
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