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ABSTRACT Most video anomaly detection approaches are based on non-semantic features, which are not
interpretable, and prevent the identification of anomaly causes. Therefore, we propose a caption-guided
interpretable video anomaly detection framework that explains the prediction results based on video captions
(semantic). It utilizes non-semantic features to fit the dataset and semantic features to provide common sense
and interpretability to the model. It automatically stores representative anomaly prototypes and uses them to
guide the model based on similarity with these prototypes. Specifically, we use video memory to represent
the content of videos, which includes video features (non-semantic) and caption information (semantic).
The proposed method generates and updates a memory space during training, and predicts anomaly scores
based on the memory similarities between the input video and the stored memories. The stored captions can
be used as descriptions of representative anomaly actions. The proposed module can be easily integrated
with existing methods. The interpretability and reliable detection performance of the proposed method are

evaluated through extensive experiments on public benchmark datasets.

INDEX TERMS Caption-guidance, sentence similarity, video anomaly detection.

I. INTRODUCTION

The large number of monitoring videos has made video
anomaly detection an increasingly daunting task for human
operators. Consequently, video anomaly detection has
become more crucial than ever before. Furthermore, depend-
ing on how anomalies are defined, anomaly detection
techniques can be applied to various video understanding
tasks, such as action detection, action recognition, and
video classification. Given its significance, video anomaly
detection has been extensively researched for decades.
However, developing a video anomaly detection model is
challenging, as the definition of an anomaly is subjective and
depends on the specific application scenario. For instance,
“fighting” is considered an abnormal behavior in our
daily lives, yet it is a normal action in boxing matches.
Additionally, the predictions of models lack interpretability.
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Most previous approaches [1], [2], [3], [4] extract visual
features from videos based solely on pixel changes across
frames, without understanding the video content. This results
in unexplainable prediction results and limits their practical
application.

To address these problems, it is necessary to understand
the semantic content of the videos. Semantic features are
similar to human understanding. People understand video
content based on the information of objects in the image
and the interactions between them. Such information is
typically included in video captions. Furthermore, captions
are more easily understood than other explanation meth-
ods [6]. For example, visual information based approaches,
such as Gradient-weighted Class Activation Mapping
(Grad-CAM [6]) offers limited visual interpretability as it
cannot provide clear boundaries between objects of interest
and the background.

As shown in Figure 1, captions include important infor-
mation needed for anomaly detection, and we can easily
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FIGURE 1. Semantic similarity. The similarity based on semantic
information provided in captions is closer to the understanding of
humans because it contains high-level information, such as objects and
their interactions. Images from [5].

identify the positions of related objects from the image
and caption. Additionally, semantic features tend to be
more stable than video features because they are less
affected by object appearance or capture conditions. The
caption embeddings generated by a pre-trained language
model also contain common sense knowledge. For example,
the semantic similarity between ‘‘fighting and ‘“‘violence”
is greater than that between “walking” and ‘“‘violence”.
Therefore, we utilize video captions and caption embeddings
as semantic features to identify abnormal situations based
on the similarity of video memories, where each memory
contains a video feature, a video caption, and a caption
embedding. Representative anomaly video memories are
stored as the definitions of abnormal situations, guiding
the anomaly detection model and explaining its predictions.
We use this video memory to represent the content of a video
and leverage the similarity among memories to guide the
model and predict anomaly scores.

Our contributions in this paper can be summarized as

follows:

e To address the lack of interpretability in anomaly
detection models that rely on non-semantic features,
we introduce video memory to represent video content
and propose a novel caption-guided interpretable frame-
work for video anomaly detection, which utilizes text
as semantic features to guide the model and explain
predictions.

o We visualize the anomaly actions stored in the memory
space to understand what constitutes an anomaly for
the models. To analyze the utility of the proposed
method and demonstrate the necessity of video captions,
we conduct extensive experiments.

o Our method achieves state-of-the-art performance on the
ShanghaiTech [7] dataset and shows the interpretability
and efficiency of the proposed approach using the
UCF-Crime [5] dataset.

To the best of our knowledge, the proposed method is

the first text-guided interpretable video anomaly detection
model.
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The rest of the paper is structured as follows: Section II
introduces related work, section III outlines the proposed
method, section IV summarizes the results and discusses
them, and section V concludes the paper.

Il. RELATED WORK

A. VIDEO ANOMALY DETECTION

Video anomaly detection has been extensively researched for
decades due to its importance in security applications. Early
approaches detect anomalous actions by using hand-crafted
motion features, such as the histogram of oriented gradients
(HOGsS) [8], [9], [10], hidden Markov models (HMMs) [11],
[12], sparse coding [13], and appearance features [14]. Recent
approaches are predominantly based on deep learning algo-
rithms, which utilize video features extracted by pre-trained
models. At a high level, video anomaly detection approaches
can be categorized into distance-based [15], [16], proba-
bilistic [17], and reconstruction-based approaches [18], [19].
Distance-based approaches involve using the training data
to create a model of “‘normality” and measuring deviations
from this model to determine anomaly scores. Probabilistic
approaches compute distances under a model in some
probability space. These methods typically aim to incorporate
modeling into a probabilistic framework, such as probabilis-
tic graphical models (PGMs) or high-dimensional mixtures
of probability distributions. Reconstruction approaches aim
to represent the input (images or video snippets) using a
high-level or compact representation learned from normal
video, and then reconstruct the input using only this
representation. However, these approaches are not able to
explain the prediction results, making it challenging for them
to be applied in real-world scenarios. We therefore propose
an interpretable anomaly detection module that uses captions
to guide models and interpret the definitions of anomalies.

B. INTERPRETABLE MODEL

Interpretability is crucial for deep learning models. Some
methods use CAM [6] or attention maps [20] to locate
important regions in an image, words in a sentence,
or snippets in a video. However, their interpretation is not
always intuitive. An anomaly detection model [21] leverages
predictions from an action recognition model to explain its
predictions. A recent method [22] utilizes object detection,
tracking, and pose recognition to understand videos and
employs scene graphs to explain the prediction results.
However, they ignore the importance of context information
in videos, i.e. where and when events occur, which can
influence the definition of anomalous actions. For example,
“two persons fighting in a boxing ring” is a normal event,
whereas “‘two persons fighting in a kitchen” is an anomalous
action. [23] introduces semantic features into the anomaly
detection domain. Unlike their approach, our proposed
method uses a caption-guiding module to guide the model
and interpret predictions. By utilizing the video memories
stored in the memory space, we can understand the definition

VOLUME 12, 2024



Y. Shi et al.: Caption-Guided Interpretable Video Anomaly Detection Based on Memory Similarity

IEEE Access

of anomalous situations for the model and guide the model
by modifying the stored memories.

C. VISION AND LANGUAGE MODELS

Recent advancements in foundational vision and language
models have led to remarkable progress in vision and
language tasks. These models have also gained a degree
of common sense understanding through exposure to
large-scale text and image datasets. CLIP [24] connects
text and images, learning visual concepts through natural
language supervision. The Unified-IO [25] model offers
an impressive breadth of capabilities, performing a wide
variety of tasks that encompass classical computer vision,
image synthesis, vision-and-language, and natural language
processing. Flamingo [26] is proficient in multimodal tasks
including captioning, visual dialogue, classification, and
visual question answering. SwinBERT [27] is an end-to-
end transformer-based architecture for video captioning and
uses an adaptive learning mechanism to predict sparse
attention masks. Inspired by these models, we propose
a caption-guided framework for video anomaly detection.
In contrast to video features extracted by pre-trained models,
video captions can contextualize videos and offer insights
for abnormal action detection, all in a manner that is easily
comprehensible. We therefore employ video captions to
explain prediction results and define the concept of an
anomaly.

ill. METHOD

Interpretability is necessary for anomaly detection applica-
tions in the real world because people cannot trust the models
without understanding the identified anomalies. Previous
works have used manual-crafted features or high-level
features from pre-trained feature extractors to represent video
context, but their predictions cannot be directly interpreted.
While [22] uses object detection and action recognition
models to understand videos, the location and temporal infor-
mation in the video is not used. To address these limitations,
we propose a caption-guiding module, which uses video
captions to guide the model and interpret prediction results,
as captions contain the necessary information for generally
representing video content.

A. OVERVIEW

As shown in Figure 2, we employ multiple instance learning
(MIL) to tackle the weakly-supervised video anomaly
detection task, as the public datasets only contain video-level
annotations. We first split an anomaly video and a normal
video into 32 video snippets, respectively. Subsequently, we
utilize a frozen memory generator to extract non-semantic
and semantic features from the video snippets. Specifically,
we use the pre-trained I3D [29] model to extract raw video
features of length 2048. Additionally, we employ the pre-
trained SwinBERT [27] model to generate video captions and
the pre-trained MPNet [30] to extract caption embeddings
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from these video captions. We choose MPNet for extracting
caption embeddings because it is a widely-used model for
calculating sentence similarity. A caption embedding is a
vector of length 786. We use the base model to project raw
video features into vectors of length 32 as the optimized video
features. This base model is a simple composition of three
fully-connected layers. Note that the base model could be
replaced by any existing model capable of representing video
content through feature vectors.

We define a video memory m as the representation of
a video snippet, which consists of an optimized video
feature vector f, a video caption ¢, and a caption embedding
e. Feature f is a non-semantic feature, while ¢ and e
are semantic features. Video memories are fed into the
caption-guiding module to generate the memory space, which
stores important video memories related to anomaly actions.
The stored memories are used to predict anomaly scores
based on memory similarities, guide the model, and explain
the predictions. We add a sigmoid layer after the caption-
guiding module, a mean pooling layer, and another sigmoid
layer after the base model. Finally, we employ a residual
structure to reuse the optimized video features. The model
outputs the snippet-level anomaly scores by combining the
outputs from these two sigmoid layers. With the help of
the stored video memories, the proposed method can locate
anomalies based on semantic and non-semantic features, and
provide interpretable predictions.

B. CAPTION-GUIDING MODULE

To enable text-guided model interpretability, we introduce a
module that can utilize text as part of the video representation
and guide the model based on this representation, allowing
the text to generate interpretable predictions. We calculate
anomaly scores based on similarities with the stored memo-
ries. Since similar memories provide redundant information,
it is important to store only representative memories in the
memory space to ensure each memory represents a distinct
anomaly situation. On the other hand, as the parameters of
the base model change during training, the video memory
will also evolve. Therefore, the old memories should be
removed to optimize the memory space. The caption-guiding
module has three key functions: prediction of anomaly scores,
generation of the memory space, and optimization of the
memory space.

1) PREDICTION OF ANOMALY SCORES

The anomaly score AS is calculated based on the memory
similarities between the input memory m””* and the stored
memories {m; | m; C M} in memory space M. m"’*
consists of a video feature fP“! a video caption cirut and
a caption embedding e, To accurately characterize the
relationship of video content, the memory similarity contains
the non-semantic similarity based on the video features
and the semantic similarity based on the caption embeddings.
The calculation of non-semantic similarity s is presented as
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FIGURE 2. The overview of the proposed method. The proposed method contains two main modules, a memory generator and a
caption-guiding module. The memory generator extracts semantic and non-semantic features as the video memory to represent video
content. The caption-guiding module stores anomaly video memories to guide the model and interpret predictions using video captions.

The left snippet images are cited from [28].

follows:
S}; — finpul 1, 6]
sf:mean(topl((sg,sq,s{,...,x’;)), iclo,11, (2

where [ is the number of memories stored in the memory
space, K is a hyperparameter, and s}: is the non-semantic
similarity between f”7“/ and f;. The number of memories /
stored in the memory space changes during training.

To reduce the influence of outliers, we use the mean
of the topK similarities instead of the maximum or mean
of all memories to represent the non-semantic similarity
/. Semantic similarity s¢ based on caption embeddings is
calculated as follows:

elnput e

4
6= ——"1_ 3)
e | e~

s¢ = mean (topK(sS, 57, 57, ...,sf)) , icC[0,I], &

max

where s¢ represents the semantic similarity between e’

and e/. We use semantic features to calculate anomaly scores
because the similarity of captions is more akin to human
understanding than video features, and video captions can be
directly interpreted. Additionally, the common sense included
in the pre-trained language model can guide the model using
the caption embeddings.

The anomaly score AS is calculated based on the non-
semantic and semantic similarities:

s +0s°

As =200
1+6

where 0 is a temperature parameter that adjusts the weight

of the semantic similarity. Note that if the memory space is
empty, the anomaly score is set to 0.5, as shown in Figure 3.

, &)
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The anomaly score AS also represents the memory similarity
between the input memory m””* and the stored memories
m;. When the input memory is similar to the stored memories,
the content of the input video is similar to the representative
anomaly situation, and consequently, the anomaly score AS
would be large. The anomaly score AS is calculated based
on both the semantic and non-semantic features. The non-
semantic features can fit the training samples, while the
semantic features can provide video understanding that is
closer to common sense.

2) GENERATION OF MEMORY SPACE

The memory space is the core of this module. It stores
anomaly memories and outputs anomaly scores based on
the similarities to the stored memories. It is generated for
two purposes: explaining the prediction results and guiding
the model to detect anomalies. To make full use of memory
space, each memory needs to represent a different anomaly
situation, and the memory space needs to store representative
and distinct memories.

There are two steps for adding a new memory into the
memory space. The first step is locating anomaly memory
candidates Mapomaly from anomaly videos. Anomaly videos
contain both anomaly snippets and normal snippets. If the
memories of normal snippets are put into the memory
space, the model would mistakenly classify normal actions
as anomalies. Therefore, normal snippets from the anomaly
videos should be filtered out.

We locate anomaly memory candidates by selecting the
snippets from anomaly videos that have low similarities to
the snippets from normal videos. Specifically, we calculate
the memory similarities between the snippets of an anomaly
video and the snippets of a normal video, and take the
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FIGURE 3. Prediction of anomaly scores and generation of memory space. The left sub-figure shows when memory space is empty, the
anomaly score (AS) of the anomaly video candidate is 0.5, and it would be added to the memory space. The right sub-figure shows that
when the memory space is not empty, the anomaly score is calculated based on the memory similarity with all stored memories. If the

anomaly score is larger than a threshold «, the anomaly memory candidate will be added to the memory space.
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FIGURE 4. Optimization of memory space. To optimize the memory space,
we calculate the redundancy of each memory and only keep the L
memories with the lowest redundancy in the memory space.

mean of the memory similarities with the snippets of a
normal video as the normal score for each snippet from an
anomaly video. We select the snippet with the lowest normal
score as an anomaly snippet candidate from each anomaly
video.

The second step is to decide whether each anomaly
memory candidate needs to be added to the memory space.
To store representative and distinct memories, only the
memory candidates with low similarities to the stored
memories should be added to the memory space. To find such
memories, we calculate the memory similarities between an
anomaly memory candidate and all stored memories {m; |
m; C M} in the memory space. This process is the same as
the calculation of the anomaly score AS, so both calculations
are completed concurrently, as depicted in Figure 3.
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If the AS of an anomaly memory candidate is smaller than
a threshold value «, then we consider the input memory to
represent a new type of anomaly situation and add it to the
memory space. « is initially set to 1 and is updated through
the optimization of the memory space. In this manner, the
memory space is generated automatically and filled with
representative anomaly memories. Therefore, the memory
space can guide the model in finding anomaly actions based
on the memory similarities between the stored memories.

3) OPTIMIZATION OF MEMORY SPACE

Due to the parameters of the base model changing during
training, the video features f and video memories m would
also change. Consequently, the meaning of old memories may
become outdated, and some stored redundant memories could
misguide the model. To detect anomalies efficiently, distinct
and representative anomaly memories need to be kept, while
redundant memories need to be removed. The optimization
of the memory space is shown in Figure 4. To find redundant
memories, we calculate the redundancy Re; of the i memory
as follows:

Re; = mean ({s"; | s"i0, "1, ...
€ €
el le;l -

MY J#Ei (6)

s"i=1-fi+0 @)
where s;; denotes the similarity between m; and m;. i and
Jj both represent memory numbers, with the same range of
[0~1].

We consider the memory m; with a higher Re; to contain
less useful information. We keep the L memories with the
topL minimum redundancy and remove the others to optimize
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TABLE 1. Comparison of frame-level AUC performance for video anomaly
detection on the ShanghaiTech dataset. The proposed method uses S3R
as the base model.

Method Feature AUC (%)
GCN-Anomaly [1]  C3D [33] 76.44
GCN-Anomaly TSN [34] 84.44
MIST [2] C3D 93.13
MIST 13D 94.83
RTFM [3] C3D 91.51
RTFM 13D 97.21
MSL [35] C3D 94.81
MSL 13D 96.08
S3R [4] 13D 97.48

Ours (S3R) I3D + Caption ~ 97.69

the memory space. Because the base model would update its
parameters to fit the training dataset, the similarity of video
features would change. Therefore, the threshold « needs to be
updated to adapt to these changes and suppress the addition
of similar memories into the memory space. We update the
threshold « as follows:

« = max (lopL(Reo, Rei,Res, .. ., ReI)) , 8)
min

where L is a hyperparameter to limit the number of memories

retained. If the number of memories in the original memory

space is larger than L, only L memories are stored.

C. IMPLEMENTATION DETAILS
Since most anomaly detection datasets only have video-
level annotations, we use multiple instance learning (MIL)
to train models, following previous work [3], [4], [5]. For
a fair comparison, we adopt the pre-trained I3D model [29]
on Kinetics-400 [31] for video feature extraction. On
the ShanghaiTech dataset, we train our model using the
Adam [32] optimizer with a learning rate of 1073, following
the training procedure of S3R [4]. On the UCF-Crime
dataset [5], we train our model using the AdaGrad optimizer
with an initial learning rate of 0.1, reducing it by a factor of
10 after epochs 25 and 50, respectively. During inference, the
memory space would not be updated. The anomaly score is
calculated based on the similarity with the stored memories.
Regarding the hyperparameters of the proposed model,
we set the top-K parameter to 5, the number of stored
memories L to 7, and the temperature parameter 6 to 1.
Additionally, we conduct memory space optimization every
3 iterations. Optimization is skipped if the number of stored
memories falls below 10.

IV. EXPERIMENTS
We conduct extensive experiments to evaluate the perfor-
mance and interpretability of the proposed method on two
datasets: ShanghaiTech [7] and UCF-Crime [5]. Both datasets
are used for weakly-supervised video anomaly detection.
Datasets: The ShanghaiTech dataset [7] contains 437
videos from 13 campus surveillance scenes. In this dataset
238 videos are used for training and 199 videos for
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TABLE 2. Comparison of frame-level AUC performance for video anomaly
detection on the UCF-Crime dataset. MLP is an MLP-based model, that
contains 4 fully connected layers. The proposed method uses an MLP
model excluding the last fully connected layer as the base model.

Method Feature Interpretable ~ AUC (%)
GCN-Anomaly [1] TSN X 82.12
MIST [2] 13D X 82.30
MLP 13D X 82.81
RTFM [3] 13D X 84.30
S3R [4] 13D X 85.99
Ours (MLP) I3D+Caption v/ 84.64

testing in the weakly-supervised setting. The UCF-Crime [5]
dataset contains 1900 surveillance videos covering 13 real-
world anomalous classes such as robbery, explosion,
and road accident. It contains 1610 training videos and
290 test videos. Compared to ShanghaiTech, which mainly
includes pedestrian activities in a university setting, the
scenes in the UCF-Crime dataset are more diverse and
complex.

Metric: For evaluating the model performance on video
anomaly detection, we calculate the Area Under Curve
(AUC), a conventional threshold-independent metric [4], [S].

A. VIDEO ANOMALY DETECTION

To evaluate the performance of the proposed method for
anomaly detection, we use two different base models, MLP
and S3R, to evaluate the proposed method on ShanghaiTech
and UCF-Crime datasets, respectively.

As shown in Table 1, when using S3R [4] as the base
model, our proposed method achieves an AUC score increase
of 0.21%, reaching state-of-the-art performance on the
ShanghaiTech dataset. We attribute this to the fact that our
method can detect anomalies based on caption embeddings,
allowing it to leverage semantic information to improve the
existing method.

Moreover, we evaluate the interpretability and perfor-
mance of the proposed method on the public UCF-Crime
dataset for video anomaly detection, as presented in Table 2.
Using a multi-layer perceptron (MLP) with four fully
connected layers as the base model, our proposed approach
achieves an AUC score improvement of 1.79% over the
standalone MLP model. We do not use S3R as the base
model on the UCF-Crime dataset due to the limitation
of GPU resources. However, our method still reaches a
comparable performance even with the MLP model as
the base model, as video captions provide necessary clues
for anomaly detection. The UCF-Crime dataset contains
untrimmed videos, which makes it difficult to generate
accurate video captions. For example, many videos contain
a logo scene, and some scenes repeat several times within a
video. This limitation reduces the effect of the video captions.
Despite these challenges, the proposed model can still
interpret the predictions using the available video captions.
More analyses are provided in Section IV-B.
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TABLE 3. Comparison with different memory types. To evaluate the
performance of semantic features, we leverage three different features as
the memory.

Memory type AUC (%)
Caption embedding (CE)  62.40
Video feature (VF) 82.60
Ours (CE+VF) 84.64
— AUC 6
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FIGURE 5. Change of memory space during training. We evaluate the
influence of anomaly memories by analyzing the relationship between the
number of anomaly memories in the memory space and the AUC score.

B. INTERPRETABILITY

Interpretability is a critical function for an anomaly detection
model, as it requires the model not only to detect anomalous
actions but also to understand the video context. The
proposed model represents the video content using semantic
and non-semantic features, detects anomaly actions based
on memory similarities with the stored anomaly memories,
and explains the predictions via video captions. We conduct
several experiments to analyze the interpretability of the
proposed method.

1) STRENGTH OF CAPTION EMBEDDINGS

Our method is the first to use visual captions (semantic
features) for anomaly detection. Previous work extracted
video features to detect anomalies. However, these features
cannot be directly interpreted. In contrast, we introduce a
semantic video representation by using video captions as a
part of video memory to represent video content. To show the
usefulness of semantic features, we compare three different
memory types: video features (VF), caption embeddings
(CE), and the proposed memory type (CE+VF), which
contains both video features and caption embeddings.

The results are shown in Table 3. Using caption embed-
dings (CE) as the memory, the AUC score is 62.4%. We
attribute this to the fact that the untrimmed videos in
the dataset lead to some incorrect video captions, limiting
the effectiveness of the caption embeddings. While CEs
contain important information and common sense to guide
the model, it has less information than video features (VF)
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and is influenced by inaccurate captions. In contrast, VFs
include detailed information from the videos, allowing it
to fit the training samples and achieve an AUC of 82.6%.
In contrast to VF, the proposed memory type CE+VF
contains common sense information that guides the model
without extensive training, enabling it to understand video
content and achieving the best performance. Furthermore, the
proposed memory type can leverage video captions to explain
the prediction results, as shown in Figure 7. Moreover, using
caption embeddings as part of the video memory allows the
model to output meaningful predictions.

2) MEANINGFUL PREDICTIONS

As shown in Figure 6, only the moment when a man sets fire
is annotated as an anomaly. However, the fire grew larger,
and the situation became more dangerous after that initial
moment. The model using only video features outputs small
anomaly scores for the scenes where the fire grows larger.
In contrast, the model using caption embeddings predicts
increased anomaly scores in the scenes where the room
is full of smoke. This is because the semantic similarity
between ‘“smoke” and the descriptions of representative
anomaly situations, such as “‘explosion” and “fire”, is large.
The meaningful predictions from the model using caption
embeddings are more suitable for real-world applications.
The definition of anomaly and the annotations in datasets are
subjective. If the model is trained solely to fit the annotation
data, it would lack common sense and ignore some dangerous
situations. However, using video captions to guide the model
allows it to output more meaningful anomaly scores.

3) CHANGE OF MEMORY SPACE DURING TRAINING

The stored memories guide the model to detect anomaly
actions based on the memory similarities. For example,
if there is a video memory related to ‘“fighting” in the
memory space, it helps the model to detect “fighting”
actions. Therefore, we hypothesize that if the memory
space stores more anomaly memories, the performance will
improve. We analyze the change in the number of anomaly
memories in the memory space and evaluate the AUC score
during training. After each training epoch, we optimize the
memory space if the number of memories is larger than 10.
As a result of the optimization, only seven representative
memories are kept, and we determine whether each stored
memory is an anomaly memory based on the corresponding
caption. As shown in Figure 5, the number of stored anomaly
memories increases, and the AUC score improves during
training. The stored memories guide the model via semantic
similarity to reach better anomaly detection performance.

4) STORED MEMORIES

For further analysis, we show several stored captions and
frames in Figure 7. The stored captions describe the anomaly
actions, allowing the proposed method to recognize related
anomaly actions through the memory similarities with the
input video snippet. For example, the caption “two men are
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FIGURE 6. Comparison of predictions from the models with caption embeddings and with video features. The figure shows video frames at the bottom,
with the timestamps of selected frames plotted as red points. The graph displays the predicted anomaly scores of two models and the annotated ground
truth. The blue line represents the ground truth of anomaly. The green line represents the anomaly scores of the model using video features as the video
memory. The orange line represents the anomaly scores of the proposed method that utilizes both video features and caption embeddings. The frames

are taken from the UCF-Crime dataset [5].

a man is in a store and he is fighting with a paint gun.

FIGURE 7. Examples of stored video memories. Five frames are sampled from each video to show the video content. The video caption is generated by
the memory generator and stored in the memory space. They are the definition of anomalies for the model. The video is from the UCF-Crime dataset [5].

in a store and they are fighting with each other” contains
the word ““fighting”, which is associated with violence and
has a high semantic similarity with video captions including
violence-related words. By storing such memories in the
memory space, the model is guided to detect anomaly
actions based on these semantic similarities. Furthermore,
we observe an interesting phenomenon - the memory space
stores some captions that describe the scenes preceding the
anomaly actions, such as ““‘a person is throwing a package
onto a door of a house.”” We believe this can help the model
detect anomalies earlier. As training progresses, the memory
space becomes more stable, as the updates to the base model
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become less frequent and slower. Eventually the memory
space holds the appropriate memories for effective anomaly
detection.

C. ABLATION STUDY

To analyze the importance of memory space optimization
and the influence of the proposed method on training and
inference time, we conducted additional experiments.

1) MEMORY SPACE OPTIMIZATION
The optimization of the memory space removes redundant
memories from the memory space and updates the threshold
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FIGURE 8. Failure Case. The figure shows ten frame images of the video at the bottom, the timestamps of selected frames are presented in the graph
using the red points. The blue line presents the ground truth of the anomaly. The orange line presents the anomaly scores of the proposed method. The

video frame images are cited from [5].

TABLE 4. Comparison of different optimization methods. We compared
three calculation methods which based on three different feature types
and compare the fixed threshold « with the variable threshold. Note that
we only changed the feature types used for optimization and all models
use CE+VF as the video memory.

Feature type for optimization ~ Threshold «  AUC (%)
Video feature (VF) variable 83.09
Caption embedding (CE) variable 82.55
CE+VF 0.3 83.33
CE+VF 04 83.56
CE+VF 0.5 83.94
CE+VF 0.6 83.54
CE+VF variable 84.64

TABLE 5. Comparison of training and inference times. We also report the
number of video snippets processed per second.

Method Training time (h)  Inference time (snippets/s)  AUC (%)
S3R 38.33 41.67 +2.26 97.48
Ours (S3R)  42.67 36.29 +1.92 97.69

o to suppress the addition of similar memories. We compare
three methods for calculating memory redundancy: based on
the similarity of video features, based on the similarity of
caption embeddings, and based on the similarity of video
memories, respectively. Selecting redundant memories based
on the video memories reaches better performance, as shown
in Table 4. This suggests that leveraging video memory
can correctly identify representative anomaly memories.
To demonstrate the need for updating the threshold «,
we compare a variable threshold with a fixed threshold. The
experiments show that the variable threshold results in the
best performance. This is because the base model projects
the same video feature into different feature vectors to fit
the training dataset during training, changing the distances
among video memories. Therefore, the threshold is updated
based on the stored memories to prevent adding similar video
memories to the memory space.

2) TRAINING AND INFERENCE TIME

To assess the impact of our proposed method on both
training and inference times, we conducted experiments
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comparing it with the S3R model using the ShanghaiTech
dataset. Our method builds upon the S3R model as base
model. We trained both models for 15,000 epochs on a
NVIDIA® A100 GPU and recorded the time taken to achieve
optimal performance as the training time. As shown in
Table 5, due to the additional computations involved in the
caption-guided memory module, our method requires more
time for both training and inference compared to the S3R
model. However, our approach offers interpretability through
video captions and demonstrates improved performance over
the base model.

D. FUTURE WORK

A failure case is depicted in Figure 8, where an arrest
scene is obscured by a yellow door in the sixth and seventh
frames. Our model assigns high anomaly scores to all
scenes, including normal ones, due to this obscured critical
event. The absence of ‘“‘arrest” related terms in video
captions further complicates anomaly detection. To improve
performance, we propose exploring anomaly detection based
on changes in video captions as future work.

V. CONCLUSION

To improve video anomaly detection models, we propose
a text-guided interpretable framework, leveraging mem-
ory similarity. By incorporating video captions, we offer
interpretability to the process, guiding models in defining
anomalies. Through extensive experimentation, our method
has demonstrated performance gains on two public anomaly
detection datasets, while also shedding light on the inter-
pretability. Furthermore, our introduced video representation,
termed ‘“‘video memory”, enables the model to produce
meaningful predictions grounded in common sense, drawing
from pre-trained language models.
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