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ABSTRACT The concept of ‘‘quality of life’’ (QoL) encompasses all aspects of people’s standard of
living, including economic, social, or health-related factors, as well as their perceptions of their own lives.
Although the growing application of Artificial Intelligence (AI) and Machine Learning (ML) techniques
in processing and modeling the diverse datasets associated with these domains, there remains a significant
challenge in addressing different issues in QoL area of research and in fully harnessing these technologies
to improve QoL research outcomes. Despite the technological advancements, current research endeavors
often overlook the complex, multifaceted nature of QoL study. This oversight results in fragmented insights
and leaves significant areas underexplored. In this work, we conducted a systematic literature review (SLR)
to investigate the contribution of AI to QoL studies. For this, we collected 68 research works published
between 2008 and 2022. This review covers a range of research questions about the objectives and methods
of studies on QoL, the sources and types of data utilized, and the advancements made through the application
of natural language processing (NLP), ML, deep learning (DL), statistical models, and semantic approaches.
The goal of this review is to tackle the prevalent ambiguity in QoL dimensions, synthesize the research
findings, and highlight the contributions, advancements, and most innovative approaches in the field.
Moreover, we identify gaps and limitations in the current literature and suggest potential areas for future
research, aiming to inspire more cohesive and comprehensive approaches to studying QoL using AI and ML
techniques.

INDEX TERMS Artificial intelligence, machine learning, deep learning, natural language processing,
ontology, quality of life, well-being, happiness.

I. INTRODUCTION
Artificial intelligence technologies are used for a variety of
tasks across a wide range of research domains, including
medicine, transportation, industry 4.0, and the social sci-
ences. Quality of life is a highly complex and multifaceted
social science concept, and its assessment and analysis
present significant challenges to researchers. While there is
growing recognition of the importance of measuring and
promoting wellbeing, there is still considerable debate about
the most appropriate indicators to use [1], [2].

The United Nations Sustainable Development Goals
(SDGs) aim to promote sustainable development and improve
the well-being of individuals worldwide. Advances in
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technology, particularly in the field of artificial intelligence,
offer new opportunities to identify and measure indicators of
wellbeing in more efficient and accurate ways, which can be
helpful in achieving multiple SDGs.

QoL studies aim to investigate all facets of people’s living
conditions as well as their perceptions of their own lives. This
concept is related to different fields, including economics,
health, and social sciences, and can be studied at different
levels, such as country, city, region, or individual [1]. The
terms ‘‘happiness,’’ ‘‘well-being,’’ and ‘‘quality of life’’ are
used as synonyms in the literature [3].

Subjective well-being (SWB) is a broad concept related
to several aspects of a person’s well-being, including life
satisfaction, positive and negative affect, and psychological
well-being. The study of SWB is important not only for
individuals but also for the whole society [4]. Policymakers
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around the globe are beginning to consider the use of SWB
measures tomonitor progress and evaluate public policies [5].
However, a fair assessment of the quality of life (QoL),

especially on the country level, must take into account more
than just people’s sentiments and individual satisfaction, but
also other factors, particularly objective measures such as the
economic dimension [6], [7].
Hence, multiple international organizations have proposed

the use of QoL indicators that take into account multiple
elements of living standards in order to help standardize
and measure well-being in countries and regions around the
world. These indicators aim to provide a more comprehensive
understanding of QoL by considering a range of factors that
can impact country-level well-being, such as income, educa-
tion, health, and other social and economic indicators [8]. The
goal of these indicators is to help provide a more standardized
way of measuring QoL across different countries and regions.
These indicators include the world happiness index (WHI),
the better life index (BLI), gross domestic product (GDP),
and gross national happiness (GNH).

Additionally, health-related quality of life (HRQoL) is typ-
ically concerned with examining an individual’s physical and
mental well-being, and overall health status [9].
The QoL study demonstrated that individual well-being

is closely tied to the well-being of communities and coun-
tries [10], [11]. The ‘‘quality of urban life’’ (QoUL) has
gained increasing importance in studies of well-being at the
city level due to its relevance in the planning andmanagement
of urban policies [12].
ISO 37120, proposed by the International Organization

for Standardization, aims to promote sustainable develop-
ment in cities through the assessment of the impact of smart
city initiatives and the provision of a set of indicators to
aid policymakers in improving city services and quality of
life [13].

Recent research on quality of life has benefited from AI
techniques thanks to their high performance in processing
big data and extracting information. Specifically, ML and
DL algorithms are used to construct models for analyzing,
forecasting, and assessing well-being. Furthermore, research
on quality of life can be advanced through the use of seman-
tic tools during the stage of knowledge representation [14],
which helps in the unification of QoL indicators and in storing
their data in a uniform way.

Despite the fact that the topic ofwell-being has beenwidely
covered in the literature, the studies carried out are mostly
in the sociology, health, or psychology domains. To the best
of our knowledge, there are only a few review articles that
address the use of AI algorithms for studying the concept of
QoL.

The latter conducted an examination of the extant literature
pertaining to quality of life, with a specific emphasis on
certain dimensions of it as opposed to considering the entirety
of the concept. For example, the works [15], [16], [17] mainly
focused on the use of sentimental analysis for SWB studies;

the work [15] provided evidence on the importance of social
media analytics identified major factors for the measurement
of SWB, and presented the effects of the usage of social media
on the SWB of the individuals in question. Meanwhile, [16]
explored the use of big data to study SWB and concluded that
emotional well-being can be measured using the tools of big
data on social media data, while life satisfaction assessments
cannot be valid. In addition, [17] studied the relationship
betweenmultiple aspects of hope and SWBmore specifically.
There is a need to analyze the different AI techniques used
to date in well-being studies and thus establish an extensive
state of the art to show the advantages and limitations of these
approaches.

In this work, we conduct a systematic literature review on
AI’s potential to examine and enhance QoL studies, bridging
a critical gap in interdisciplinary research. Through a com-
prehensive examination of research reviews spanning 2008 to
2022, we not only chart the evolution of AI applications
in QoL assessments but also categorize these contributions
based on their objectives, methodologies, and theQoL dimen-
sions they target. We spotlight the integration of ML, DL, and
NLP techniques in analyzing both subjective and objective
QoL indicators, providing a novel classification framework
that outlines the research objectives, data sources, and AI
approaches employed across diverse studies. This review
critically assesses the performance of these methodologies,
their effectiveness, and methodological challenges, offering a
comprehensive overview that highlights both the advantages
and limitations of current approaches. By doing so, our work
not only identifies pressing research gaps but also proposes
future directions that could significantly contribute to policy-
making, sustainable development, and the global endeavor to
enhance well-being. The major contributions of this system-
atic review are:

• Interdisciplinary Bridge: We bridge the interdisciplinary
gap by integrating AI with traditional QoL research
domains, revealing the potential of AI in this area.

• Comprehensive Review Across QoL Subdomains: Our
work represents the first to conduct a review of
well-being that spans a wide array of QoL subdomains,
introducing a classification that organizes these domains
through the lens of AI approaches.

• Critical Analysis of AI Techniques: We provide a bal-
anced critique of AI methods applied in QoL studies,
evaluating their types, similar approaches, used datasets,
effectiveness, and challenges, which illuminates the
pathway for robust AI application in this domain.

• Identification of Research Gaps and Future Directions:
Our work identifies unexplored areas within AI and
QoL research, suggesting future research suggestions
that promise to help fill these gaps.

• Practical Implications for Policy and Development: By
highlighting how AI can offer nuanced insights into
well-being, this work emphasizes the significance of
integrating AI solutions into practical applications.
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This research paper is organized as follows: In the next
section, we present the state of the art of well-being studies
from different perspectives and using several indexes. In the
third section, we expose the research methodology that we
used to select and study the research works. In the fourth
section, we thoroughly analyze, study, and discuss literature
findings to answer the research questions. In the fifth section,
we discuss a variety of ideas concluded from our answers to
the research questions, present the gaps and needs identified
by the review, and discuss the potential solutions that are
applicable to the well-being study. Finally, we present the key
findings of our analysis as well as potential future research
avenues in the conclusion.

II. RELATED WORK
In this section, we conduct a review of selected literature on
the use of AI techniques in the study of QoL. The reviewed
papers are summarized, and their key features, including the
level of study, indicators utilized, ML algorithms applied, and
other tools, are outlined.

Nowadays, AI tools, particularly ML and DL algorithms,
have facilitated the analysis of QoL indicators and measures,
as well as future forecasts. These tools have significantly
streamlined and accelerated the processing and analysis of
large amounts of heterogeneous data for researchers.

Additionally, they have proven useful in social studies,
which often employ multiple methods on qualitative ques-
tionnaires to examine human behaviors and issues [18].
Specifically, supervised machine learning methods are fre-
quently utilized to address these problems. These algorithms
begin with prior knowledge to classify the studied data and
are designed to predict or classify outcomes [19].
However, when traditional machine learning algorithms

are insufficient for solving a problem, DL methods, which
consist of neural network techniques utilizing multiple layers
to represent data abstractions and build models [20], [21], are
employed to improve model accuracy.

This synthesis of related work includes a comprehensive
examination of numerous approaches used in the wellbeing
study. We first present research works that employed sen-
timent analysis for studying SWB, followed by works that
proposed machine learning and deep learning algorithms for
measuring QoL indicators. Next, we present research works
that used statistical analysis to achieve a variety of research
goals. Finally, we present articles that focused on modeling
QoL indicators.

A. SENTIMENTAL ANALYSIS FOR SUBJECTIVE WELLBEING
STUDY
Social media data are often used to study SWB as an impor-
tant indicator of QoL. These studies require natural language
processing (NLP) and SA tools.

NLP allows an accurate study of the large volume of natural
language text on the web. Especially since it is difficult
for humans to extract knowledge from the connected world,
particularly when considering time [22], SA, also known as

‘‘opinion mining,’’ is a task within the field of NLP [23]. This
task involves the identification and extraction of subjective
information, such as feelings and opinions, from text through
the use of text mining techniques [24], [25]. This information
can be used to better understand the emotional content of the
text.

SA has the potential to provide valuable insights in a range
of applications, especially the analysis of human behavior and
emotion through social media.

In the work [26], authors used about two billionmicroblogs
from 1.5 million Chinese Sina Weibo users to build a method
for measuring happiness using a PERMA theory-based lex-
icon and linguistic inquiry and word count (LIWC). The
method was evaluated using the metrics of AP and Bpref and
obtained scores of 0.339 and 0.543, respectively.

Furthermore, the authors of [27] used social media data
from Sina Weibo to measure SWB using 1785 users’ data.
In this work, researchers used LIWC and the simplified
Chinese version of LIWC (SCLIWC) for SA. A predictive
regression model was then developed using a variety of
ML algorithms, including LASSO, support vector regression
(SVR), and multivariate adaptive regression splines (MARS).
The latter achieved the highest Pearson correlation measure
of 0.6.

While the authors of [28] studied the well-being of citizens
across the United States of America (USA) by developing
a regression predictive model based on georeferenced social
media data using the ANEW lexicon to measure SWB, this
model achieved a mean absolute error (MAE) of 0.92 and
a root mean square error (RMSE) of 1.22. Its results were
subsequently compared to data from the Gallup Healthways
composite well-being index using Pearson correlation, and
choropleth maps were created to analyze well-being at the
regional and national levels.

The work [29] proposed a tool to measure SWB and specif-
ically SWL using social media data from the myPersonality
project of 101,069 Facebook users, using LIWC and the Big
5 personality for the SA task, and a two-step random forest
(RF) regression model to predict SWL, as well as correlation
analysis. The highest performance achieved in this work was
a MAE of 0.670.

Researchers in [30] used over 35 million publications from
over 20 000 Twitter users to study the SWB of citizens in
Turkey by applying SentiStrength V2.2 to social media data
to measure SWB and studying correlation between polarities
of tweets and Gross National Happiness (GNH) results using
Pearson correlation.

Another work [31] analyzed global and regional changes
in SWB using a large sample of data consisting of over
2 billion tweets collected over 12 weeks from 3 geographic
regions: the USA and Canada, the United Kingdom (UK),
and eastern Australia. For this, LIWC and ANEW lexi-
cons were used for SA tasks, and then PCA and Pearson
correlation analysis were performed to study correlations
with World Health Organization (WHO) data at the national
level.
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In the study [32], researchers examined the SWB of stu-
dents from 44 universities in the USA, based on a sample of
79,329 tweets from Twitter. Basing on Ekman’s emotions,
multiple SA tools, including TF-IDF and Word n-grams,
were used in addition to logistic regression and pretrained
models to label data, and then Pearson correlation analysis
was performed in this work as well to study the correlation
of the results with data from surveys on student happiness,
stress, and satisfaction. The proposed model performed the
best through the utilization of TF-IDF, attaining a precision
of 0.71, a recall of 0.69, and a F1 score of 0.64.

Further, the work [33] collected a two-year sample of
approximately 3 billion Twitter posts to study SWL, with a
focus on first-person tweets containing the keywords ‘‘me,’’
‘‘I,’’ ‘‘my,’’ or ‘‘mine.’’ Therefore, satisfaction and dissat-
isfaction keywords and expressions, as well as LIWC and
PERMA lexicons, were used to classify users.

The work [34] used over 10,000 publications from
over 1000 Twitter users to measure SWB by employing a
Naive Bayes classifier (NB) and Latent Dirichlet Allocation
(LDA) to build a SA system. Additionally, the latitude and
longitude were used to project the results on maps monitored
over time, and the level of study is, as a result, expanded from
individual to country-level.

In the research [35], Facebook data from themyPersonality
project was used to study SWL and affect scores in addition
to a five-item scale SWL survey for 3324 participants. Thus,
researchers used LIWC and LDA for the SA task, RF for
building the classification model, and finally, correlation
analysis.

The authors of the work [36] investigated happiness
in nine US cities by performing SA on 229,733 tweets
using three polarities of sentiment scores for labeling data,
which were then used to build a recurrent neural net-
work (RNN) predictive model using the Stanford CoreNLP
Toolkit.

The work [37] explored the use of SA to measure happi-
ness, particularly with Arabic data, and developed a system
capable of measuring happiness levels in multiple Saudi Ara-
bian cities based on 2000 Arabic geo-tagged publications
collected through the Twitter API. For the preprocessing task,
Khoja stemmer and Mo3jam were used, as well as NRC
Emotion, Sentiment Lexicons, and 3 annotators for labeling
data, followed by Support Vector Machines (SVM) and NB
for building the predictive model.

While the research work [38] examined happiness through
the lens of social media data, specifically by analyzing loca-
tions where people were discussing specific trending topics
on Twitter, a sample of 326,232 geotagged tweets across six
trending topics was collected and labeled with polarity scores
through the use of the SentimentIntensityAnalyzer from the
Natural Language Toolkit and Hadoop for processing.

The research [39] used Twitter data from the United Arab
Emirates in both Arabic and English to examine SWB. Two
lexicon-based SA tools, the Hedonometer and Valence Shift
Word Graphs, were utilized to analyze the data.

While the study [40] examined the relationship between
fluctuations in gold prices and happiness. To assess hap-
piness, the Hedonometer Happiness Index was employed,
and Pearson correlation was used to examine the correlation
between the two variables.

The work [41] investigated health and well-being indica-
tors in the vicinity of public facilities in New York City.
To this end, the researchers labeled Twitter data using the
AFINN and LIWC dictionaries and examined Pearson cor-
relations between the tweets and indicators of well-being
extracted from public health and census data sources.

The authors of [42] examined national-level happiness in
United Arab Emirates by utilizing Twitter data and a SA
approach. The proposed model, which was based on Latent
Dirichlet Allocation (LDA), demonstrated a high level of per-
formance, with a score of 91.30% for accuracy and 0.9129 for
the F-measure. Furthermore, the study also incorporated time
and location as variables in order to assess changes in subjec-
tive well-being within these dimensions.

B. MACHINE LEARNING MODELS FOR QOL PREDICTION
Traditionally, QoL prediction has depended on subjective
self-report measures or expert evaluations, which are sus-
ceptible to biases and limits. However, the emergence of big
data and developments in ML approaches have provided new
opportunities for effectively predicting and analyzing QoL
outcomes.

The utilization of survey data has been a prevalent method
in numerous studies aimed at investigating various indicators
of well-being, including HRQoL.

These studies have relied on the collection of information
through questionnaires and other forms of surveys to gather
insights and better understand the well-being of individuals.

The authors in [43] conducted a survey of 669 patients
and employed NLP techniques to analyze and categorize
physicians’ notes in order to predict HRQoL using SVM.

The research [44] used the data of 716 participants from
the Korean National Health and Nutrition Examination Sur-
vey (NHANES) to build a predictive classification model of
HRQoL in elderly individuals with chronic diseases by imple-
menting multiple ML algorithms, including stepwise logistic
regression, decision trees (DT), RF, and SVM. Among these
algorithms, stepwise logistic regression demonstrated the
highest performance, with an accuracy of 93% and an F-score
of 0.49.

In the study [45], researchers used the outcomes of a
socioeconomic questionnaire conducted on 200 people living
in Istanbul to build a QoL index. This index’s data were sub-
sequently used to develop an ensemble ML model of various
algorithms, such as SVM and MLP, and other algorithms,
including logistic model tree (LMT), simple logistic regres-
sion, and the j48 algorithm, to build ensemble ML models
based on stacking and voting.

In the work of [46], researchers based their research on
the Oxford Happiness questionnaire and the demographic
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questionnaire to conduct a regression analysis to investigate
the relationship between academic achievement and happi-
ness among 180 university students.

The research work [47] identified the main factors influ-
encing graduate students’ SWB, on which the authors based
their survey and studied overall happiness using two algo-
rithms: multiple linear regression (MLR) and artificial neural
networks (ANN).

The authors in [48] proposed a structural model with latent
variables to predict SWL for adults of advancing age based
on data from 1016 participants over the age of 55 who were
enrolled in the University of Valencia’s life-long learning
program.

While the research of [49] developed an ensemble binary
classifier using ANN, SVM, K-Nearest Neighbors (KNN),
and DT to predict depression based on QoL scales using data
from the NHANES in the USA.

International and regional datasets were also used in QoL
studies. These datasets offered comprehensive insights on
QoL based on a range of indicators across diverse regions and
nations.

International indicators such as GDP, WHI, BLI, and HDI
were extensively used to view QoL globally and compare
between countries. These indicators provided valuable infor-
mation on economic, health, and social factors affecting QoL.

The research of [50] proposed a SVM classification model
to predict country-level happiness based on various QoL
indicators, including the HDI and multiple human devel-
opment indicators. This model is based on data collected
from 187 countries by the United Nations (UN) Development
Project. Based on the Myers-Briggs personality type theory,
the study [51] sought to investigate multiple country-level
indexes such as the HDI, GDP per capita, and democracy
index. To this end, four classification models were proposed
using NB, MLP, SVM, and RF.

In the research undertaken by [52], multiple supervised
algorithms, including DT, RF, NN, SVR, and other linear
models, were used to establish an ensemble model with
the aim of predicting QoL at the country level. The study
employed data sourced from the OECD’s BLI from 38 coun-
tries over a four-year period. While the study [53] focused
on economic well-being at the country level by predicting
macroeconomic indicators using time series models and other
machine learning algorithms, including LASSO, Ridge, Gra-
dient BoostingMachines, and Random Forests, this work was
based on data from the EQSGroup, OECD, European Central
Bank, and Bloomberg.

Additionally, authors in [54], employed different machine
learning models, including ANN, SVR, and FARIMA,
to forecast unemployment as an indicator of economic well-
being in 22 countries utilizing the Eurostat database. Among
these models, FARIMA had the best performance, with an
average MAE of 0.130. The authors of [8] used multiple ML
regression algorithms, including LASSO, MLR, SVR, RF,
XGBoost, AdaBoost, and MLP, in order to make predictions
about theWHI score of 137 countries using data from the UN

Sustainable Development Solutions Network as the basis for
the analysis.

ML algorithms were utilized in the analysis of health-
related quality of life data, which encompasses clinical data,
electronic medical records (EMRs), and data from sensors.
The objective of this analysis was to assess and examine the
well-being of individuals in terms of their health.

The use of AI allowed for the processing of heterogeneous
datatypes and the identification of patterns and trends in
HRQoL, providing valuable insights into health and well-
being.

Using triangular fuzzy sets, [55] built an assessment tool
for the HRQoL of people after stroke based on Bobath scale
and Barthel index and other gait indicators. Further, in [56],
the researchers used SVM to predict HRQoL based on an
average of 114 hours of data collected from each of the
171 participants using smartphone accelerometers and gyro-
scope sensors.

The work [57] used multi-tasking learning and ANOVA
to predict and study HRQoL based on wearable sensor data
collected from 255 college students. The work of [58] used
LSTM and NLP to predict life expectancy, a key indicator of
HRQoL, based on 33,509 EMRs collected from seven health
care facilities in Nijmegen, Netherlands.

In the study [59], clinical data from 129 alkaptonuria
(AKU) patients was initially analyzed using the Pearson cor-
relation coefficient for statistical analysis to determine the
linear correlation between 11HRQoL scores. The importance
of 110 ApreciseKUre biomarkers’ features was then mea-
sured using the XGBoost and then multiple ML models were
developed which are KNN, linear regression, and ANN.

C. DEEP LEARNING MODELS FOR QOL
Deep learning has been used to predict quality of life,
which resulted in accurate predictions and allowed to iden-
tify complex patterns and relationships in multiple types of
data including questionnaires, HRQoL data, and international
dataset.

The work [60] developed a fuzzy neural network neural
network analysis model to assess the impact of the internet
on QoL in Taiwan, using data collected from 369 participants
through the WHOQoL-100 questionnaire. And in [61], the
authors proposed a model to predict an individual’s next-day
HRQoL using ML and DL models, specifically, SVM, logis-
tic regression, and a long-short-term memory neural network
model (LSTM), utilizing data collected from the previous
seven days.

In thework [62], convolutional neural networks (CNN) and
analysis of variance (ANOVA) were used to investigate the
relationship between radiation therapy and post-therapy func-
tioning of the gastro-urinary system, which were measured
through a HRQoL questionnaire.

Using international datasets, the research work of [63] built
a multi-layer perceptron (MLP) model to investigate the rela-
tionship between multiple international QoL indicators and
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two air quality measures, aiming to identify the determinant
well-being indicators using Eurostat data from 34 countries.

Furthermore, [64] used multiple ML algorithms, including
stepwise linear regression, linear regression, DT, MLP, RF,
and Gaussian Process, to analyze and identify the most influ-
ential factors on GDP growth in Bangladesh. The study used
data from the World Development Indicator collected from
the World Bank data repository.

D. STATISTICAL TOOLS FOR QOL ANALYSIS
Understanding and interpreting data related to QoL assess-
ments requires statistical analysis. The analysis of quality
of life comprises the investigation and evaluation of mul-
tidimensional constructs that span numerous facets of an
individual’s wellbeing.

In order to inform policy decisions, healthcare interven-
tions, and social science research, it is crucial to accurately
evaluate and interpret QoL data. This chapter reviews articles
that primarily employ these methods to develop analytical
models. Additionally, statistical tools were used in conjunc-
tion with machine ML and DL techniques to examine and
explain the outcomes of predictions.

The research work [65] used a multi-dimensional approach
and proposed an ordinary least squares regression (OLS)
analysis model to investigate the most influential indicators
on QoL using data from a proposed questionnaire.

In the research work of [66], authors employed Complex
Survey Analysis of Structural Equation Models (SEM) as
a statistical analysis tool to examine survey data from over
40,000 participants from 21 countries. The purpose of this
analysis was to study the correlations between the com-
posite score of multidimensional psychological well-being
(MPWB) and its individual dimensions in order to provide
insights for policymakers.

Furthermore, in [67], researchers used SEM for building
an analysis model to study professional HRQoL and SWL
of 210 Spanish nurses using data from the Healthcare Public
System of the Balearic Islands.

In the study conducted by [68], a regression analysis model
was proposed to examine the predictors of individuals’ SWL
using a large sample of 14,039 individuals aged 15 and above.
And in [69], researchers conducted a regression analysis
using linear mixed-effects models to investigate the impact of
social emotion valuation on individual well-being and studied
its correlation with national happiness scores based on a
worldwide questionnaire of cognitive, emotional, and clini-
cal indicators of SWB and data from the World Happiness
Report.

Researchers in the work [70] employed a hierarchical
linear regression model in their regression analysis to exam-
ine the relationships between an individual’s SWB and the
urbanity-level of its location based on data obtained from
the National ‘‘FinSote’’ Survey of Finland, which included
a sample of 26,422 participants.

In the work of [71], an integrated fuzzy-connective-based
aggregation networkwith a real-valued genetic algorithmwas

proposed to study QoL indicators for 51 regions in the USA.
While [72] conducted a regression analysis to determine the
factors that have the greatest impact on the BLI and to exam-
ine the correlations between the Gender Gap Index, GDP, and
BLI across 34 OECD member countries.

And in the research work [73], the authors proposed an
analysis model based on multiple partial ordering tools to
study and examine calculation issues related to the WHI,
focusing on seven sub-indicators using data from 156 coun-
tries. In the research of [74], a regression analysis model was
proposed in order to examine the rankings of 150 countries
on four different indicators: the Henley Passport Index, the
WHI, the Corruption Perception Index, and the Global Peace
Index.

Additionally, the work of [75] proposed a regression anal-
ysis to study GDP growth using data from multiple economic
indicators related to GDP in Japan. In the article [76], the
authors used correlation analysis to investigate the rela-
tionships between the latitude of countries and two QoL
indicators: the HDI and the WHI, additionally, the analysis
was based on data from 141 countries. In the research [77],
the authors used multidimensional statistical analysis to
study and assess QoL for European cities based on the ISO
37120 standard.

E. SEMANTIC WEB AND OTHER APPROACHES TO MODEL
QOL
In the context of investigating multidimensional QoL indi-
cators, measurement models and semantic approaches were
employed. These mainly models belong to the ‘‘semantic
web’’ (SW), a collection of tools designed to facilitate coop-
eration between humans and machines [78].
Ontologies, which play a crucial role in annotating seman-

tics and providing a common, understandable foundation for
resources on the web, are key elements of this new version of
the web [79]. Several studies have applied these technologies
to the modeling of QoL indicators and concepts.

The research [80] proposed a model for QoL at the national
level using theMultiple Indicators-Multiple Causes (MIMIC)
approach. While authors in [81] built an ontology using the
METHONTOLOGY approach for construction and ROMEO
for validation to develop a model for national quality of life
based on documents from two global indicator systems: the
Global Reporting Initiative (GRI) and the OECD. Further-
more, [82] focused on QoL at the city level and proposed an
ontology to integrate data from 311 sources.

In the context of smart cities and to assist with the formu-
lation of evidence-based policies, [83] proposed ‘‘evidence-
based policy making ontology’’ and compared it with ISO
37120 global city indicators. In another work [84], the author
conducted research on the representation of city indicators
and their corresponding data on the SW, specifically using
Primary Student Teacher Ratio as example, resulting in the
proposal of the Global City Indicator Ontology, which was
validated the City of Toronto’s ISO 37120 metrics reported
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in the year 2013. The work of [85] proposed a framework
for constructing ontology models for the evaluation and sim-
ilarity analysis of quality of life. The authors in [86] focused
on ISO 37120 educational indicators and evaluated the data
openness of city indicators in Melbourne and Toronto, both
of which were implementing this index. They concluded that
there is a need for semantic web tools.

The work of [87] proposed a framework for building
a monitoring system in the public transportation sector at
the city level. The framework is built upon an ontologi-
cal depiction of the various components of the system and
their connection to the Transmodel data model, which is a
European benchmark for public transportation information
systems.

The research work [88] focused on the concept of
well-being and its various interpretations, examined how
these different interpretations are often conflated, and dis-
cussed the importance of considering the specific context and
cultural values when studying well-being. Additionally, they
proposed the use of ontologies as a way to more accurately
understand and measure well-being.

The work of [89] proposed ontologies able to represent
ISO 37120 city indicator definitions. While the work of [90]
proposed an ontology to help in the study of transportation,
which is a major challenge and represents an important com-
ponent of QoL at the city level.

In their work [91], researchers used indicators of
well-being from the Better Life Index to propose a fuzzy
model to assist in the formulation of strategies for a better
development of life. The authors of [92] proposed an ontol-
ogy for neighborhood-level sustainability that covers three
domains: social, environmental, and economic. This ontology
is designed to help organize and analyze data from multiple
sources.

Additionally, [93] proposed an ontology for publishing and
analyzing data related to education performance at the city
level, using seven ISO 37120 education indicators. Other
computer science tools, such as the Internet of Things (IoT),
cloud storage, and blockchain, have also been used in the
context of studying multidimensional QoL indicators. For
instance, [94] proposed a data management system that uses
these technologies to store HRQoL data in order to facilitate
the measurement of quality of life.

III. RESEARCH METHODOLOGY
Literature review (LR) is a form of academic writing that
summarizes and evaluates multiple research works related to
a specific subject [95]. It can be characterized as an overview
of a specific subject field based on well-defined research
questions [96]. Systematic literature review is a type of LR
with distinct objectives and characteristics. SLR follows a
well-structured methodological approach [97]. In this work,
we followed the process proposed by Kitchenham and Char-
ters [98]. The purpose of this SLR is to identify, select, and
review research works conducted on quality of life using data
science (DS) and artificial intelligence (AI) techniques.

A. RESEARCH QUESTIONS
The primary focus of this review is to conduct a thorough
assessment of the current literature related to the use of
artificial intelligence to investigate quality of life indica-
tors, aiming to pinpoint prevalent techniques, datasets, and
methodologies.

Our research questions were formulated through a process
that began with an initial review that helped identify key
gaps and inconsistencies, setting the stage for collaborative
question development aligned with our study’s objectives.
This development was guided by essential data science steps
commonly adopted in scholarly research, which involved:
defining research goals, selecting suitable data, using rig-
orous data preprocessing techniques, employing machine
learning algorithms and statistical tools, or applying model-
ing approaches in other works.

These methodical steps helped to refine our questions,
ensuring they were precise and positioned to yield signifi-
cant insights. This resulted in the formulation of these five
research questions:

• RQ1: What are the objectives of QoL research?
• RQ2: What datatypes, sources, and features were used

in this context?
• RQ3: Which preprocessing techniques were employed

during the data preparation phase?
• RQ4: Which machine learning algorithms and statisti-

cal tools were utilized?
• RQ5: What approaches were used to model QoL indi-

cators?

B. SEARCH STRATEGY
We use multiple websites and digital databases, includ-
ing Scopus, Elsevier, PLOS, ACM, SpringerLink, the IEEE
Xplore digital library, the DBLP database, and PubMed.
We defined the appropriate keywords in order to extract
the maximum number of articles related to the topics of
our research. These keywords were mainly quality of life
synonyms, abbreviations, and words related to it, as well
as some of its important sub-components such as ‘‘happi-
ness,’’ ‘‘well-being,’’ ‘‘subjective well-being,’’ ‘‘quality of
life,’’ ‘‘satisfaction with life,’’ ‘‘standards of living,’’ ‘‘life
satisfaction,’’ ‘‘happiness index,’’ ‘‘health-related quality of
life,’’ ‘‘QoL,’’ and ‘‘HRQoL.’’ Subsequently, we constructed
search strings based on the keywords. Afterwards, we interro-
gated the aforementioned digital databases, extracting articles
that pertained to our area of investigation.

C. STUDY SELECTION AND QUALITY ASSESSMENT
With the goal of selecting the most relevant articles related to
our topics, we specified the inclusion and exclusion criteria
that are described in Table 1 and the steps taken during the
pre-screening process are depicted in Figure 1.
Upon excluding duplicates and ensuring compliance with

the exclusion criteria, the selected articles underwent a qual-
ity assessment process. This involved, firstly, the evaluation
of the presence of related keywords to the specified topic in
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FIGURE 1. PRISMA flow diagram.

TABLE 1. Inclusion and exclusion criteria used to select relevant articles
to this review.

the title and abstract of each article. Secondly, the articles
were analyzed for relevance of content from the abstracts and
conclusions and for addressing the six research questions.
The evaluation process was a collaborative effort, with all
authors contributing to the analysis of the keywords and main
objectives of the research works, and conducting a full-text
review to determine their relevance to the specified topics.

D. DATA ANALYSIS
The comprehensive analysis of selected studies across various
publication types and venues provides a nuanced under-
standing of the evolving landscape of research in well-being
through the lens of DS and AI as presented in Table 2.
This diverse collection, ranging from book sections and
conference papers to journal articles, underscores the mul-
tidisciplinary nature of well-being research, highlighting the
convergence of technology, health, and social sciences.

Book sections published by Springer, such as [27] and [36],
offer in-depth insights into specific technological advance-
ments and their applications in studying well-being. These
chapters contribute significantly to the academic discourse by
providing comprehensive overviews, theoretical frameworks,
and case studies.

Conference papers from prestigious organizations like
ACM and IEEE demonstrate the dynamic and innovative
nature of ongoing research in this field. Papers presented
at conferences such as [28] and [46] showcase cutting-edge
research, methodologies, and findings.

Journal articles published by entities like Elsevier,
IEEE, and Nature Portfolio, among others, offer rigorous
peer-reviewed research findings that enrich our understand-
ing of well-being from various perspectives. Studies in
journals such as [53] and [69] not only provide empiri-
cal evidence and advanced analytical techniques but also
explore theoretical dimensions of well-being. These articles
are instrumental in advancing knowledge, informing practice,
and shaping policy decisions by presenting scientifically val-
idated insights into the multifaceted aspects of well-being.

The inclusion of diverse publication types and publishers
illustrates the broad interest and investment in research-
ing well-being through DS and AI. This multidisciplinary
approach is essential for tackling the complex, multifaceted
nature of well-being, which encompasses physical, mental,
and social dimensions. The selected studies span a wide range
of topics, from the application of big data in public health
to the development of AI-driven interventions for individual
well-being. This diversity not only reflects the richness of the
field but also highlights the potential for DS and AI to con-
tribute to our understanding and improvement of well-being
at various levels.

Moreover, the temporal range of publications, from 2008
to 2022, indicates the rapid evolution and growing sophis-
tication of research methodologies and technologies in this
area. The progression from early explorations of AI and big
data in well-being tomore recent studies employing advanced
machine learning algorithms and comprehensive data analyt-
ics reflects the technological advances and increased avail-
ability of data. This evolution underscores the importance of
interdisciplinary research and collaboration in harnessing the
full potential of DS and AI for well-being.

While figure 2 depicts the distribution of publications
based on their publication dates. Approximately half the arti-
cles are clustered between 2019 and 2022, underlining the
importance of investigating quality of life indicators in that
particular period.

In next chapters we will dive into the analysis of selected
studies to highlight the significant contributions of DS and
AI to well-being research, and the importance of interdis-
ciplinary approaches and continuous innovation. This body
of work not only contributes to academic knowledge but
also has the potential to inform policy, guide practice, and
ultimately enhance the well-being of individuals and commu-
nities worldwide.
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FIGURE 2. Distribution of articles by year of publication.

IV. REVIEW ANALYSIS RESULTS
Artificial intelligence has the potential to make significant
contributions to the study of quality of life by analyzing
large datasets, developing personalized recommendations
and interventions, automating the collection of data, and
enhancing our understanding of this concept. QoL is a multi-
faceted concept that is studied usingmultiple fields, including
psychology, sociology, economics, public health, and urban
planning.

A. QOL RESEARCH OBJECTIVES (RQ1)
In this section, we outline the objectives of the selected
research as well as the types of AI approaches that have
been employed in accordance with the research goals. These
approaches encompass either measuring a well-being index,
analyzing its outcomes, or proposing a model of an indicator
or a set of dimensions for the quality of life.

It is important to have a clear definition of the concept of
‘‘quality of life’’ in order to effectively study and measure
it. In this literature review, we identified two criteria for
projecting quality of life indicators: the level of study and the
QoL dimensions which represent the objective of studies in
this context.

For the first criteria, we discovered that ‘‘quality of life’’ is
not always studied as a concept covering all fields related to
themeasurement of well-being. Rather, inmultiple works, the
authors adopted a clearly stated dimension for their studies.
These dimensions can include:

• First, health-related quality of life is related to the assess-
ment of individuals’ health status.

• Second, subjective well-being: the study and measure-
ment of ‘‘happiness’’ at all levels is an important
sentiment analysis task.

• Third, quality of urban life: an indicator used to study
cities’ well-being and urban services, especially using
the ISO 37120 model.

• Fourth, economic well-being: this dimension is related
to studying the economic indicators of countries such as
GDP and unemployment rates.

• Fifth, in this context, we refer to ‘‘general well-being’’
when the indicators include a range of aspects belong-
ing to multiple fields of study and which can be both
objective and subjective. Further, this is related to the
measurement and study of well-being at the country
level, which should consider all dimensions that can
help in the assessment of citizens’ standards of living,
whether they are subjective or objective indicators. The
most commonly used general well-being indicators at
country level are the WHI, the BLI and the Human
Development Index.

While considering the second criteria, QoL indicators are
studied at multiple levels:

(1) Individual-level: This is the most studied level in the
literature and focuses on the state of well-being of
individual people, particularly SWB and HRQoL.

(2) City-level: Frequently referred to as the ‘‘quality of
urban life,’’ this is often investigated in order to model
quality of life indicators at this level of study.

(3) Country-level: Research at this level is highly diverse
and involves the use of national and international
well-being indices to study, measure, and model
quality of life indicators. This is the second-most
researched level, indicating the importance of evaluat-
ing well-being at the country level.

Figure 3 displays the results of projections on the hier-
archy of the QoL concept and its 5 research objectives,
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TABLE 2. Inclusion and exclusion criteria used to select relevant articles to this review.

which are linked to the three levels of study. The figure also
shows examples of the used indicators associated with each
objective.

These QoL dimensions are the research goals of the stud-
ies analyzed in this systematic review. Figure 4 shows how

different approaches are used to fulfill these research goals.
We note that the majority of studies are devoted to measur-
ing and predicting indicators of well-being at various levels.
Individual level is the most targeted with 21 articles, mostly
concerned with studying HRQoL and SWB indicators.
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FIGURE 3. QoL study objectives according to their levels of study.

Furthermore, the SWB study, which is primarily concerned
with individuals, can be related to level expansions at other
levels as well. Next comes the country level with 20 articles.
We observe that general well-being at this level is the most
commonly used for QoL analysis. This indicates the impor-
tance of using AI techniques for capturing macro-level trends
and patterns at the international level and revealing important
factors affecting wellbeing. While QoL modeling approaches
were employed to model QoL at different levels, with a focus
on city-level indicators, in conclusion, 37 research works
proposed predictive models to measure and study QoL, and
16 articles were dedicated to the analysis of QoL indicators.
Additionally, 15 papers were dedicated to modeling QoL
concepts.

B. DATA, METADATA, AND FEATURES (RQ2)
1) DATA USE CASES
With the aim of applying the aforementioned approaches used
to study QoL, researchers employed a variety of data types.
First, we project these data types on goals of study as the
figure below illustrates.

Figure 5 shows the types of data used to study each QoL
dimension. Questionnaires are generally the most common
data type in the literature. This data type is used to achieve
a diversity of research goals, mainly related to subjective
well-being and HRQoL indicators. Next, social media data
are the second most commonly used data type in the selected
literature; a social media source is a collection of posts pub-
lished by users of microblogging sites.

These posts generally contain details on how people feel
about their lives at the moment of publication, which makes
this type of data very rich with information about individuals’

satisfaction with life and their subjective well-being. Interna-
tional datasets were also used, and they are often related to a
QoL index, especially at the country level since the datasets
are related to national and international indicators of well-
being. As we observe in Figure 5, this data type is used in
the study of general well-being and in some works examining
economic well-being. Clinical data, EMRs, and sensors are a
set of data types used in research to measure HRQoL using
machine learning algorithms. It is worth mentioning that the
building of QoL models primarily relied on non-data-driven
methodologies.

2) DATATYPES, SOURCES, AND SIZES
In the realm of studying the quality of life using diverse data
types, it’s essential to recognize that there is no one-size-fits-
all approach when it comes to acquiring the necessary data.
This is primarily because the subject matter is multifaceted
and dynamic, encompassing a wide range of factors that
contribute to an individual’s or a community’s well-being.
As a result, researchers and analysts often find themselves
navigating a complex landscape of data collection methods
and sources. Here, we delve into the intricacies of data acqui-
sition for QoL studies:

Unlike some well-defined fields of study that have estab-
lished standard datasets, quality of life research lacks
universally accepted datasets. Quality of life encompasses
numerous dimensions, including economic, social, environ-
mental, and health factors. These dimensions often vary from
one study to another, making it challenging to create stan-
dardized datasets that suit all research objectives.

Some valuable datasets related to quality of life are pro-
vided by international organizations such as the United
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FIGURE 4. QoL study objectives, used approach and level of study.

FIGURE 5. QoL study objectives and their according used data types.

Nations, World Bank, OECD, and others which are used in
these works [8], [50], [51], [52], [53], [54], [63], [64], [69],
[72], [73], [74], [75], [76], [81]. These organizations compile
and publish data on a wide range of indicators, including
income, education, healthcare, and environmental quality.
Researchers often rely on these datasets as they are com-
prehensive, reliable, and internationally recognized. Table 3
shows that five indicators’ datasets were used in more than
one research work.

To address the absence of standard datasets, many
researchers resort to web scraping. This involves program-
matically extracting data fromwebsites, databases, and online
sources. Additionally, depending on the specific research
objectives, scholars may conduct custom surveys and
studies to gather data on quality of life. Thus, in the research
works [35], [43], [45], [62], [65], [69], [91], as depicted
in Table 3, researchers proposed custom surveys to capture
unique aspects of well-being not covered by existing datasets.
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Custom data collection methods allow researchers to tailor
their research to the local context or specific population
they are studying, for instance, in [32], [47], [48], and [61]
researchers targeted college students and designed adequate
surveys to assess specific indicators related to the studied
sample. i Collecting data from social media on individu-
als’ perceptions is vital for its real-time, unfiltered insights.
With its vast user base, social media provides a diverse
pool of perspectives, enabling comprehensive analysis. Nat-
ural language processing further streamlines data extraction,
facilitating both immediate and longitudinal studies. This
approach proves cost-effective compared to traditional meth-
ods, reducing recruitment efforts and expenses.

We conclude that in order to achieve QoL research goals
on multiple dimensions, it is related to utilizing a variety of
data types in multiple works. Upon studying the literature,
we found that these types of data can be categorized into four
types: 1) international datasets; 2) questionnaires; 3) social
media; and 4) clinical, EMR, and sensor data. Table 3 shows
the datasets for each data type. Moreover, we observe that
Twitter is the most used social media data source, while
WHI, BLI, and HDI are the most used international datasets.
Additionally, we note that, for bothHRQoL and questionnaire
data, there are almost no commonly used datasets.

The diversity in data types underscores the multi-faceted
nature of QoL assessment. The size of the studied samples
varies significantly across diverse locations and time periods
among the collected works.

In Table 4, and for a better interpretation of findings,
we included specific locations and time periods extracted
from the studied literature in addition to numbers of rows
and participants to highlight the distinctions among data types
and emphasize the imprudence of studying quality of life
dimensions in isolation from various vantage points. In this
table, we present the data-based contributions projected on
the four data types in addition to four standards for measuring
the size of the data, which are the number of publications,
people, or countries depending on the magnitude of the study
and the associated type of data, in addition to the time peri-
ods included in the studies, which is important information,
especially when working on timeseries data.

We note that HRQoL and questionnaire data, which are
the same in some cases, are often quantified by the number
of participants, while international dataset size is defined
in terms of geographical location and time period. The
social media-collected datasets can be compared by con-
sidering all four projections. However, it is essential to
consider the potential limitations and biases inherent in each
data source when drawing conclusions or making policy
recommendations.

3) FEATURES AND FEATURE TYPES
In this section, we embark on a detailed exploration of
the various dimensions and categories that encapsulate the
vast domain of QoL. Recognizing the complexity and the

multifaceted nature of well-being, we focus on dissecting the
different feature types that researchers have scrutinized to
understand the nuances of human well-being.

We contribute to the research by studying the features used
in the examined works and categorizing them into distinct
classes. We aim to build a structured lens through which
the breadth and depth of well-being research can be exam-
ined. To systematically approach this complexity, we have
organized the features into ten primary categories. These
encompass a wide range of aspects from health and men-
tal well-being to the impact of politics and governance on
individual and societal wellness. Each category has been
meticulously examined through different dataypes, including
clinical data, surveys, and international datasets, to paint a
holistic picture of the current research landscape, as shown in
both Table 5 and Figure 6.

We note from the figure that health-related features have
seen a relatively balanced research approach across three data
types, that encompasses clinical data, surveys, and interna-
tional studies. This reflects the multifaceted nature of health
as a component of well-being.

Additionally, the figure illustrates that the most frequently
studied features are SWB and other social media features,
particularly through questionnaires, surveys and social media
data. Economic features have also drawn attention primarily
through international and regional datasets. Which highlights
the usage of macro-level approaches to understanding eco-
nomic well-being.

Conversely, education and environment feature types have
been the subject of fewer studies, this may indicate gaps in the
current research landscape. These areas might benefit from
increased scholarly attention to provide a more comprehen-
sive understanding of their roles in human well-being.

The study of wellbeing through the application of data
science tools encompasses a multifaceted examination of
various key features. In addition to Figure 6, Table 5 is also
presented to provide a more detailed breakdown of feature
categories and their subcategories.

This table lists each of the categories in the left column and
provides a brief description of each category. It also includes
the subcategories that fall under each category, which pro-
vides a more comprehensive understanding of the types of
features studied in the works analyzed.

(1) In the domain of health and healthcare, comprehensive
datasets comprising CT scans, sensors’ data, and EMRs play
a pivotal role, in addition to other features extracted through
surveys to assess health status. These data help facilitate the
early detection of diseases and enable the tailoring of treat-
ments to individual patients, ultimately resulting in improved
healthcare outcomes.

(2) Demographic information, encompassing factors such
as age, gender, and location, emerges as a crucial compo-
nent in understanding disparities in studied samples. This
foundational data serves as a compass, guiding targeted inter-
ventions to address specific needs within diverse populations.
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TABLE 3. Datasets used to study the concept of QoL according to their types by reference.

Referring to Figure 6, it is worth mentioning that these char-
acteristics were employed as supplementary details alongside
information pertaining to a group of individuals.

This included data from social media, the initial section of
the questionnaires, as well as essential patient information in
the conducted research.

(3) Furthermore, subjective wellbeing and mental health
data contribute invaluable insights into an individual’s emo-
tional state, encompassing aspects such as happiness, stress
levels, and overall life satisfaction. SWB features are used in
the four data types, but mostly in social media and question-
naire data.

(4) Economic indicators, such as GDP per capita and
employment rates, are indispensable in understanding the

broader socioeconomic context that influences overall well-
being. These metrics reflect the financial stability of a
region or country and serve as a barometer of access
to education, healthcare, and essential resources. These
attributes have predominantly been examined within an
international framework across 10 studies. In the case
of questionnaires, socioeconomic investigations focused
on individual and household factors such as income and
unemployment.

(5) Social and community dimensions are equally pivotal.
Data on social support networks and community engagement
represent the influence of social connections on an indi-
vidual’s sense of belonging and wellbeing. Understanding
these dynamics empowers communities to develop strategies
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TABLE 4. Datasets used to study the concept of QoL and their size by datatype and reference.
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FIGURE 6. Features used in studied works according to each data type.

TABLE 5. Detailed features for each feature type.

that strengthen bonds, enhance social cohesion, and promote
collective wellbeing.

(6) The analysis of social media data provides a unique lens
into public sentiment and interests, offers valuable insights
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into the collective consciousness of a society, and gives the
ability to discern trends, concerns, and areas of focus within
the broader community.

(7) Through the use of general wellbeing indicators, pol-
icymakers can gain a holistic view of a nation’s overall
wellbeing and compare multiple countries. Examples of these
indicators are included in this table.

(8)Metrics related to education allow us to understand how
access to learning impacts an individual’s opportunities, job
prospects, and income.

(9) Data pertaining to corruption levels and the effec-
tiveness of governance systems are foundational in shaping
transparent and accountable government institutions. These
elements directly influence the equitable distribution of
resources and the delivery of public services.

(10) Environmental data illuminate the far-reaching
impacts of sustainable practices and policies on air and water
quality, public health, and overall quality of life. This infor-
mation is crucial in guiding efforts towards conservation and
sustainable development.

C. PREPROCESSING AND FEATURE ENGINEERING (RQ3)
1) NLP AND SA FOR LABELING AND PREPROCESSING
When dealing with objective concepts included in QoL
indexes, experts from every discipline can resolve the
ambiguity of the QoL indicators relevant to their field of
expertise by defining objective measures. On the other hand,
the challenge is quantifying and measuring subjective well-
being; therefore, various research works on well-being have
been dedicated to using natural language processing tools
for studying SWB and extracting important information from
textual data.

Social media data are the most commonly used datatype,
specifically tomeasure and study subjectivewell-being. Twit-
ter is the most used source for collecting data due to its
available API. Facebook data from my personality project
was used in two papers, as well as SinaWeibo, which is a Chi-
nese microblogging website. Additionally, NLP approaches
were applied to clinical notes and news articles as well.
Social media platforms generate vast amounts of data in real-
time, and NLP tools are used to process and analyze this
data and identify sentiment, trends, and user behavior. These
tools can be applied to clinical notes to extract and analyze
information that is relevant to healthcare professionals. For
example, to identify patient symptoms, diagnose diseases,
and determine the effectiveness of treatments, or to extract
relevant information from electronic health records, which is
used to improve patient care and outcomes.

A variety of natural language processing tools were used
in the context of studying wellbeing, as described in Table 6,
for cleaning, feature selection and extraction, annotation, text
analysis, and topic modeling tasks.

Feature extraction is used for extracting new features from
existing data. These include techniques such as n-grams
and different types of word embeddings such as count/

frequency-based techniques, which include TF-IDF and word
count, in addition to prediction-based techniques such as
Word2Vec and GloVe. Word entropy is effective for text
classification and topic modeling. Each technique has advan-
tages and disadvantages, and the technique used depends
on the task at hand and the nature of the text data. These
strategies are crucial for developing NLP models that can
extract insights and information from textual data.

Labeling or tagging text data is essential for training
machine learning algorithms that can automatically recog-
nize and classify text data. This improves the accuracy and
efficiency of NLP models and enables applications like text
classification and sentiment analysis. Mainly, this is achieved
using a variety of sentiment lexicons and dictionaries that
contain words or phrases associated with labels such as pos-
itive and negative sentiment.

Next, text analysis methods were widely used for studying
textual data, especially LIWC. These types of NLP methods
enable researchers and analysts to extract insights from large
volumes of text data by identifying patterns and trends in text
data that may not be immediately obvious.

Topic modeling was also used for identifying the most
important topics or themes in the studied textual data in ques-
tion, as it is essential for quickly and accurately identifying
the most important themes in a large volume of text data.

Overall, the most used tools are LIWC for text analysis,
followed by TF-IDF for feature extraction. The Hedonometer
andANEWare themost used lexicons, both of which are used
in the labeling task.

Given the prevalence of data related to SWB on social
media platforms, it is possible to conduct research on large
samples and expand the scope of analysis beyond the individ-
ual level to include regional and city-level as proposed in [30],
[32], [36], [37], [38], and [41] and country-level as proposed
by [26], [28], [31], [34], and [42].

Geotagged data, which includes information on the loca-
tion of social media users, enables researchers to expand their
analysis to include larger geographical levels, as illustrated in
Figure 7.
By incorporating location data, researchers are able to track

changes in happiness in different geographical locations.
Additionally, the date of publication of social media posts
can serve as a temporal dimension, allowing researchers to
examine changes in SWB over time.

2) STATISTICAL AND ML PREPROCESSING TOOLS
Table 7 shows the preprocessing and feature engineering
methods that were used in the chosen quality-of-life studies.
It shows the techniques that were used for each task and
the source of each study. It is noteworthy that most of the
works presented in this table achieved the best performances
among the studied works and will be presented in the next
sections.

For social media data, the primary focus lies on NLP
tools, which were covered in the previous part, given the
unstructured and often noisy nature of such data. Thus,
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TABLE 6. Natural language processing methods applied in QoL studies.

TABLE 7. Employed data preparation techniques in other QoL studies.

in this table, other datatypes are presented in terms of
preprocessing.

Two research works using international datasets applied
preprocessing tools [8] and [52]. In [50], a feature selection
technique was employed. While [56] and [59], which based

their research on HRQoL, employed feature selection tech-
niques, only the work of [70], which used a questionnaire,
employed a feature selection technique. It is observed that
there is a limited utilization of tools in studies pertaining to
well-being.

Specifically, for these three types of data, they are
already pre-processed and do not require extensive cleans-
ing and preparation. Additionally, the practice of fea-
ture selection is infrequent, as researchers typically aim
to validate hypotheses concerning the most influential
indicators.

The first category of tasks, cleaning and preprocessing,
includes techniques dealing with multiple aspects of data
preparation, including scaling and data transformation. For
international datasets, the application of techniques like
min-max scaling and one-hot encoding proved to be effective
in standardizing numerical features and handling categorical
variables, respectively.
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FIGURE 7. Social media works using time and location features for
expanding their level of study.

These steps are crucial in ensuring that data from diverse
sources can be meaningfully compared and integrated. The
use of inverse probability weighting in the context of ques-
tionnaires demonstrated its potential for addressing imbal-
ances and rare events, a key consideration in maintaining the
integrity of the analysis.

The second category of tasks, feature selection, involves
identifying the most relevant features or variables in the data
that will be used to train the model.

This is often done through statistical analysis or by
selecting a subset of the most informative and important
features from machine learning algorithms. Feature selection
is important because it helps to reduce the dimensionality of
the data and improve the efficiency of the model.

D. MACHINE LEARNING AND STATISTICAL METHODS
(RQ4)
1) MACHINE LEARNING AND DEEP LEARNING ALGORITHMS
The prediction of wellbeing indicators holds significant
importance in understanding and assessing individuals’
socioeconomic status and overall standard of living. Accord-
ingly, a lot of work has been dedicated to building predictive
models for QoL using artificial intelligence. The integration
of various algorithms, each selected for its unique strengths,
underscores the complexity and multidimensionality of the
QoL concept.

In Figure 8, we observe the most used AI algorithms for
each research goal represented by the studied QoL objective.
We note that machine learning algorithms were more com-
monly employed than deep learning algorithms. Furthermore,
the most used algorithms are SVM and random forests, fol-
lowed byMLP.Additionally, ANN, SVM, and random forests
are the only algorithms utilized for all four dimensions.

For subjective wellbeing, researchers employed a variety
of machine learning techniques, especially linear regression,
NB, SVM, and RF. Multiple algorithms were utilized for
studying SWB in addition to the techniques mentioned in the

previous sections. The most commonly used algorithms for
studying general wellbeing are SVM and SVR, followed by
MLP and random forests.While SVM, LSTM,DT, andKNN,
among other algorithms, were used to study HRQoL. In the
evaluation of urban quality of life, knowledge representation
techniques were employed instead of AI models, which is
why they do not appear in this table. The specific method-
ologies utilized will be elaborated upon in the subsequent
section.

The diversity of algorithms employed in this study reflects
a thoughtful approach towards capturing the intricacies of
eachQoL dimension. For instance, SVM is chosen for general
wellbeing and HRQoL targeted studies, potentially indicating
the presence of non-linear relationships in these dimensions.
This aligns with the broader understanding that these aspects
of QoL can be influenced by a multitude of complex and
interdependent factors.

Random forests, a versatile ensemble learning technique,
find application in general wellbeing and economic wellbe-
ing. This choice suggests an appreciation for the model’s
ability to capture intricate interactions within the data. Logis-
tic regression, on the other hand, is employed for its ability
to predict binary outcomes. In the context of healthcare,
logistic regression can be particularly useful for predicting the
likelihood of an individual experiencing a particular outcome,
such as the presence or absence of an illness or disease. The
inclusion of decision trees and their variants, including DT
and LMT, further emphasizes the importance of classification
algorithms in this context.

Time series models, such as ARIMA, FARIMA, and Holt
Winters, play a crucial role in forecasting economic wellbe-
ing indicators. This underscores the recognition of temporal
patterns as pivotal factors in these particular dimensions.

Deep learning techniques, including MLP, ANNs, LSTM,
RNN, and CNN, are strategically employed for their capa-
bility to capture complex relationships. Their application in
assessing general wellbeing attests to the acknowledgment of
the complex interplay of factors in these dimensions.

The consideration of principal component regression, par-
tial least squares regression,MARS,Gaussian process, elastic
net, and decision table, though less prevalent, implies their
specific utility in addressing unique characteristics or patterns
within the data.

Unsupervised Learning approaches, although less preva-
lent, offer valuable insights into latent patterns within QoL
without the aid of labeled outcomes or predefined target
variables. Among such methods, LDA stands out in topic
modeling, a technique pivotal in identifying and categorizing
abstract topics within large text corpora.

While the emphasis in this part is on predictive models, it is
imperative to acknowledge the application of unsupervised
methods in pre-processing phases, as delineated in (RQ3).
This encompasses the utilization of sentiment lexicons, text
analysis methodologies, and a variety of feature extraction
techniques.
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FIGURE 8. The algorithms used for predicting QoL by type of algorithm, approach, and QoL dimension.

Together, supervised and unsupervised learning method-
ologies provide a holistic approach to understanding and
enhancing QoL across various domains.

2) PERFORMANCE EVALUATION
In order to assess the performance of the AI algorithms they
proposed, researchers employed a variety of metrics. Figure 9
shows the metrics that were most commonly used in the
studied research.

Among classification models, accuracy was the most fre-
quently used metric for predicting quality of life, followed by
F-score and precision.

For evaluating regression models, RMSE was used in nine
papers, R-squared and MAE were used in five and four
papers, respectively, and relative absolute error (RAE) was
used in three papers.

These metrics were used to evaluate the performance of
the proposed machine learning models. Table 8 shows the
performances of the proposedmodels for each QoL objective.
Each row in the table represents a different research work,
and the columns provide information about the data used,
the features selected, the target variable, the best machine

learning model, the evaluation metric used, and the best value
achieved by that model.

For health-related QoL, the KNN model proposed in the
work [59] achieved the best R-squared score of 0,940 for
predicting HRQoL scores in a rare disease. This work used
XGBoost feature importance as feature selection. This is
the highest performance using this metric in the exam-
ined literature, additionally, this model achieved an RAE
of 0.25.

Further, machine learning algorithms achieved the highest
accuracy and precision of 95.4% and 95.6%, respectively.
These results were obtained in the work of [49], which
focused on predicting depression using machine learning
algorithms. This work used an ensemble classifier composed
of ANN, SVM, KNN, and DT. While the work of [60]
achieved the minimum RMSE of 0.2580 using a fuzzy neural
network using HRQoL survey data.

While for predicting general wellbeing, the best accuracy
is 96.42%, which is attained by [52] the ensemble model of
DT, RF, and SVR based on data from the BLI, this work used
the Min Max scaler during the data preparation phase. The
second-highest r-squared in the literature and the best for this
datatype is 0.907, reached by [72] for studying the BLI using
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FIGURE 9. Most used performance evaluation metrics to evaluate the proposed models.

regression analysis, and the minimum RMSE of 0.0656 is
achieved by [8] using LASSO regression for predicting the
World Happiness Index, noting that this work used two data
preparation techniques, namely, one hot encoding and a min
max scaler.

In addition, for economic wellbeing, the minimal MAE
found in the literature is achieved in the work [64], in which a
model to forecast and study determinants of GDP is proposed.

The subjective well-being study is highly dependent on
social media data, as we have presented in the previous
sections. ML algorithms achieved an accuracy of 91.3% in
the work of [42] using LDA for studying Twitter data and
Bayesian net during the data preparation phase; this work
also achieved the best f-score in the literature of 0.9129.
Meanwhile, [28] achieved the best RMSE for applying linear
regression to predict well-being based on the ANEW lexicon
for annotation. And [29] achieved the best MAE score =

0.67 for SWB based on the Big 5 personality features and
RF. Additionally, for studying student SWB, the work of [47]
achieved the highest R-squared of 0.701 by using ANN on
survey data.

In the study of diverse QoL research works, used tools and
algorithms, datasets, and their associated features, it becomes
evident that the choice of features and modeling techniques is
tailored to the specific characteristics of the data and research
objectives.

The selection of models, ranging from traditional linear
regression to sophisticated ensemble methods like random
forests and gradient boosting, highlights the need to capture
and understand complex relationships within the data in order
to enhance accuracy.

In contrast, simpler models such as logistic regression
are preferred when exploring straightforward relationships,
as seen in physical and mental health analyses. The employ-
ment of time series models like FARIMA for economic and
unemployment data showcases the importance of temporal
trends in these domains.

Additionally, the incorporation of text analysis techniques,
including topic modeling using LDA and sentiment analysis
using models like LASSO, underscores the growing impor-
tance of extracting valuable insights from unstructured text
data, particularly from social media platforms like Twitter
and Facebook.

These outcomes collectively demonstrate the adaptabil-
ity of data analysis techniques to diverse datasets, leading
to a deeper understanding of quality of life, health, and
socio-economic indicators in various contexts, ultimately
informing evidence-based decisions and policies.

Overall, the table above provides a summary of different
works and the machine learning models that performed best
in each specific task related to investigating wellbeing dimen-
sions, along with the evaluation metrics used and the values
achieved. It can be useful for comparing different models and
approaches across different datasets and target variables.

3) STATISTICAL ANALYSIS TOOLS
Examining the results obtained from the measurement of
well-being indicators is a valuable approach, particularly for
policymakers, as the use of analytical tools can provide sig-
nificant insights. These tools can help identify the key factors
influencing the standard of living of the studied samples.
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TABLE 8. Performance evaluation of proposed models for each QoL research goal.

In research, various techniques were employed to analyze
quality of life indicators.

Figure 10 categorizes the used statistical analysis tools into
different types based on their purpose, including correlation
and descriptive statistics, statistical tests, regression analysis,
structural models, inferential statistics, analysis of variance,
factor analysis, and other tools.

Each tool is useful in different scenarios and research
questions, and selecting the appropriate tool depends on the
nature of the data and the research question. It is important
to have a good understanding of these tools to conduct effec-
tive statistical analysis and draw valid conclusions from the
data.

The most frequently used technique is correlation mea-
surement tools in 23 research works, especially Pearson’s
correlation, which was used in 15 works and applied to QoL

dimensions. Correlation analysis is a statistical technique
that measures the strength and direction of the relationship
between two or more variables. This approach is commonly
used in research to explore the extent to which two variables
are related. The popularity of correlation analysis in research
reflects its utility in identifying patterns and relationships in
data, which can aid in drawing conclusions and informing
decision-making processes.

Additionally, analysis of variance was employed in seven
research works. By analyzing the variance in the data across
the different groups, ANOVA can determine whether there is
a statistically significant difference between the means of the
groups. Further, regression analysis was also one of the most
used tools, particularly for questionnaires and international
datasets. It is mainly used to model the relationship between
two or more variables.
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FIGURE 10. The statistical techniques used for analyzing QoL data by type and datatype.

In studies focused on subjective well-being, several
key statistical techniques have yielded significant insights.
We note that statistical techniques are mostly applied to this
datatype, whichmakes it the typewith themost preprocessing
techniques and the most statistical techniques. Correlation
measures, especially Pearson Correlation played pivotal roles
in identifying strong associations between various factors and
individuals’ self-reported wellbeing. It is worth emphasizing
that correlation techniques were extensively utilized in stud-
ies pertaining to subjective well-being. This is primarily due
to researchers often augmenting social media data with addi-
tional datasets to explore correlations with various events and
phenomena or other metrics. For instance, the analysis of the
relationship between happiness and gold prices, as previously
discussed in [40].

For general well-being, correlation and descriptive statis-
tics played a significant role in identifying key contributing
factors. Regression analysis proved pivotal in understanding
the collective influence of economic wellbeing, the urban
environment, and societal pressures. These approaches col-
lectively enriched the comprehension of the diverse factors
influencing general wellbeing, which is the second studied

QoL dimension after SWB from the perspective of statistical
tools.

Finally, the judicious selection of statistical techniques
tailored to the unique characteristics of each dimension
of quality of life has yielded substantial insights. These
techniques have empowered researchers to quantify and
understand the relationships between various factors and
the overall wellbeing within each respective domain. From
uncovering subjective perceptions to analyzing objective
indicators, these methods have been instrumental in gaining a
comprehensive understanding of quality of life from multiple
perspectives.

E. QOL MODELING (RQ5)
Modeling and building ontology-driven models of QoL
indicators is a commonly explored challenge in the litera-
ture. Researchers have sought to model or propose indexes
using various methodologies, such as assembling multiple
concepts to form a new ontology-based index of well-being.
Ontology-driven models offer a systematic way to categorize
and integrate various dimensions of well-being, allowing for
a more nuanced analysis and comparison across different
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TABLE 9. Research works on QoL modeling by QoL objective, indicators
and level of study.

contexts. These models are particularly valuable in their abil-
ity to assemble multiple concepts into coherent frameworks
that reflect the complexity of well-being.

The research works, which are illustrated in Table 9, pro-
pose semantic models of quality of life at various levels,
especially city and country levels. Themajority of research on
ontologies in the studied literature focused on the city level,
and the majority of studies used the ISO 37120 index as a
QoUL indicator.

Table 10 shows the works that proposed models of QoL
using a set of tools rather than just discussing the targeted
concept and its different aspects. For this aim, researchers
mainly used ontology. It was used to create a framework
for storing and analyzing data, as well as to explore the
underlying assumptions and relationships between concepts.
Ontology is crucial for modeling quality of life indicators due
to its multidimensional nature.

Most of the works used ontologies; while other works
used other approaches, like in the work [91] which used
fuzzy models and decision-making techniques, [80] used the
MIMIC approach, which is a statistical modeling technique
that is used to explore the relationships between multi-
ple causes and multiple indicators. Further, [94] proposed
a model for storing data based on cutting-edge technolo-
gies such as IoT for collecting HRQoL data, cloud storage,
and blockchain for storing data in a secure way. Addition-
ally, OWL is the most widely used semantic web language,
in addition to SPARQL. The most commonly used tool for
building ontologies is Protégé. Additionally, the implementa-
tion of the ISO 37120 standard allowed researchers to study
and analyze data from the cities that implemented it [77].

V. DISCUSSION
The review of prior literature highlights important contribu-
tions by researchers to measuring and predicting QoL. In this
context, most of the studies proposed artificial intelligence
models to achieve these goals. However, there is still work
to be accomplished to fill gaps and overcome limitations in

TABLE 10. An overview of the used tools to model QoL indicators.

the literature. In this section, we will summarize our findings,
discuss the limitations of the studiedworks, andmake sugges-
tions for future research.

Through this SLR, we have tried to outline the different
proposed approaches to quantifying and analyzing well-
being. The QoL concept can be related to multiple fields and
levels. To reach their objectives, researchers used a variety
of QoL indicators that can be categorized according to the
studied aspect of well-being and the level of the study.

Three levels were identified: individual, city, and country.
The first level is related to the study of happiness for a sample
of individuals. This level is largely related to HRQoL and
SWB. City level is strongly related to the quality of urban
life and, in some cases, SWB. This latter is measured at
this level using large samples of individuals with geotagged
data extracted from social networks. At last, country level
is related to assessing QoL at the national and international
scales.

Researchers addressed quality of life issues by proposing
several approaches. First, they were able to quantify and
predict the quality of life through measures that made the
studied samples comparable, depending on the level of study
in question, by proposing predictive models. Secondly, they
analyzed QoL indicator measures to solve problems, test
hypotheses, and answer research questions related to QoL
domains. This enabled accurate assessment of well-being
and relevant analysis based on cutting-edge algorithms and
statistical methods, which can provide decision-makers with
the right vision to make the necessary decisions and pro-
pose countermeasure solutions. Thirdly, the use of semantic
web tools enabled the development of universal ontological
models for indicators, which help in storing and sharing data
between different entities in a reliable and consistent way.
Figure 11 shows how these approaches are related to multiple
AI concepts.

For instance, machine learning and deep learning algo-
rithms were used by researchers for both predictive and
analytic purposes to build models able to measure, predict,
and analyze QoL indicators. Furthermore, several stud-
ies used NLP techniques and AI algorithms to propose
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FIGURE 11. Artificial intelligence concepts and their use for quality-of-life studies.

sentiment analysis methods capable of interpreting text and
exploring feelings and opinion polarity, particularly for inves-
tigating social media data to assess subjective well-being.
Moreover, regression analysis and statistical tools were used
to build multipurpose analysis models to investigate the
ups and downs, most influential factors, and determinants
of well-being indicators. Additionally, knowledge represen-
tation concepts were used in this context to model QoL
indicators, especially semantic approaches.

To summarize, researchers used multiple approaches,
which we categorize in this figure as: 1) sentimental anal-
ysis approaches; 2) machine learning models; 3) statistical
approaches; and 4) semantic approaches, based on the AI
concepts.

Additionally, multiple types of data were used to achieve
research objectives. These datatypes can be categorized into
four groups, which are: social media, questionnaires, inter-
national datasets, and HRQoL data, which includes clinical,
EMR, and sensor data. Social media data and questionnaires
are the most used in data-driven research works compared to
international and HRQoL. We emphasize the diversity of the
employed data sources, to which the researchers contributed.
In many research works, authors had to build questionnaires
with specific questions to assess the targeted QoL indicators
in their research, notably when measuring SWB and HRQoL.

While in some works, multiple types of data were used
when primary data missed important aspects to achieve
research objectives, researchers were forced to use additional
datasets and investigate correlations to overcome the data’s
limitations and test hypotheses in order to achieve research
goals. In summary, studying quality of life using various data
types is a multidimensional endeavor that requires creativity,
adaptability, and a diverse set of data collection approaches.
Researchers in this field must navigate the absence of

standard datasets by employing methods such as web scrap-
ing, extracting data from reports and available APIs, and
considering qualitative data to gain a holistic understanding
of well-being. Each data type has its advantages and limi-
tations, and the choice of method depends on the research
questions and objectives at hand. However, it is essential
to consider the potential limitations and biases inherent in
each use case when drawing conclusions or making policy
recommendations.

In this review, we concluded that QoL indicators can be
categorized into: 1) economic well-being, which is directly
related to economic measures such as GDP and can be
based on data from multiple international databases such
as the World Bank, OECD websites, and the WHI report;
2) health-related quality of life, which is defined as a cou-
ple of well-being measures related to a specific disease or
health condition and is mainly related to assessing the health
status of individuals using HRQoL data; 3) subjective well-
being, which is a measure of happiness, satisfaction with
life, and subjective components of well-being, is mainly
measured based on social media data by applying sentiment
analysis and text mining approaches; 4) Quality of urban life
is an assessment of living standards in a given city based
on well-defined indicators of QoL and city services; and 5)
general well-being, which can be related to multiple levels,
is a combination of multiple aspects of quality of life used to
form an index.

The primary contribution of researchers in the QoL study
is building sentimental analysis models using cutting-edge
NLP methods. These models allow the measurement of the
subjective well-being of groups of people based on thousands
to millions of social media posts from Twitter, Facebook,
and Sina Weibo. In this context, researchers faced many
challenges related to the non-standardization of languages
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on social platforms. Several NLP methods, including LIWC
for text analysis and LDA for topic modeling, were used to
address these issues.

Researchers conducted several experiments aiming to
assess standards of living using a wide variety of ML and DL
algorithms such as RF, SVM, and ANN, which are the most
used in the literature and the best performing ones, including
KNN, Lasso regression, linear regression, and logistic regres-
sion. We noted that deep learning algorithms were not widely
used due to the small size of QoL data in some contexts.
In this case, data augmentation can be applied and interpreted
before applying DL algorithms, which can also increase the
performance of the predictive models.

The current landscape of machine learning within the
realm of QoL assessment suggests a significant reliance on
supervised learning for its predictive strength. While this
has yielded many insights, there remains a considerable
gap in utilizing unsupervised learning to its full potential.
Unsupervised learning’s power to discover hidden patterns
without pre-labeled outcomes could unlock new dimensions
of QoL that are not apparent through supervised methods
alone. Methods such as clustering, association rule mining,
and anomaly detection could identify unexpected correlations
and trends that might escape traditional supervised models.

Additionally, various statistical analysis techniques were
used to study and analyze well-being indicators, which
yielded rich insights, most notably regression analysis and
Pearson correlation. Another contribution is modeling qual-
ity of life indicators while taking advantage of semantic
web technologies, especially OWL, SPARQL, and Protégé.
Specifically at the city level, these languages and tools were
used to propose semantic models based on QuoL, primarily
on ISO 37120.

However, these models and techniques were applied to a
limited number of quality-of-life indicators, especially at the
country level, which are: the world happiness index, the bet-
ter life index, the human development index, gross national
happiness, and GDP. While many other indicators were
not investigated, such as the Happy Planet Index, Genuine
Progress Indicator, Where-to-Be-Born Index, and Legatum
Prosperity Index, a deep study must be conducted to reveal
the reason behind the lack of research on these indicators.

Furthermore, after examining quality of life indicators
projected on those levels, we discovered that studying QoL
from these perspectives can be sufficient for meeting vari-
ous development and sustainability goals on all three levels.
Nevertheless, the research on quality of life did not address
the level of households, which is a very crucial level. More
research on household QoL can provide important insights,
considering households as important components of every
society. Hence, the Demographic and Health Surveys (DHS)
proposed an indicator named the DHS Wealth Index [99].
Using this index, artificial intelligence techniques can be
used to reveal multiple aspects of well-being at this level of
study.

Despite the fact that several sentiment analysis models
have been proposed to measure subjective well-being indica-
tors, no global quality of life index uses this technology as an
official measurement tool for SWB. These proposed models
have to be considered by policymakers and international orga-
nizations that publish QoL indicators, especially those that
rely on survey data, since social media can offer more repre-
sentative information on millions of users than surveys based
on a limited number of respondents. Notable advantages of
NLP models over questionnaires include the ease of their
implementation and the ability to reach a large sample of par-
ticipants. Traditional surveys and questionnaires often require
significant time and resources to design, distribute, and col-
lect responses. Conversely, NLP models can autonomously
process big data from various sources, including social media,
APIs, forums, and online reviews, offering a faster and more
scalable approach to gathering insights about individuals’
experiences and perceptions at larger scales. Moreover, one
of the most interesting approaches found in the literature is
expanding the level of study from the publications of individ-
uals to study happiness at the city and country levels. Further,
the advanced NLP capabilities of Large Language Models
(LLMs) can enable the nuanced analysis of vast amounts
of textual data, from social media sentiment to qualitative
interviews, offering new insights into human well-being.
This potential makes LLMs a valuable tool for exploring
the complex dimensions of QoL, identifying patterns and
trends in public perceptions, attitudes, and experiences. This
could significantly enhance our understanding of well-being,
informing more effective policies and interventions. This
approach aligns with the evolving needs of interdisciplinary
research in capturing the multifaceted nature of human life
quality.

Lastly, a semantic model of quality of life, especially at the
country level, should be developed similarly to the city-level
model. Therefore, the efforts of international organizations
should be unified to build a universal model that describes
quality of life components in the best possible way. This will
make the analysis and prediction of well-being easier and can
help policymakers and organizations interested in enhancing
the welfare and quality of life of populations.

In QoL research, the impact of practical implications
often surpasses that of conceptual implications. While con-
ceptual implications are crucial for advancing theoretical
understanding and shaping the academic discourse surround-
ing well-being and life satisfaction, practical implications
directly influence the lives of individuals and communities.
The practical insights gleaned from such research have the
power to inform policies, interventions, and programs aimed
at enhancing the overall well-being of populations. By offer-
ing data-based recommendations and actionable strategies,
quality of life research with applied AI models can lead to
immediate improvements in areas such as healthcare, educa-
tion, urban planning, and social services. Therefore, in this
context, the real-world impact of practical implications stands
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as a cornerstone in the pursuit of enhancing the well-being of
society.

VI. CONCLUSION
In order to raise the standards of living for people worldwide,
a fair assessment of their mental andmaterial well-beingmust
be realized. Data mining tools and the vision of data scientists
are required for the attainment of this goal. In this paper,
we examined the research works to identify the various AI
approaches used in the literature to investigate the concept of
QoL.

This SLR is an exhaustive work that can help researchers in
the QoL domain. A deep analysis of objectives, approaches,
datasets, and indicators is provided. Therefore, we concluded
that data scientists may provide insights about the most
important indicators through sentimental analysis, machine
learning algorithms, and semantic tools. Proposed models
can investigate affecting factors, explain ups and downs, and
estimate future outcomes of QoL indicators at various levels.
Predictive ML models can assist policymakers and interna-
tional organizations in making the best decisions to ensure
that people have a better standard of living. More impor-
tantly, the use of sentiment analysis based on NLP and ML
has enabled the assessment of subjective well-being directly
from the large amount of social media data in the connected
world. We have systematically examined effective method-
ologies and significant scholarly contributions. Additionally,
we have outlined the existing research gaps pertaining to
a spectrum of factors, including used datasets, algorithms
and methods, and QoL indicators and levels. Subsequently,
we presented deficiencies in research and proposed possible
solutions.

For future research, we aim to examine how the indicators
and their sub-indicators relate to each other in order to create
a comprehensive model of general well-being. Additionally,
we plan to use more social media information to gather and
structure details for creating models basing on cutting-edge
methodologies such as LLMs for studying happiness using
NLP and ontologies.

Moreover, universal models can help standardize the
assessment of SWB, thus making it comparable. Following
that, we aim to suggest a detailed model of well-being that
covers individuals, cities, and countries levels from multiple
perspectives. Additionally, exploring how text mining and
computer vision tools can help us investigate overlooked
aspects of quality of life and create new sources of data.

VII. LIMITATIONS
In order to comprehend the scope and general applicabil-
ity of the results, it is crucial to recognize the limitations
of the current study. The study did not include projections
on the problematic aspects of the Internet of Things. Other
researchers may offer alternative viewpoints regarding the
challenges and opportunities associated with IoT beyond
those considered in this study. Moreover, since conclud-
ing data collection, advancements may have occurred in

pertinent fields, notably in areas such as LLMs. Recent
research or methodologies introduced post-2022 might offer
supplementary insights or perspectives not addressed in this
study. Furthermore, language barriers may have resulted in
the exclusion of non-English publications, which might intro-
duce bias into the analysis in some contexts. Although these
limitations do not invalidate the results of the study, they
must be acknowledged while interpreting the findings and
evaluating their relevance to other populations and contexts.
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