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ABSTRACT In view of the low segmentation accuracy for small-scale object and insufficient segmentation
of local boundary for semantic segmentation methods based on Deep Learning, this paper proposes an
image semantic segmentation approach based on attention mechanism and feature fusion. On the basis
of ensuring the overall accuracy, the segmentation accuracy of small-scale object and local boundary is
improved, and it meets the requirement of accurately segmenting the object in the complex background.
Firstly, an image semantic segmentation model based on hybrid cascade and feature fusion is proposed, and
the hybrid concatenation and multi-cores pooling methods are used to extract deeper semantic information.
Then, a cross-stages fusion approach is designed to divide the backbone network of the encoder stage in
the network and the improved Atrous Spatial Pyramid Pooling module into three stages to fully utilize the
different semantic information of the shallow and deep layers. Thirdly, the attention mechanism is introduced
into the hybrid cascade and feature fusion image semantic segmentation network model, and image semantic
segmentation model based on cross-stages and attention mechanisms is explained. Self attention is added to
channel attention enhances the connection between feature maps, and one-dimensional convolution in the
spatial attention mechanism is used to increase the spatial receptive field. The final results on the public
dataset PASCAL VOC2012 and SUIM show that MIoUs have reached 86.68% and 61.55% respectively,
and it proved that the overall accuracy of the approach proposed in this paper is higher than other ones.

INDEX TERMS Semantic segmentation, hybrid cascade feature fusion, detailed attention mechanism, deep
learning.

I. INTRODUCTION
Image semantic segmentation has always been an important
research direction in image processing. Although traditional
methods are more mature than Deep Learning (DL), there is
still a big gap in accuracy and speed. Meanwhile, semantic
segmentation based on Deep Convolutional Neural Networks
(CNNs) has attracted more and more attention [1], [2], [3],
[4]. DeepCNNs do not only improve the recognition accuracy
of image classification, it also plays a great role in promoting
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the structured output of local tasks, including the genera-
tion of target boxes in object recognition and the detection
ofobject key points [5], [6], [7], [8]. The application of Deep
CNNs to image semantic segmentation technology has great
significance for improving the application of this network
in scene understanding and classification [1], [9], [10], [11],
[12], [13]. Although the current research progress has made
a lot of achievements, the approaches on image semantic
segmentation still have the problem that some details are lost,
which leads to poor segmentation effect of small-scale object
and unclear segmentation of object boundary under complex
background conditions [12], [14], [15], [16].
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In 2012, Krizhevsky et al. proposed an AlexNet architec-
ture where ReLU was proposed as the activation function
and dropout is introduced to reduce the overfitting phe-
nomenon. At the same time, the local response is standardized
to enhance the generalization performance of the network
model. The use of large amounts of training data and
GPU parallel computation is the AlexNet’s innovation which
greatly improves the accuracy of image classification [17].
In 2014, Long et al. put forward the Full Convolutional
Networks (FCN) [18]. Different from the traditional CNN
model, FCN abandoned the full connection layer, and it
superimposed the convolutional layer and the pooling layer
together to form a complete CNN. In the training process
of the network, FCN will adjust the step of each convolu-
tional layer in the network and the size of the pooling layer
according to the input image to ensure that the network can
process any size of the input image. In the inference phase,
FCN gets a pixel-level output of the same size as the original
image by propagating the entire image forward. In 2015,
Ronneberger et al. proposed an U-Net model, which is often
used in medical segmentation [19]. U-Net network adopted
the method of copy clipping to connect encoder and decoder,
which can effectively transmit low-level information and thus
improve the accuracy of segmentation results. However, the
disadvantage of U-Net is that the encoder can only perform
local operations and cannot integrate the global information
of the image.

Lin et al. established the RefineNet network which suc-
cessfully solved the problem of information loss in 2016
[20]. The RefineNet network model utilized multi-resolution
feature fusion techniques to utilize features from different
scales preferably. Specifically, RefineNet extracted features
at different levels and fused these features together based on
a series of submodules to generate semantic segmentation
results. However, the disadvantage of this network is local
missing images. Chen et al. [21] proposed DeepLabv1, which
is the first-generation version of DeepLab series model.
DeepLabv1 used the full convolutional network and void
convolution to improve the accuracy of segmentation results.
This version of the model was trained and tested on the
PASCALVOC2012 dataset, on which it achieved state-of-
the-art results at the time. In 2017, Zhao et al. established
a PspNet network, which used pyramid pooling module to
process feature maps in a cascading manner and integrate
information among different scales and subregions [22]. The
prior information and the original feature map are added
and input into the final convolution module to complete the
prediction. Chen et al. [23] improved the DeepLabv1 network
model and proposed DeepLabv2 in 2017. It adds Atrous
Spatial Pyramid Pooling (ASPP) and Conditional Random
Field (CRF) to DeepLabv1 model to improve the quality of
segmentation results. ASPP can capture different features of
object at multiple dimensions, while CRF can add contextual
information to the segmentation results.

In December of the same year, Liu et al. proposed
DeepLabv3 based on DeepLabv1 and DeepLabv2 [24].

DeepLabv3 further improved the core in DeepLabv2 and
introduced new techniques to improve the accuracy and
efficiency of the segmentation results. It used Deformable
ConvNets to replace empty convolution, and Batch Normal-
ization and Depthwise Separable Convolution were used to
improve the efficiency of the model. In 2018, Chen and his
team proposed the DeepLabv3+ network model. The net-
work model used the structure of DeepLabv3 as the encoder
to extract rich context information of images, and it explored
the cavity convolution of different expansion rates in ASPP
module to obtain the feature maps of different sizes of sensi-
tive fields. In 2019, Takikawa et al. [25] proposed an approach
called ‘‘two-stream’’ convolutional networks. The fusion of
two kinds of information can improve the accuracy and
robustness of image semantic segmentation. The advantage of
this approach is able to handle two different types of features
simultaneously, and reduces conflict and duplication between
features.

Graph-fcn network was proposed by Lu et al. in 2020
[26], which used the middle feature layer of semantic seg-
mentation network to build a Graph network model for
solving effectively the problem that local location informa-
tion may be lost in the process of feature extraction. Recently,
Ding et al. [27] proposed SCARF semantic segmentation
model in 2021, which adopted multi-level feature extraction,
including local feature, global feature and contextual feature.
In 2022, Song et al. [28] proposed the FLANet network,
which used a single similarity map combined with spatial and
location coding to solve the feature loss problem in non-local
attention modules.

In recent years, there had been many researches on seman-
tic segmentation based on deep learning, but there are still
some problems such as large amounts of computation, poor
segmentation of small scale object and discontinuity of local
boundary segmentation in complex background. Aim to
improve the segmentation precision of small scale object and
local boundaries, we make the contributions as follow:

(1) Inspired by DeepLabv3+ network, this paper improves
the ASPP module as encoder to network model for obtaining
deeper and richer semantic information.

(2) The method of cross-stage feature fusion is used to fuse
the shallow and deep features extracted from each level to
improve the accuracy of semantic segmentation.

(3) A detailed attention mechanism module is designed to
integrate the feature information of different scales to sup-
press the meaningless features and enhance the meaningful
ones.

(4) The network model designed in this paper improves the
segmentation accuracy of both small-scale object and local
boundary by comparing on the open data set of semantic
segmentation.

II. IMAGE SEMANTIC SEGMENTATION BASED ON
CONVOLUTIONAL NEURAL NETWORK
CNNs adopt the design idea of convolutional kernel param-
eter sharing, which greatly reduces the number of network
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parameters compared with other neural networks, thus
decreasing the overfitting problem that often occurs in the
training stage. DeepLabv3+ is a typical semantic segmenta-
tion model based on CNN.

Compared with other DeepLab series semantic segmen-
tation models, DeepLabv3+ has a great improvement in
segmentation accuracy and speed. The encoder part of
DeepLabv3+ extracts the image feature information from the
Deep Convolutional Neural Network (DCNN), and uses the
atrous convolution of different expansion rates in the Atrous
Spatial Pyramid Pooling (ASPP) module to obtain the feature
map of different sizes of sensory fields.

In the decoder part, the low-resolution features extracted
from DCNN are fused with the high-resolution features
upsampled to aggregate the context information of differ-
ent regions, and the spatial information is recovered with
3× 3 convolution and 4 times bilinear interpolation to obtain
the prediction image with high precision. The network struc-
ture is shown as Figure 1.

FIGURE 1. DeepLabv3+ model structure.

III. IMAGE SEMANTIC SEGMENTATION MODEL BASED
ON HYBRID CASCADE AND FEATURE FUSION
In order to solve the problem that semantic segmentation
model is not effective in considering image segmentation
under complex background, we propose an image semantic
segmentation model based on hybrid cascade and feature
fusion. The network is based on DeepLabv3+ [29]. The
backbone network adopts a lightweight network Xception
developed by MSRA team, which is combined with the
improved hollowASPPmodule to improve the feature extrac-
tion ability of the model. Feature extraction module and
image resolution recovery module form the network model
structure of the resolver to realize semantic segmentation of
image objects. The improved ASPP introduces multi-core
pooling module, and extracts deep semantic information by
hybrid cascade, so as to improve the model ability to acquire
target information under complex background. Figure 2
shows the network structure based on hybrid cascade and
feature fusion.

A. BACKBONE NETWORK
The function of the backbone network is to extract the
features of the input image initially, and then carry out

convolution processing to take out the rich semantic fea-
tures of the input image. The current semantic segmentation
network models pursue the balance between segmentation
accuracy and real-time, so the lightweight network with
strong generalization is usually adopted. In this paper, the
highest precision lightweight network Xception is used to
extract the preliminary features. In order to reduce the number
of parameters in the network and the problem of excessive
calculation, DSC is used to replace the conventional convo-
lution in the FCN structure. In DSC operation, each input
channel will carry out the convolution operation with the
corresponding convolution kernel, and get an intermediate
feature layer equal to the number of convolution cores. Then
in the point by point convolution stage, these intermediate
feature layers are added point by point, and finally the out-
put feature map is obtained. Compared with the traditional
convolution operation, this convolution operation can reduce
the computation amount, which is shown as (1).

DK × DK ×M +M × N
DK × DK ×M × N

=
1
N

+
1

D2
K

(1)

where the size of the convolution kernel is represented byDK ,
M and N respectively represent the number of channels and
the convolution kernel in the input feature graph. In (1), the
denominator and numerator represent the computations for
ordinary and DSC respectively, and the number of param-
eters for a DSC is at most 1/D2

K of that for the ordinary
convolution. In addition, the structure of Xception adds batch
normalization processing and activation functions after each
3 × 3 depth separation of convolutional layers to speed up
network training. Figure 3 shows the structure of Xception.

B. IMPROVED ASPP MODULE
ASPP module uses three DSCs with different convolution
kernel sizes to extract features of different scales, as shown in
Figure 4. However, due to the sparse distribution of sampling
points in the feature layer of ASPP, a lot of detail informa-
tion will be lost. Moreover, only extract shallow semantic
information can be extracted by ASPP module, it affects
the segmentation effect of the network in the complex
background.

The improved ASPP module introduced in this paper uses
the hybrid cascade approach to realize the feature information
sharing among the branches, so as to obtain more rich deep
semantic information, and improves the ability of the network
model to acquire the object in the complex background. After
the first pooling operation, the multi-scale feature map is
obtained by average pooling of different scales to further get
the relevant information of local features and edge details.
The structure of improvedASPPmodule is shown in Figure 5.
The improved ASPP module takes the feature map

extracted by the deep CNNs as the input, and extracts the
feature by using the atrous convolution with three different
expansion coefficients (6,12,18). In the atrous convolu-
tion, one or more pixels are separated between the pixels
inside the kernel, which can increase the Effective Receptive

VOLUME 12, 2024 62367



Z. Du, Y. Liang: Research on Image Semantic Segmentation

FIGURE 2. Image semantic segmentation model based on hybrid cascade and feature fusion.

FIGURE 3. Network structure of Xception.

FIGURE 4. ASPP module.

Field (ERF) of the convolutional kernel. The calculation for-
mula of atrous convolution is shown in (2).

gi,j(xℓ) =

Cℓ∑
C=0

θ
i,j
k,r ∗ xCℓ (2)

FIGURE 5. ASPP module.

where gi,j is the convolution operation of output characteristic
figure, xℓ is the characteristic map belong to channel c of ith
row and jth column, and θk,r is the atrous convolution with
convolution kernel size k and expansion rate r .

The extraction of semantic information of different scales
by atrous convolution can effectively solve the problem of
information loss. Subsequently, the obtained feature maps are
mixed cascaded using the cavity convolution of three expan-
sion coefficients (6,12,18), which aims to increase the deeper
features of model, expand the ERF of the network model,
and strengthen the model ability to acquire object in complex
background. At the same time, the improved ASPP uses
multi-core pooling module to further extract features after
pooling operation and strengthen the relation of each sub-
interval. Finally, the feature map obtained by the multi-core
pooling module is fused with the feature map obtained by the
hybrid cascade mode.

The improved ASPP module extracts the semantic infor-
mation of depth features after the original feature map
obtained by three times atrous convolutions, which can
improve the recognition ability of the overall object features
in the complex background. The structure diagram of differ-
ent extraction methods is shown in Figure 6.
Although the parallel type can achieve multi-scale feature

extraction, the pixel utilization rate is low, however, the series
structure can not obtain multi-scale semantic information.
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FIGURE 6. Cascade operations in different ways.

Therefore, we adopt a hybrid cascade approach to extract
multi-scale features from images and expand the receptive
field of the network. The extracted output result of each layer
with a smaller cavity rate will serve as the input for the
next layer with a larger cavity rate, thereby improving the
utilization rate of image feature information. The sensitiv-
ity calculation formulas of parallel and hybrid cascades are
shown as (4) and (5) respectively.

P = K + (K − 1) × (d − 1) (3)

Pparallel = max[P1,P2,P3] (4)

Phybrid = P1 + P12 + P123 (5)

where K is the size of the convolution kernel, P is the size
of K after the atrous convolution, and d is the expansion
coefficient.Meanwhile,P1,P2, andP3 represent the receptive
field sizes at R = 6, R = 12, and R = 18, respectively.
P12 represents the size of the receptive field after R = 6 and
R = 12. P123 represents the size of the receptive field after
R = 6, R = 12, and R = 18. Obviously, it can be obtained
that Phybrid > Pparallel.
In the improved ASPP, the multi-core pooling module is

introduced to process the feature image. The input feature
map is average pooled according to different scales, and then
the pooled results are spliced together to obtain a multi-scale
feature representation. The specific operation mode is shown
in Figure 7. The function of the multi-core pooling mod-
ule is to enhance the sensing ability of NN for targets of
different scales and realize the gradual refinement of target
features. More detailed local information can be obtained by
the feature block averaging pooling, which makes the model
understand the image more comprehensively.

C. DECODER AND LOSS FUNCTION
The task of decoder is to recover and supply the information
by the resolution of the feature map. In order to improve the
feature information of the image, it is necessary to combine

FIGURE 7. Multi-core pooling module.

the high and low layer semantic feature maps to make up
the information that may be lost by the encoder. Bilinear
interpolation is a commonly used upsamplingmethod. A con-
tinuous function on a discrete grid is firstly decomposed into
two one-dimensional continuous functions in the horizontal
and vertical directions. Then, for a given discrete coordinate
point, the four points adjacent to it among the four nearest
discrete grid points around it is found, and the function values
of these points should be interpolated. Two values of the adja-
cent points are obtained by horizontal linear interpolation,
and then the final result is obtained by linear interpolation
of these two values in the vertical direction, as shown in
Figure 8.

FIGURE 8. Schematic diagram of bilinear interpolation.

Suppose that Q11 = (x1, y1), Q12 = (x1, y2), Q21 = (x2,
y1),Q22 = (x2, y2), the linear interpolations of the x direction
are shown as (6) and (7).

f (R1) =
x2 − x
x2 − x1

f (Q11) +
x − x1
x2 − x1

f (Q21) (6)

f (R2) =
x2 − x
x2 − x1

f (Q12) +
x − x1
x2 − x1

f (Q22) (7)

The linear interpolation of the y direction is shown as (8).

f (P) =
y2 − y
y2 − y1

f (R1) +
y− y1
y2 − y1

f (R2) (8)
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FIGURE 9. Decoder module.

The decoder structure is shown in Figure 9. Convolution
is used to reduce the dimensions of the feature map. The
featuremap obtained from the backbone network is combined
with output based on the improved ASPP. Softmax activation
function is used to predict the final result.

The cross-entropy loss function can naturally handle class
imbalance problems during training because of assigning
higher loss to misclassified samples. The function checks all
pixels one by one and compares the predictions and label
vectors.

PL = −

∑
C
yt log(yp) (9)

The loss of entire image is the average of the loss per pixel,
where yp is the predicted result and yt is the correct result.
When the predicted probability distribution of the network
model designed in this paper is exactly the same as that of the
actual label, the cross entropy loss is 0. Otherwise, the greater
difference between the probability distribution predicted by
the model and the probability distribution of the actual label,
themore the cross-entropy loss. Therefore, during the training
process, the model optimizes the prediction effect by mini-
mizing the cross-entropy loss of all pixel positions.

IV. SEMANTIC SEGMENTATION MODEL BASED ON
CROSS-STAGE AND DETAILE ATTENTION MECHANISM
In order to solve the problems of small-scale object and
unclear boundary segmentation in semantic segmentation,
we introduce the Cross-Stage Feature Fusion and Detailed
Attention Mechanism (CFF-DAM) module is introduced on
the basis of the hybrid cascade and feature fusion image
semantic segmentation model. In CNNs, shallow feature
maps have higher resolution and contain more small-scale
object information and detail.

We divide the network model into three stages which fuse
the image semantic information of different stages, and use
two skip connections to splice the feature maps. It can not
only solve the problem of gradient explosion effectively, but
also strengthen the correlation between low and high level
features.

The feature map output in the encoder stage contains
detailed feature information such as target positions and
edges, although there are also a lot of meaningless feature

information which greatly affects the effect of semantic seg-
mentation. The attention mechanism module can be adjusted
the weight of each pixel according to different context infor-
mation, which helps the network to focus more effectively on
meaningful features.

Based on convolutional attention mechanism, the fully
connected layer is replaced by the self-attention mechanism
which can strengthen the feature dependence of image chan-
nel dimension. The alternative approach can extract useful
feature more efficiently and enhance the representation of
the model. Then, a 7 × 7 convolution of the spatial atten-
tion mechanism is fused with the feature graph obtained by
one-dimensional convolution to increase the receptive field of
the network model, thus improving the segmentation ability
of small-scale object. The overall structure of model is shown
as Figure 10.

A. DESIGN OF CROSS-STAGE FEATURE FUSION
The ASPP improved by encoder is divided into three stages.
With two jump connections, the feature map is spliced into
channels to compensate for the information lost due to
insignificance, which realizes CFF.

As shown in Figure 11, Stage1, Stage2 and Stage3 repre-
sent shallow semantic information feature extraction stage,
middle semantic information feature extraction stage, and
deep semantic information feature extraction stage. CFF
enables the network model to fully acquire the semantic
information of different stages, and enhances the ability of
the network model to obtain the feature information of small-
scale object. The calculation formula of cross-stage is shown
as follow.

H (x) = Concat(H (x1);H (x2);H (x3)) (10)

where H (x) is the output feature map, H (x1), H (x2) and
H (x3) are the output of feature maps of Stage1, Stage2 and
Stage3, and Concat( ) is the channel splicing. It can retain
the semantic information of the first two stages through cross-
stage fusion.

B. IMPROVED CONVOLUTION ATTENTION MECHANISM
Each channel of convolutional attention mechanism is a
response to a certain feature, and there is some relationships
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FIGURE 10. Image semantic segmentation model based on cross-stages and detailed attention mechanism.

FIGURE 11. Cross-stage feature fusion.

between these features. In the channel attention mechanism,
the fully connected layer is used to obtain the channel
weight. However, it is difficult to take into account the
correlation between features, and the non-local method of
self-attention mechanism can directly capture a larger range
of dependencies from the relative positions between semantic
pixels.

In this paper, the middle fully connected layer of channel
attention module is replaced with a self-attention mechanism
to improve the representation ability of the model, so that
the model can learn richer and more representative features
from the input data. The function of spatial attention mecha-
nism in convolutional attention mechanism is to focus on the
location of key information, and the size of receptive field
directly affects the segmentation effect of small-scale object.
The improved convolutional attention mechanism module is
shown in Figure 12.

Suppose that the input feature map be F ∈ RC∗H∗W ,
through the improved channel attention, the feature graph
obtains the weights and multiplies them by weighted input
tensors. Secondly, the feature graph F1 obtained in the

previous stage is input into the improved spatial attention
module, and the spatial attention weights are obtained and
weighted to obtain the final feature graph F2.

F1 = MC (F) ⊗ F (11)

F2 = MS (F1) ⊗ F1 (12)

The improved channel attention module first converts the
input feature graph into the tensor form of C × 1 × 1, and
then goes through the operation of the mean-pooling and
max-pooling to extract the important information of different
feature maps. The pooled feature graph is mapped to three
feature vectors Q(Query), K(Key) andV(Value) through three
different 1 × 1 convolutions. A weight matrix is obtained
by matrix multiplication of the Query and Key branches.
Then, the relationship feature graphs between each chan-
nel are obtained by Softmax function. By multiplying the
feature map with Value, invalid features are suppressed and
important features are enhanced, and the global context infor-
mation in semantic segmentation task is get. The formula for
calculating the self-attention score matrix A is shown
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FIGURE 12. Improved convolutional attention mechanism module.

as follow.

A = soft max(
QKT
√
d

) (13)

MC (F) = σ (A⊗ V ) +Min (14)

where MC (F) be the feature map of output channel atten-
tion mechanism module, Min be the feature maps with
mean-pooling and max-pooling, and d be the dimension of
the feature map.

The spatial attention module firstly performs global
max-pooling and mean-pooling operations respectively in
channel dimensions, and then fuses feature graphs from
different pooling modes through convolution layers with con-
volution kerns of 7 × 7. The weight MC of spatial attention
is acquired by calculating the Sigmoid nonlinear activation
function. However, the approach is still insufficient for divid-
ing the receptor field of small-scale object. It is divided into
two sub-branches. While retaining the 7× 7 convolution, the
convolution kernel of 1 × a + a × 1 and a × 1 + 1 × a
are respectively used in the second branch for convolution
operation, and they are fused to form a dense connection in
the a×a region. This operation is more suitable for receiving
global information, enlarging the receptive field of the model,
and improving the ability of network to acquire small-scale
object. The expression of the calculation process is shown
in (15).

MS (F) = σ (f 7×7(FSmax;F
S
avg) ⊗ f 1(FSmax;F

S
avg)) (15)

where f 7×7 be a convolution operation with a size of 7 ×

7 convolution kernel, be f 1 the Sigmoid nonlinear activation
function. The output feature graph F2 can be expressed by
the input feature graph F through the channel space attention
network.

F2 = MC (F) ⊗MS (F) (16)

where MS (F) and MC (F) are the improved spatial atten-
tion mechanism and improved channel attention mechanism
respectively.

V. EXPERIMENTAL RESULTS AND ANALYSIS
A. DATASET OF PASCAL VOC2012 AND SUIM
PASCALVOC2012 dataset focuses on the object in the actual
scene, and the data provided is available for supervised learn-
ing. The pictures and corresponding labels are provided to
complete image classification and detection, image segmen-
tation, human action classification and human body parts
detection.

The dataset can be divided into 4 categories and 20 sub-
categories. Among the 2913 images, 1464 ones are used
as the training set of the network. Each subcategory of
PASCALVOC2012 dataset uses a different color value, for
example, black represents the background, red refers to the
plane, green represents the train, purple represents the dog,
and white refers to the unknown area in the label. The image
visualization is shown in Figure 13.

FIGURE 13. Visualization of PASCAL VOC2012.

SUIM is a dataset for semantic segmentation of underwater
image. In underwater environment, semantic segmentation
faces special challenges, such as light attenuation, scattering,
noise, and marine organisms, which make it more difficult
to correctly extract semantic information from underwater
image. SUIM dataset contains 1525 training and verification
pictures and 110 test set pictures. The visualization of SUIM
dataset is shown in Figure 14.
Since the two datasets above provide less training data, data

enhancement techniques can be used to extend the sets. Data
enhancement can not only enhance the generalization and
robustness of network, but also reduce the risk of overfitting.
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FIGURE 14. Visualization of SUIM.

B. EXPERIMENTS ENVIRONMENT
The detailed configurations of experiments are shown in
Table 1. The image resolution is 512 × 512, and the setting
of hyper-parameters is as follows: batch_size = 4, epoch =

300, and the initial value of the learning rate is 0.001.
With the increasing of the number of training epoch, the

learning rate will be reduced to 1/2 of the original one if
the loss value of the validation set does not change after
3 consecutive epoch. In addition, the network model in this
paper uses cross-entropy as a loss function and sets the param-
eter to finish training early. When the validation set has no
change in loss value after 20 epoch, the training will stop,
and this operation can effectively reduce the repetition of
training.

TABLE 1. Experiments environment configuration.

C. EVALUATION INDEX
In this paper, the Mean Intersection over Union (MIoU)is
used to evaluate the experimental results. MIoU operates sum
and average of each type of IoU [30], [31].

IoU =
TP

TP+ FP+ FN
(17)

MIoU =

∑classes
k=1 IoUi

classes
) (18)

IoU represents the intersection between the results values
predicted by the network and the true value. TP is the true
positive, FP represents the false positive, and FN represents
the false negative. The sets relation is shown in Figure15, and
label is the set of true labels, and pred is the set of predicted
result.

MIoU =
1

k + 1

k∑
i=0

pii∑k
j=0 pij +

∑k
j=0 pji − pii

(19)

FIGURE 15. Representation of sets relation.

D. EXPERIMENTAL RESULTS ANALYSIS OF IMAGE
SEMANTIC SEGMENTATION MODEL BASED ON HYBRID
CASCADE AND FEATURE FUSION
From traditionalML approaches, we choose TermFrequency–
Inverse Document Frequency (TF-IDF), Naive Bayes (NB),
Support Vector Machine (SVM) and Random Forest (RF)
as baseline methods, and three other models of TextCNN,
TextRCNN and Transformer from Deep Neural Networks.

In this paper, VGG16, ResNet50, MobileNetV2 and Xcep-
tion are selected to carry out experiments as backbone
network of encoder, andXceptionwith the highest accuracy is
selected as the backbone network of the design model in this
paper. The comparison results are shown in Table 2, which
lists the values of MIoU and frames per second respectively.
It can be seen that the MIoU of Xception reaches 82.45%.

TABLE 2. Comparison of different backbone networks.

In order to verify the impact of the improved ASPP mod-
ule on the model performance, the ablation and comparison
experiments of the multi-core pooling module and different
parallel cascade modes are carried out. The experimental
results are shown in Table 3. Compared with the parallel
and series approaches, the MIoU of hybrid cascade one is
0.22% and 0.73% higher respectively. The network model

TABLE 3. Ablation experiments of image semantic segmentation model
based on hybrid cascade and feature fusion.
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TABLE 4. Evaluation results based on F1-score index.

with multi-core pooling module has improved the evaluation
index by 0.36% compared with the model without the mod-
ule. The experiments prove that the improved ASPP module
designed in this paper is 1.94% higher on MIoU.

In order to verify the validity of the hybrid cascade and
feature fusion model (Ours1) proposed in this paper, IoU and
MIoU are compared with seven classical semantic segmen-
tation network models such as DeconNet, PspNet, FCN and
DeepLab. The comparison results are listed in Table 4.

As shown from Table 4, the IoUs of the model pro-
posed in this paper are superior to other models in most
categories such as Aerop, Bootle, Chair, Car, Cow, Dog,
Person, Sheep, Sofa and Train. Compared with DeconNet,
PspNet, FCN, DeepLab, MsefNet, SegNet and DeepLabv3+,
the overall accuracy of the model we designed is 10.68%,
2.88%, 23.28%, 19.08%, 7.78%, 25.58% and 1.98% higher
respectively. The MIoU of the network model proposed in
this paper reaches 85.48%, which is higher than the seven
classical semantic segmentation networks, and it proves that
our model can effectively improve the overall accuracy.

The visualization comparison of the image semantic seg-
mentation based on hybrid cascade and feature fusion(Ours1)
with different network models such as FCN, PspNet, Decon-
Net is shown in Figure 16. The first images in each row are the
original input images, the second ones are the labels, and the
third to last images are the segmentation result maps based
on different approaches respectively.

Compared with other models, the improved image seg-
mentation method (Ours1) has higher overall accuracy, better
visualization effect of semantic segmentation, which reduces
the incidence of false segmentation in images.

E. EXPERIMENTAL RESULTS ANALYSIS OF IMAGE
SEMANTIC SEGMENTATION MODEL BASED ON CROSS-
STAGE AND DETAILDE ATTENTION MECHANISMS
In order to verify the effectiveness of the cross-stage fea-
ture fusion, we conduct ablation experiments on two jump

FIGURE 16. Visualization comparisons of different network models.

connections divided into three stages, where x represents the
cross-stage fusion from Stage1 to Stage2, and y represents the
cross-stage fusion from Stage2 to Stage3. The final experi-
mental data are shown in Table 5.

TABLE 5. Comparison of cross-stage fusion.

From Table 5, the MIoU of the image semantic segmen-
tation model based on hybrid cascade and feature fusion
reaches 85.72% through cross-stage fusion. The experiment
proves that cross-stage feature fusion can effectively fuse
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semantic information of different stages and improve the
accuracy of network.

In order to verify the influence of the improved convolu-
tional attention mechanism module, the ablation experiments
are conducted on the basis of the image semantic segmen-
tation approach based on hybrid cascade and feature fusion
after cross-stage fusion(Ours2), and other attention mech-
anisms were selected for comparison experiments. For the
improved spatial attention mechanism (Ours), the effect of
the one-dimensional convolution value a = 9 is the best one.
The final experimental data are shown in Table 6.

TABLE 6. Comparisons between improved attention mechanisms and
other ones.

It can be seen that the attention mechanism can effectively
improve the overall accuracy of the network model. The
accuracy of the attention mechanism module designed in
this paper added to the SUIM dataset reaches 61.55%. Com-
pared with SE, coordinate attention and CBAM, the improved
attention mechanism model are improved by 4.17%, 1.7%
and 1.43% respectively on SUIM dataset. In the PAS-
CALVOC2012 dataset, the accuracy reached 86.68%.

The visual comparison results of the final network (Ours3)
with other networkmodels are shown in Figure 17. The visual
comparisons of the first three rows are the PASCALVOC2012
dataset and the other rows are the SUIM dataset. It can be
seen that the segmentation results of the proposed model for
the human head part and the horn part in the images are more
precise than other models on the PASCALVOC2012 dataset.

SUIM dataset is a dataset image taken underwater with
complex background. Compared with other models, our
model designed has improved the effect of false segmen-
tation. The reason is that the network model in this paper
uses long-distance dependency information and focuses on
important features. It improves the characterization ability of
networks and enhances the ability to distinguish categories.

In the segmentation results of small-scale object, the per-
formance of the network models are shown in Figure 18.
Among them, the first column represents the original images
of the small-scale object, the second column are the labels,
and the third one are the segmentation results of Ours3model.
It is clear that Ours3 can effectively segment small-scale
object.

FIGURE 17. Visualization comparisons of different models.

FIGURE 18. Visualization of small scale object segmentation.

Figure 19 is the visualization segmentation effects of Ours3
on the PASCALVOC2012 dataset and SUIM underwater
dataset. The first and fourth columns are the original images
of PASCALVOC2012 and SUIM dataset, the second and fifth
columns are the labels, and the third and sixth columns are the
operation result graphs.
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FIGURE 19. Segmentation visualization of Ours3.

TABLE 7. Precision comparisons of semantic segmentation models in
PASCAL VOC2012 dataset.

TABLE 8. Precision comparisons of semantic segmentation models in
SUIM dataset.

In order to verify the effectiveness of Ours3, the MIoU
evaluation index is compared with other approaches, and the
experimental results are shown in Table 7. It can be seen
that the accuracy of Ours3 is the highest among all models.
Compared with semantic segmentation methods such as Psp-
Net, DeconNet, DeepLabv3+ and GCRF, the results using
attention mechanism and feature fusion are 4.08%, 11.86%,
3.14% and 13.41% higher, respectively. It is 1.45% higher
than the current SOTA method [15].

The training and test results under SUIM dataset are
shown in Table 8. It can be seen that the accuracy of Ours3
is superior to other networks. Compared with DeepLabv3,

PspNet, DeepLabv3+ and GCANet, the results have respec-
tively increased by 19.83%, 17.14%, 9.12% and 4.21%.
Moreover, experimental results show that the proposed
method has reached the current level of SOTA.

VI. CONCLUSION
In this paper, the image semantic segmentation model based
on hybrid concatenation and feature fusion is proposed. The
overall architecture of network adopts an encoder-decoder
structure, where the ASPPmodule is improved in the encoder.
The hybrid concatenation and multi-core pooling approach
is used to extract deeper semantic information, better inte-
grate global multi-scale context information, and improve the
overall segmentation accuracy of object. Cross-Stage Feature
Fusion is designed to divide the backbone network of the
encoder and the improved ASPP into three stages. By using
the jump connection, the feature map of each stage is fused.
While it enables the network model to fully utilize the dif-
ferent semantic information of the shallow and deep layers,
and enhances the dependency between features. Thereby the
segmentation accuracy of small scale object is improving.

The image semantic segmentation model based on cross
stage and detailed attention mechanisms is proposed. Atten-
tion mechanism is introduced into the hybrid cascade and
feature fusion image semantic segmentation network, and the
improvements are made on the CBAM. Adding self attention
to channel attention enhances the connection between feature
maps, and using one-dimensional convolution in the spatial
attention mechanism to increase the spatial receptive field,
which enriches the information of feature map and enhances
the representation ability of network. MIoU of the model we
presented has reached 86.68% on PASCAL VOC2012 and
61.55% on SUIM dataset. Experiment results have shown
that the overall accuracy of our model is higher than existing
methods, which proves the effectiveness of ours.

There are still some follow-up works for improvement in
this research. The image semantic segmentation approach
designed in this paper adopted decoding structure, and
introduced a variety of feature fusion techniques to obtain
features at different stages. However, there has been no taking
into account the importance difference of the features at
each stage. In the future, the loss functions of multi-stages
can be added to training for learning. The network model
we proposed had relatively strong segmentation ability for
small-scale target and boundary, and the model will be
lightweight design for pruning and KD to reduce the redun-
dant information in the network.
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