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ABSTRACT Extracting knowledge from texts is crucial for enriching everyday knowledge. Constructing
a knowledge extraction environment requires comprehensive processes, such as data generation, data
processing, and model and framework design. However, these processes require significant effort in
low-resource environments where shared data are not published. Currently, there is no environment that
can design an entire knowledge extraction framework and perform step-by-step experiments even with
unlimited resources. Thus, this study proposes a method for building a cost-effective knowledge extraction
environment. In particular, we present a low-cost, high-quality method for annotating a corpus for knowledge
extraction, in which data sharing is unavailable. The dataset collected using this method improves the
performance of knowledge-extraction system models. Specifically, the co-reference resolution and relation
extraction performance were improved by 10% and 18.9%, respectively. Additionally, the entire knowledge
extraction system was evaluated using sequential multitask learning, and the performance was improved by
5% as each trained model was introduced.

INDEX TERMS Crowdsourcing, knowledge base, knowledge extraction, low-resource environment.

I. INTRODUCTION
Recent progress in machine learning and natural language
processing (NLP) has advanced the field of knowledge
extraction from unstructured text. Knowledge extraction is
vital in such areas as information retrieval, natural language
understanding, and knowledge management. Various large-
scale knowledge bases, such as DBpedia [1], YAGO [2], and
Wikidata [3], play a significant role in numerous knowledge-
extraction endeavors. Enhancing a factual knowledge base
through knowledge extraction requires addressing questions
regarding entity identification and their interrelations. There
is a substantial body of research on knowledge extraction
in both English [4], [5], [6], [7], [8] and Chinese [9], [10],
focusing on critical models such as entity linking [11] and
relation extraction [12]. These models are crucial and often
complemented by entity discovery [6], [13], co-reference
resolution [14], [15], [16], [17], and knowledge valida-
tion [18], [19] to improve accuracy and comprehensiveness.

The associate editor coordinating the review of this manuscript and

approving it for publication was Ramakrishnan Srinivasan .

Advanced deep learning architectures, including LSTM [16]
and transformers [17], [20], are increasingly employed
throughout the knowledge extraction process. However, these
sophisticated models require extensive annotated datasets for
optimal performance.

In this context, three primary factors are pivotal for
the knowledge extraction framework: the framework itself,
constituent models, and training data for each model.
The framework integrates various models into a cohesive
knowledge extraction system, defining the inputs/outputs
for each model to enhance the overall system efficiency.
However, the pipeline nature of these systems means that
errors can propagate from one model to the next, potentially
diminishing the system performance. Thus, there is a critical
need for high-quality, labeled data to train these models
effectively.

However, compiling a corpus that facilitates the sequential
training and evaluation of all models within a knowledge
extraction framework remains challenging. This difficulty
arises from the disparity in shared data across different
sources, even in languages with abundant resources such as
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English [21], [22], [23]. Furthermore, models often serve
diverse purposes, complicating the assessment of overall
performance owing to error propagation through various
stages.

This study outlines a comprehensive design and its
implementation in a knowledge extraction framework in a
low-resource setting, emphasizing data collection through
practical experiments. We introduce a four-phase crowd-
sourcing strategy for a unified corpus, covering entity
mention detection, entity linking, co-reference resolution,
and relation extraction. These phases aim to enhance the
recall of discovery models by identifying additional entities
within the texts. Moreover, we explore the application of
this framework to low resource Korean data, evaluating the
experimental outcomes and annotated data requirements,
alongside the robustness of the models without annotated
data. The findings suggest that model performance depends
heavily on the quality and quantity of training data. This
method could significantly benefit low-resource knowledge
extraction environments, as demonstrated by a Korean case
study, showcasing the efficacy of the proposed approach.

II. KNOWLEDGE-EXTRACTION ENVIRONMENT
This section outlines the environment for knowledge extrac-
tion that encompasses the framework, models, and data
necessary for training each model. We begin by addressing
the challenge of compiling a corpus that supports the
sequential training and evaluation of models within a
knowledge extraction framework, underscoring the need for
high-quality and accurately labeled data.

A. COST-EFFECTIVE CORPUS CONSTRUCTION
We developed a dataset from crowdsourced texts of Korean
Wikipedia by employing distant supervision (DS) following
the methodology proposed by Mintz et al. [24]. DS is a
machine learning strategy used to automatically annotate
large volumes of unlabeled data. The underlying principle of
DS is that if a text segment mentions an entity recognized
to have a specific association in a knowledge base, this text
can be assigned the corresponding label. DS are frequently
utilized in supervised learning contexts to facilitate the
training of models for various tasks, including sentiment
analysis and named entity recognition. The application of
DS for automatic data labeling significantly expedites the
annotation process, enabling the creation of substantial high
quality datasets for NLP tasks, particularly in languages with
scarce resources.

Our approach involved extracting paragraphs eligible for
DS annotation, as well as their preceding paragraphs, to serve
as primary data. For example, if DS-derived data came from
paragraph V of a Korean Wikipedia article, we included
paragraphs I-V as the source material for crowdsourcing.
This strategy allowed us to generate knowledge extraction
datasets at both paragraph and document levels, extending
beyond mere sentence-level data. Although platforms sucn
as Amazon Mechanical Turk [25] and Figure Eight [26]

FIGURE 1. Overview of the knowledge extraction and crowdsourcing data
collection process.

have seen extensive use for English language crowdsourcing
efforts, analogous initiatives for the Korean language have
been scarce, posing challenges in engaging native Korean
speakers in these tasks.

To overcome this hurdle, we turned to CrowdWorks,1

a premier Korean crowdsourcing platform renowned for
its capacity to recruit and manage crowdsourced labor
effectively. Our demanded that participants have specific
linguistic capabilities and qualifications. Leveraging the
CrowdWorks platform enabled us to enlist registered Korean
speakers who possessed the requisite skills, thereby ensuring
that the tasks were completed efficiently and effectively.

Fig. 1 illustrates the combined knowledge extraction
and crowdsourcing data collection methodology used in
this study. The methodology encompasses two principal
components. The initial phase involves the crowdsourcing
task, during which annotators complete and submit their
tasks, followed by an automatic quality control phase
that applies various strategies to verify the accuracy and
consistency of the annotations. In the initial crowdsourcing
phase, annotators are recruited via a crowdsourcing platform
and tasked with a series of annotation activities. This phase
is organized into four distinct steps: entity/mention detection,
entity linking, co-reference resolution, and relation extraction
annotation, with the outcome of each step forming the
next. This sequential approach yields a more integrated
and thorough knowledge extraction process than if the data
collection is conducted independently for each step.

In the first step, annotators identified potential entity
mentions within the text. The second step involves linking
the identified mentions to entities in a knowledge base. The
third step required annotators to find pronouns, demonstrative
determiners, and antecedents of newly identified entities
from the first step. In the final step, annotators analyzed
textual cues to ascertain the relationships between entities.
The Generalized Inference (GI) protocol, which comprises
rules, guidelines, or procedures for effectively synthesizing
and analyzing inputs from numerous contributors to make
predictions or conclusions, was applied across all tasks.
The subsequent subsections further detail the operational
specifics of the crowdsourcing work environment for these
four phases.

The automatic quality control phase leverages several
automated mechanisms such as trap questions, estimation of

1https://www.crowdworks.ai/ko/
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FIGURE 2. Interface for entity detection annotation; all instances of the
annotation interface are presented in Korean. Nonetheless, these
interfaces are designed to be easily adaptable to additional languages.
(Image (a) displays the interface’s original homepage screen, whereas
image (b) has been translated from Korean into English to facilitate
comprehension.)

worker quality scores, and adjudication to oversee and uphold
the quality of the annotation work. Prior to starting their tasks,
the annotators underwent training with tutorials and practice
tests. To assure high-quality annotations, each task, known
as a ‘‘hit,’’ is distributed among several annotators. Quality
control measures include assessing annotator reliability
through trap questions, inserted by experts at intervals of
every seven to ten hits. The quality assurance process
involves excluding the last seven to ten hits of any annotator
who fails to meet the predetermined threshold, with repeat
offenders removed from the project. Automated tools were
introduced at each stage to offer guidance that could lower the
complexity level of the task, with comprehensive descriptions
provided in each respective phase.

1) ENTITY DETECTION
Within the field of NLP, entity detection involves identifying
real-world objects or concepts referred to as entities, such
as individuals, organizations, or places mentioned in a text.
Fig. 2 illustrates the design of the annotation interface
for entity detection. The interface displays the source text
by paragraph in the upper-left section. For the Wikipedia
content, texts highlighted with Wikipedia-related details
(words colored in green) were presented to the annotators.
This feature enabled annotators to easily discern which

FIGURE 3. Annotation interface for entity linking. (Image (a) displays the
original screen of the homepage, whereas image (b) has been translated
from Korean into English to enhance understanding.)

mentions needed to be tagged (words highlighted in blue),
as they read the text and reviewed the example entities in real
time. Upon identifying an entity mention, the annotator chose
its category from 16 predefined categories (person, field
of study, theory, artifact, organization, location, civilization,
event, year, time, quantity, profession, animal, plant, material,
and term) commonly utilized for Korean named entity
recognition tasks. This procedure assisted annotators in
understanding the entity types and applying tagged data in
the named entity recognition task. To reduce the chance of
overlooking an entity mention, each paragraph was assigned
to two annotators. Trap questions are employed in entity
detection to continually monitor the quality of the work
performed. Assigning two annotators to each task was crucial
because even experienced annotators might not detect all
entities flawlessly. Furthermore, the same entity can be
annotated with varying degrees of detail and as different
entity types, depending on the context and the annotator’s
interpretation. The final dataset was compiled by integrating
the contributions of the two annotators.

2) ENTITY LINKING
Entity linking entails associating the mentions of entities
within a text with their corresponding entries in a knowledge
base. Fig. 3 shows the layout of the annotation interface
for entity linking. The interface shows the text with entity
mentions highlighted in green at the top of the screen.
Below, annotators were presented with a list of abstracts
corresponding to potential entity candidates. These abstracts
aimed to facilitate a better understanding of the context,
thereby increasing the likelihood of correctly matching
mentions to entities. Each option set included ‘‘Not in
candidate’’ and ‘‘Not an entity’’ choices along with the
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candidate entity abstracts. The ‘‘Not in candidate’’ optionwas
selected when an appropriate match could not be found, and
‘‘Not an entity’’ was chosen for incorrectly tagged mentions.
These options serve not only to ensure the collection of
accurate data but also to aid in creating a dataset for the
entity discovery task, which involves adding new entities to
the knowledge base.

Entity candidates were automatically identified from the
KBox knowledge base, which encompasses entities listed
on Korean Wikipedia [27]. This provided a comprehensive
resource for linking textual mentions to real-world entities.
To promote quality control, annotators were encouraged to
perform self-assessment of their entity-linking tasks, a prac-
tice aimed at preserving the quality of their submissions. Each
paragraph of the text was assigned to a single annotator.

3) CO-REFERENCE RESOLUTION
Co-reference resolution, a pivotal task in NLP, involves
determining which mentions within a text refer to the same
entity or concept. This task shows variable performance
across languages, with English achieving a peak accuracy
of 73%, whereas Korean trails achieve 58% [16], [28]. The
relatively modest success rate in co-reference resolution
implies a significant risk of errors being transferred to
subsequent stages, such as relation extraction. Additionally,
the prevailing guidelines for generating and annotating data
for general-purpose co-reference resolution are intricate,
incorporating numerous rules that annotators must adhere
to [29] and [30]. The complexity of establishing mention
boundaries and identifying co-referential relationships poses
a substantial challenge for data annotation, especially when
carried out by the general public who may not have
professional training in this area.

To mitigate these challenges, our approach restricts the
types of target mentions to named entities, pronouns,
or definite noun phrases that are essential for knowledge
extraction tasks. In Korean, a definite noun phrase typically
consists of a demonstrative determiner coupled with a noun
that collectively serves to reference an antecedent [31]. This
focus on named entities, pronouns, and definite noun phrases
exclusively is strategic because these elements are crucial
for knowledge extraction. Named entities represent the
foundational components of knowledge extraction. Pronouns
and definite noun phrases are predominantly used to refer
back to previously mentioned entities, offering a more
intuitive and straightforward framework for determining the
range of mentions and their co-references. Consequently,
prior research on Korean co-reference resolution has sim-
ilarly constrained the scope of mentioning these specific
elements [31], [32].

Fig. 4 shows the design of the annotation interface for
the co-reference resolution. Initially, mentions were extracted
based on predefined rules. Named entities were carried over
from the entity-linking phase, whereas pronouns and definite
noun phrases were automatically identified with a 99% recall

FIGURE 4. Annotation interface for co-reference resolution. (Image
(a) displays the original screen of the homepage, whereas image (b) has
been translated from Korean into English to enhance understanding.)

FIGURE 5. Interface for Relation Extraction Annotation. (Image
(a) displays the original screen of the homepage, whereas image (b) has
been translated from Korean into English to enhance understanding.)

rate, facilitated by straightforward detection rules. Within the
annotation interface, automatically identified mentions are
highlighted in the upper left section. Annotators contribute by
selecting a mention that might serve as an antecedent. Then,
choosing between the options ‘‘No antecedent’’ or ‘‘Entity
error’’ to indicate their findings.

If a co-reference resolution is unachievable owing to
the absence of an antecedent within the present paragraph,
annotators have the option to click on the ‘‘Show previous
paragraphs’’ button located in the upper left section. This
action reveals all the preceding paragraphs, enabling the
annotator to locate and tag an appropriate antecedent. This
functionality is crucial for facilitating co-reference resolution
at the document level, allowing for a more comprehensive
understanding of the text structure and entity relationships.
Each paragraph was assigned to a single annotator for the
evaluation.

4) RELATION EXTRACTION
Relation extraction involves identifying the relationships
between pairs of entities within a text. Fig. 5 shows
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TABLE 1. Entity detection and linking corpus.

the configuration of the annotation interface for relation
extraction. This phase differs from earlier ones as it focuses
on discerning the relationships between entities identified and
labeled in preceding tasks rather than grouping co-occurring
entities. To gather data for relation extraction, we employed
the DS method [24], expanding our dataset from individual
sentences to all paragraphs. This expansion enables entity
pairs that appear across different sentences to be captured.

Each relationship (or property) utilized in the DS data
collection process was assigned concise English labels as
stipulated by the DBpedia ontology schema. To eliminate
any potential confusion in interpreting these properties,
we presented them in the form of straightforward yes/no
questions phrased in natural language. The definitions for
each property were derived fromWikidata’s descriptions. For
example, the property birthPlace was rephrased as ‘‘the
birth location of a person, animal, or fictional character.’’
In this phase, each annotator was tasked with a relation
extraction dataset comprising 15 such questions on average.

B. RESOURCES
Ontological knowledge extraction depends on a foundational
knowledge base that serve as a critical resource for tasks such
as entity linking and relation extraction. This foundational
base guarantees that the extracted information aligns with the
predefined schema of the knowledge-base. For our purposes,
we selected KBox [27], an extension of the Korean DBpedia,
as our reference knowledge base.

Table 1 provides basic statistics for the entity detection
and linking dataset that we compiled in comparison to the
AIDA/CoNLL dataset [33], which is extensively utilized in
English-speaking regions. Using the crowdsourcing approach
detailed in Section III, we gathered 2,574 document-level
samples, yielding a dataset nearly twice the size of the
AIDA/CoNLL dataset. To evaluate the effectiveness of
our crowdsourcing model, we created 434 expert-reviewed
document-level gold standard datasets, featuring fewer words
per document than the training dataset. Mentions that lacked
appropriate definitions were categorized as ‘‘Not in candi-
date,’’ whereas mistakenly identified entities were labeled
as ‘‘Not an entity.’’ An empty candidate was automatically
designated for mentions that did not have any identified
associated entity candidates.

Table 2 shows the fundamental statistics of the
co-reference resolution dataset gathered in this study along
with those of the CoNLL-2012 dataset [30], which is exten-
sively utilized in English-language research. This dataset was

TABLE 2. Co-reference resolution corpus.

TABLE 3. Relation extraction corpus.

developed from source texts, wherein entities were identified
and linked by annotators to demonstrate the presence of
antecedents in the same document. Candidates for pronouns
and demonstrative determiners were identified using a
pronoun-extraction tool. We amassed 1,480 document-level
samples, amounting to slightly less than half the volume of
the CoNLL-2012 dataset. Following the completion of the
crowdsourcing effort, a gold standard dataset reviewed by
four experts was established for model evaluation purposes.

In this context, a mention chain (A) denotes the count of
mentions that have antecedents, whereas a reference chain
(B) signifies the total number of distinct entities to which the
mentions refer, organized by grouping. The ratio of mention
chains to reference chains per document in the CoNLL-
2012 dataset was 4.6, compared with 3.3, in our dataset.
This suggests that, on average, an entity was mentioned
approximately 3.3 times within a document in our model.

Table 3 outlines the basic statistics of the relation-
hip extraction dataset used in this study. We identified
113 extracted relations within the dataset, a figure signifi-
cantly exceeding those found in TAC-KBP (41) and NYT10
(51), which are commonly used for relation extraction
tasks in English. Our dataset facilitated the identification of
relationships between entity pairs across different sentences
by utilizing paragraph level DS. The source data were
derived from Korean Wikipedia and KBox, with an observed
average noise level of 49.5%. Notably, the deathPlace and
birthPlace relations exhibited exceptionally high noise levels
at 97% and 96% respectively, indicating that a model
trained solely on DS data might struggle to accurately
determine the relationships between these two types of
entities. To evaluate the efficacy of the relation extraction
model, four experts from Telecommunications Technology
Association2 generated 3,190 gold standard datasets for
relation extraction, utilizing both the Korean Wikipedia and
the newly compiled corpus.

C. KENet: KNOWLEDGE EXTRACTION FRAMEWORK
The architecture of KENet is shown in Fig. 6. KENet
processes textual sources to extract factual knowledge

2https://www.tta.or.kr
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FIGURE 6. Overview of a knowledge extraction framework.

through a series of components: textual data analyzer,
relation extractor, and validator. The textual data analyzer
comprise an NLP tool, an entity linking and discovery
model, and co-reference model. Its primary function is to
identify entities within the text and group these entities
and noun phrases, including pronouns, by analyzing their
anaphoric relations. This analysis is crucial for preparing
the input for the subsequent relational extraction phase. The
relation extractor component then takes the entity information
prepared by the textual data analyzer, forms all possible
pairs from these entities, and determines the relationships
between each pair. A key feature of this component is the
not-a-relation (NA) filter, which evaluates whether a given
entity pair’s relationship is specified within a predefined
dataset of relations. Following the extraction of the relations,
the validator or confidence filter–assesses the extracted
relations based on their scores. This filtering process ensures
that only the most reliable triplets are retained. The final
output consists of factual knowledge validated through
this rigorous process. A controller seamlessly integrates
these components, functioning as a regulatory mechanism
that adjusts the threshold for relation extraction based on
predefined criteria, and determines the operational status of
the model. This architecture ensures a systematic approach
for factual knowledge extraction from textual sources.

1) ENTITY LINKING AND DISCOVERY
Entity linking involves associating a specific entity e with a
mention m from a knowledge base containing an entity set
E. Entity discovery [34] involves performing NIL clustering
for mentions that cannot be linked to any entity within a
knowledge base. NIL clustering groups mention the same
new entity from different sources.

The proposed method for entity linking and discovery is
divided into three sub steps. Initially, a mention detection
model identifies potential entity candidates that could cor-
respond to mentions in the knowledge base. Subsequently,
the model searches among these candidates for the entity
to be linked and evaluates their linking scores for the best
match. For the entity-detection and linking tasks, we adapted
the model of Le and Titov [11] for the Korean language.
This model examines candidate mentions extracted from
document mention M to explore the possible connections
between the context and each candidate. Let K represent the

FIGURE 7. Entity encoder for a new entity.

number of relations, and let candidate set Ci correspond to
mentionmi withinM . The model computes the score of each
candidate using a local scoring model that incorporates an
attention mechanism for context words around mi to align
with cij ∈ Ci. In the pairwise scoring model, the scores
for pairs of entity candidates are calculated by applying K
relation matrices for each candidate pair (mi and mj). The
scores derived from the candidate-context and candidate-
candidate assessments were then aggregated to identify the
highest-scoring entity set within the document. To tailor this
model to the Korean language, we employed the techniques
of Le and Titov [11] using 300-dimension GloVe for word
embeddings and Gupta et al. [35] for entity embeddings.

Subsequent to linking, entity discovery is executed to
identigy entities eligible for registration as new entries. These
entities are temporarily stored in a cache knowledge base
which is a provisional repository for newly identified entities.
An entity migrates to the main knowledge base when its
ontological relationship with existing entities is established
through relation extraction. The registration of a new entity
in the cache includes its representative name, mention of
the surface form, entity type, and entity embedding. The
process for generating the embedding value utilizes an entity-
embedding encoder, as illustrated in Fig. 7.

2) CO-REFERENCE RESOLUTION
Co-reference resolution is the process of identifying when
different expressions refer to an entity. This task is crucial
in natural language understanding because words such as
pronouns, demonstrative determiners, or abbreviations often
refer back to previously mentioned entities (antecedents) in
various forms. Successful grouping of all expressions that
point to the same entity enhances text comprehension and
is vital for thorough knowledge extraction, as entity linking
alone might not capture all pertinent information. The task
involves linking antecedents to a given mention m, where
an antecedent y could be either a preceding entity or a
dummy antecedent. Dummy antecedents are considered in
cases where the text span either does not represent an entity
mention or represents one, but does not refer to any prior
mentions.
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To tailor the co-reference model for the Korean lan-
guage, modifications were made to the model presented
by Joshi et al. [17]. These modifications include break-
ing the token level input vectors into morpheme-level
representations, retraining three word-embedding models
(Word2Vec, ELMo, and character embedding) using the
Korean Wikipedia corpus and incorporating named-entity
recognition for eachmention as an additional feature. The key
parameters of the adapted model include the use of tje Adam
optimizer for optimization, a second order model for word
representation, a two-layer feedforward neural network with
250 dimensions each, and an LSTM with a 250-dimension
hidden state. The feature and character embedding vector
sizes were set to 40 and 24 dimensions, respectively.

3) RELATION EXTRACTION
Relation extraction is the process of identifying the rela-
tionship between two entities in a sentence. This task is
fundamental to transforming natural language sentences
into structured knowledge. For instance, from the sen-
tence ‘‘Mark Zuckerberg is the founder of Facebook,’’ a
relation extraction system would identify the relationship
as Founder(Facebook, Mark Zuckerberg). Each
relation is supported by a set S r, classifying two entities into
one of the predefined relations R upon receiving an instance
x. Relation extraction has been extensively explored, and
addressing theNA (Not Applicable) problem is crucial from a
knowledge extraction standpoint. This involves determining
whether the relationship between the two entities in a
sentence belongs to the predefined relation set R.
The knowledge extraction framework processes plain

text, identifies all entities, and extracts relationships for
all possible entity pairs. For instance, in the sentence
‘‘The Restol Special Rescue Team aired on Tooniverse and
Arirang TV,’’ the relationship between Tooniverse and
Arirang TV should be classified as NA, indicating no
direct relationship. However, this sentence also allows the
extraction of a valid relationship channel(The Restol
Special Rescue Team, Arirang TV). Addressing
relation extraction with NA classification poses challenges,
as the relevance of entity pairs grouped in the same sentence
varies, requiring a nuanced understanding of the context
surrounding each entity pair.

In this study, we developed a model aimed at addressing
the challenge of relation extraction, including cases with
NA relations, as shown in Fig. 8. The core component
for handling NA relations is a binary classifier based on
BERT, finely tuned for the specific task of relation extraction,
leveraging the methodology proposed by Soares et al. [12].
During the fine-tuning process, special tokens were inserted
before and after an entity was mentioned in the input
sentence. Relationship classification relies on the embedding
of a special [CLS] token designed to encapsulate the
sentence’s overall meaning. The role of the NA filter is to
ascertain whether the relationship between two entities in a
given sentence is part of a predefined set of relationships.

FIGURE 8. Architecture of the relation extractor with NA filtering.

To train this model, we utilize the relation extraction dataset
curated via crowdsourcing, as detailed in Section II-B.
Performance evaluation of a set of held-out data demonstrated
an accuracy rate of 76%. Texts that successfully passed
through the NA filter were then processed using the relation
extraction model to identify and extract the final triple
relationship.

4) KNOWLEDGE VALIDATION
Knowledge validation involves s the confirmation of the
accuracy of a given set of facts. In this study, we employed
several methods to validate this knowledge:

• Schema and instance-based domain/range filtering:
This approach validates triples based on constraints
defined in an ontology schema. Because some domains
and ranges were not explicitly defined in the schema,
we supplemented this method with instance-based
filtering, which relies on the statistics of the A-box.

• Positive correlation using knowledge base triple
embedding: Following the method of Kim et al. [36],
this technique learns the embedding of knowledge-based
triples and validates the target triple by ensuring
a positive correlation with other triples within the
embedding space.

• Negative rule mining: Inspired by Ortona et al. [19],
this method learns negative rules between knowledge-
bases triples. For example, for a parent(A, B)
triple, the model validates the relationship based on the
learned rule that A’s birth date cannot be earlier than that
of B’s.

III. EXPERIMENT AND ANALYSIS
This section details the findings of our investigation into
the development of a cost-effective knowledge extraction
framework tailored for low-resource settings. This section is
divided into subsections focusing on the different facets of the
framework’s performance and utility. Initially, we explored
how accurately the framework identified correct answers
during the knowledge extraction process. Subsequently,
we evaluate the performance of our KENet framework,
including assessments of individual components, such as
entity linking and co-reference resolution. In addition,
we scrutinized the crowdsourcing data utilized in this study
and assessde the impact of the NAfilter on relation extraction.
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Finally, we draw comparisons between the results of the
relation extraction in English and our findings. Through
this comprehensive analysis, we aimed to showcase the
efficacy and cost efficiency of our framework in facilitating
knowledge extraction in environments with limited resources.

A. IDENTIFICATION OF THE CORRECT ANSWER
To gauge the effectiveness of our knowledge extraction
framework, we begin by testing its capability to accu-
rately identify entities across various sentence structures.
Specifically, we examined the framework’s performance in
extracting entity relationships from sentences that fell into
four distinct categories.

• Simple pattern: A sentence that follows a straightfor-
ward pattern, such as ‘‘Mark Zuckerberg, is edu-
cated at Harvard.’’ In this case, the relationship
between entities is clear and easy to identify, and the
correct answer should be education.

• Logical reasoning: A sentence that requires logical
reasoning to infer the relationship between entities, such
as ‘‘Malan is a Harvard professor who taught Mark
Zuckerberg there.’’ In this case, the system needs
to understand the context and use logical reasoning
to determine the correct relationship, which should be
education.

• Co-reference reasoning: A sentence that uses co-
references to refer to the entities, such as ‘‘Eduardo and
Mark Zuckerberg are close friends and they studied
together at Harvard.’’ Here, the system needs to
correctly identify the co-referential relationship between
‘‘Eduardo’’ and ‘‘Mark Zuckerberg’’ and recognize
that they are both related toHarvard in the correct way,
which should be education.

• Commonsense reasoning: A sentence that requires
commonsense reasoning to determine the relation-
ship between entities, such as ‘‘Mark Zuckerberg,
received scholarship from Harvard.’’ In this case, the
system needs to understand the cultural and societal
norms surrounding scholarships and universities to
determine the correct relationship, which should be
education.

By evaluating the system’s ability to discern the rela-
tionships between entities in these varied contexts, we can
determine its overall effectiveness and pinpoint areas for
enhancement. The subsequent subsections delve deeper into
the performance of each component within our proposed
framework and provide insights into its strengths and
limitations.

B. PERFORMANCE OF KENet
This subsection describes the experiment that was con-
ducted to assess the performance of the KENet framework.
We measured the precision, recall, and F1-score to evaluate
its effectiveness. The framework was tested incrementally
by introducing sub-models one at a time, starting with

TABLE 4. Performance of our framework with step-wise addition of
submodels.

TABLE 5. Evaluation results for entity linking.

entity linking and relation extraction and progressively
adding entity discovery, knowledge validation, and co-
reference resolution. This approach allowed us to examine
the contribution of each component to overall performance.

The experimental results, summarized in Table 4, indicate
a progressive improvement in the performance of the
framework with the addition of each sub-model. Incorpo-
ration of entity discovery resulted in a 2% increase in
recall, whereas the co-reference resolution contributed to a
10% improvement. The inclusion of knowledge validation
enhanced accuracy by 6%. The highest performance was
achieved when all the sub-models were integrated, yielding
a precision of 0.70, recall of 0.63, and F1-score of 0.67.
These findings underscore the significant role played by
each sub-model within the KENet framework, collectively
enhancing the system’s efficiency in knowledge extraction.
The comprehensive integration of all sub-models facilitates
the extraction of factual knowledge of superior quality
compared with employing only entity linking and relation
extraction.

C. EVALUATION OF EACH MODEL
This section present a detailed assessment of the individual
models constituting the KENet framework, designed for
extracting high-quality factual knowledge from textual data.
We focus particularly on evaluating the performance of
two critical components, the entity linking model and the
co-reference resolution model, exploring their respective
strengths and challenges.

1) ENTITY LINKING
Entity linking involves identifying named entities within a
text and associating them with their equivalent entries in a
knowledge base. This subsection reviews the performance of
the entity-linkingmodel trained using the crowdsourcing data
outlined in Section II-B. The evaluation was conducted using
a gold standard dataset, providing insights into the model’s
efficacy and areas for improvement.

Table 5 shows that our model exhibited impressive
performance, achieving an F1-score of 92%. This outcome
suggests that the model is highly effective at identifying and
linking named entities within a text. The evaluation results
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TABLE 6. Evaluation results for co-reference resolution.

also indirectly reflected the superior quality of the datasets
employed in this study. Furthermore, when comparing our
model’s performance to that of an English entity linker, which
registered a slightly higher F1-score of 93%, our model
demonstrated competitive effectiveness.

2) CO-REFERENCE RESOLUTION
Co-reference resolution involves determining all mentions
within a text that refer to the same entity in the real world.
This subsection details the performance evaluation of our
co-reference resolution model and highlight its capabilities
and areas of achievement.

Table 6 shows the performance of the co-reference
resolution model trained using crowdsourced data. The
evaluation highlights that the average F1-score for the
Korean model slightly surpasses that of the English model
(0.72 vs. 0.67). It should noted that the proposed model
incorporates a simplified mention detection system. Overall,
the findings indicate that the co-reference resolution model
effectively identifies and resolves mentions by referring to
the same entities within texts, a critical component for precise
knowledge extraction.

D. ANALYSIS OF THE CROWDSOURCING DATA
To evaluate the impact of crowdsourced data, our study
engaged in experiments focused on two main tasks: co-
reference resolution and relation extraction. For co-reference
resolution, we contrasted the performance between models
trained on expertly curated data and those trained on
crowdsourced data. The expert data used in this comparison
shared the same source text as the half-crowd dataset.

The results documented in Table 7 reveal that the
models trained with the half-crowd dataset exhibited superior
performance, demonstrating an average F1-score improve-
ment of approximately 9% compared to those trained
with expert data. This outcome underscores the higher
quality of crowdsourced data compared with their expertly
curated counterparts. Additionally, our findings showed
that combining both datasets did not yield significant
performance enhancements beyond those achieved with the
half-crowd dataset alone. This observation implies that the
existing co-reference dataset, encompassing approximately
1300 documents, is sufficient for model training, suggesting
that further enhancements in performance would necessitate
refined methodologies.

For relation extraction, we trained models using both
crowdsourced and DS data. Given that DS data often
include significant noise, achieving a high performance with
models can be challenging. To enhance model performance,

TABLE 7. Performance(F1-score) of co-reference resolution model.

TABLE 8. Relation extraction performance: Wikipedia-domain;
49 relations.‘‘DS’’ is added to the name of an architecture model to
indicate that the model was trained only on DS data, and ‘‘Crowd’’
indicates that the model was trained using crowdsourced data in addition
to DS data.

various studies have incorporated crowdsourced data with
DS data [21], [37]. We evaluated the performance of
four models: Piecewise Convolutional Neural Networks
(PCNN) [38], Generative Adversarial Networks (GAN) [39],
Reinforcement Learning (RL) [40], and BERT [12] using a
combination of DS and crowdsourced data. Our objective
was to identify the conditions under which these models
exhibit high performance when solely utilizing DS data and
to ascertain the necessary quantity of crowdsourced data in
relation to the volume of DS data.

To assess the performance of the models, we focused on
49 relations identified through crowdsourcing annotations,
each with no more than 50% noise. According to the results
shown in Table 8, the BERT model demonstrated resilience
by tolerating up to 50% noise in the DS data provided
that the noise level for each relation does not exceed this
threshold. This led us to explore two key questions: what
outcomes would training on the top 49 noisy relations yield?
What results can be expected from utilizing a broader range
of relations, irrespective of their noise levels? To address
the first query, we evaluated the performance based on
the top 49 noisy relations using the BERT model, given
its superior performance in preliminary tests. The findings
shown in Table 9 reveal a significant performance decline
of approximately 40%. This indicates that training models
on relations with less than 50% DS noise could potentially
mirror the performance achievable with crowdsourced data,
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TABLE 9. Performance of relation extraction: Wikipedia-domain; top
49 noisy relations.

FIGURE 9. Performance comparison of relation extraction between
Wikipedia and News Domain for 76 Relations. Cn denotes crowdsourced
data chunk.

thereby highlighting the importance of selecting relations
with manageable noise levels for training.

To address the second question, we evaluated the model’s
performance when incorporating 76 relations, of which
27 had noise ratios that exceeded 50%. The results depicted in
Fig. 9 show that training the model exclusively with DS data
yielded an F1-score of approximately 54%. However, this
score improved significantly to 73% when the crowdsourced
data were integrated into the training set. With 400,000 DS
data samples, a noticeable performance enhancement was
observed with the addition of up to approximately 100,000
crowdsourced data samples. This suggests that the optimal
amount of crowdsourced data needed is approximately 25%
of the DS data volume, indicating the substantial impact of
incorporating high-quality crowdsourced data to complement
the DS data for relation extraction tasks.

E. EFFECT OF THE NA FILTER
In our experiment, we explored the impact of implementing
an NA (Not Applicable) filter on the performance of
knowledge validation by comparing scenarios with and
without the filter application. The primary function of the
NA filter is to detect and discard instances in which no
relationship exists between two entities within an extracted
triple. To assess the efficacy of the NA filter, we annotated
a dataset from a knowledge-validation standpoint, where
the dataset comprised randomly sampled triples extracted
by a relation extractor and subsequently tagged by experts.
A triple was deemed true if the annotator could verify its
accuracy through evidence on Wikipedia, and it was marked
as an error in the absence of such evidence. Of the 1,759
analyzed triples, 290 were tagged as true and 1,469 were
identified as errors.

TABLE 10. Performance of knowledge validation models with and
without NA filtering.

We compared several knowledge validation models:
EF [36], which is a model for learning the probability of
a positive correlation between triples based on knowledge
based embedding, and RF [19], which is a negative rule-
mining model. The performance of these models was quan-
tified using the Error Reduction Ratio (ERR). The results,
displayed in Table 10, indicate a significant improvement in
knowledge validation performance by up to approximately
90% upon application of the NA filter. Furthermore, the most
substantial performance enhancement was observedwhen the
NA filter was employed alongside all tested combinations
of knowledge validation models. These findings highlight
the capability of tje NA filter to effectively screen out non
relational instances between two entities, thereby augmenting
the overall accuracy of knowledge validation.

F. RELATION EXTRACTION COMPARISON WITH THE
ENGLISH LANGUAGE
Research on knowledge extraction, particularly relation
extraction, has been predominantly conducted in English,
a high-resource language. Numerous datasets have been
published to support this research, as listed in Table 11. The
NYT-10 dataset, for example, is derived from the New York
Times corpus and Freebase using named entity recognition
and surface matching for entity linking. However, it faces
a long-tail issue, with fewer than 100 instances for 30 out
of 53 relations. The SemEval-10 dataset consists of expertly
tagged data from a web-base corpus, making it costly and
relatively small. In addition, it diverges somewhat from
the task of extracting factoid triples from a knowledge
base. The FewRel dataset collects distant-supervision data
from Wikipedia and Wikidata, with noise filtered through
crowdsourcing.

Our evaluation results were compared with those of
existing studies. The Matching the Blanks [12] approach
achieved a 94.27% accuracy on the 10-way-5-shot FewRel
dataset. Given the similarity of the FewRel dataset to
ours, we trained our model on FewRel in a supervised
manner, achieving an F1-score of 89.7%, demonstrating its
applicability beyond the Korean language.

IV. BACKGROUND AND RELATED WORK
This section provides an overview of the critical
research areas relevant to our study, namely entity
linking, co-reference resolution, relation extraction, and
crowdsourcing.
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TABLE 11. Comparison of relation extraction data set and evaluation result.

A. ENTITY LINKING
Entity linking is the task of connecting an entity e to a
mention m in a natural language text, where e belongs to
entity set E in a given knowledge base K, and m belongs
to a mention set M. The objective of entity linking is to
link a mention to its corresponding entity in a knowledge
base. For instance, in the sentence ‘‘Steve Jobs is
Apple’s founder,’’ the mention setM is represented by
[Steve Jobs, Apple]. The entity linking task is to link
the mention ‘‘Apple’’ to ‘‘Apple_(company)’’ rather
than to‘‘apple_(fruit)’’. Historically, statistics-based
machine learning methods were widely used in entity linking,
such as calculating the similarity between words close to a
mention or calculating the word distribution of a document
containing the candidate entity [47]. Recent entity linking
models incorporate advanced machine learning techniques,
such as word embedding, context word embedding, and
entity embedding, implemented using the output of the
entity description [35]. Other approaches include modeling a
mention set by assuming latent relations between entities [11]
and modeling a mix of jointly learning mention detection and
entity linking [48].

B. CO-REFERENCE RESOLUTION
Co-reference resolution is a critical task in NLP intended
for grouping expressions that refer to the same entity.
In many cases, a word mentioned earlier in a text (an
antecedent) is referred to in different forms later on
(e.g., a pronoun, demonstrative determiner, or abbreviation).
To extract knowledge from text, it is necessary to determine
whether such expressions refer to the same entity. Co-
reference resolution complements entity linking and is
essential for extracting all the relevant information from a
text. For example, consider the sentences ‘‘Gordon Moore,
who majored in electrical engineering. He was born in the
United States of America.’’ Without co-reference resolution,
only the triple ‘‘Field(Gordon_Moore, Electrical_
Engineering)’’ can be extracted, as entity linking
cannot extract the triple ‘‘ birthPlace(Gordon_Moore,
United_States)’’ without identifying which entity the
pronoun ‘‘he’’ refers to.

Recent research has focused on deep-learning-based
models for co-reference resolution, using state-of-the-art

models achieving high F1-scores. For instance, Lee et al. [16]
achieved an F1-score as high as 73% with an English
co-reference resolution model. The model comprises two
parts. First, it identifies representations of all possible
mentions in a document using Bi-LSTM and computes a
mention score that indicates the likelihood of a candidate
mention being an actual mention. It then computes an
antecedent score, which indicates the anaphoric relation
between two spans, and completes the co-reference resolution
task by combining the mention and antecedent scores. The
problem of co-reference occurring with a word in between
(singular or plural) was addressed by higher-order span
representation using an attention mechanism. To reduce
computational load, they employed a coarse-to-fine method.

C. RELATION EXTRACTION
Relation extraction is the task of identifying the relationship
between two entities in a sentence. For instance, a relation
extraction system could extract ‘‘Founder(Facebook, Mark
Zuckerberg)’’ from the sentence ‘‘Mark Zuckerberg is the
founder of Facebook.’’ Traditional approaches have largely
depended on human intervention through the creation of
handcrafted rules and the manual tagging of training data for
pre-specified relations.

DS learning has been employed for relation extraction in
numerous studies since its introduction by Mintz et al. [24].
Many studies have used the DS approach to reduce the cost
of creating handcrafted training data. However, a statistical
analysis of the DS data from Wikipedia-DBpedia collected
in this study revealed that it contained 49% noise, for exam-
ple, ‘‘Founder(Steve Jobs, Apple)’’ from the sentence
‘‘Steve Jobs argued with Wozniak, the co-founder of Apple.’’

Deep neural networks (DNNs) have become the primary
focus of relation extraction research, and various DNN based
models have been proposed. Among these, convolutional
neural networks (CNNs) are most commonly used. CNN-
based relation extraction offers the advantages of enabling
model learning without human feature selection and faster
processing than other DNN architectures such as LSTM and
GRU. Consequently, learning in CNN-based relation extrac-
tion models involves providing pre trained word embeddings
as input vectors and identifying the most informative n-gram
words within the model. Many studies [38], [49], [50] have
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incorporated various features into the input vector to enhance
the performance. For example, the piecewise-CNN (PCNN)
model [38] adds position embeddings to calculate the relative
distance between two entities for each word in a sentence, and
extends the max pooling layer to the piecewise max pooling
layer. To date, most studies [51], [52], [53], [54], [55] have
focused on addressing noisy data issues using multi-instance
and multi-labeling (MIML) approaches.

Recent research on relation extraction has concentrated
on generative adversarial networks (GANs) or reinforcement
learning with complex architectures. Wu et al. [39] proposed
a model for predicting bag representation from a bag of
sentences, which are sets of sentences containing the same
target entities, wherein the relation extractor serves as an
agent. To develop models that directly address the noisy data
problem in DS learning, Feng et al. [56] and Qin et al. [40]
introduced architectures comprising a sentence selector to
eliminate noise-labeled sentences from the training text and
a relation extractor. Through reinforcement learning, the
sentence selector, which acts as an agent, is trained to max-
imize the reward output from the relation extractor, thereby
improving its performance by filtering noisy sentences from
the training data. Notably, some studies [21], [57], [58], [59]
have attempted to enhance relation classifier performance
by collecting crowdsource-based training data for relation
extraction and using them along with the training data for DS
learning.

D. CROWDSOURCING
Crowdsourcing-based machine-learning research has gained
considerable attention [60], [61]. Machine learning models
for NLP tasks using data generated by the general public
with common sense-level knowledge have been demonstrated
to be equivalent or even superior to models that use expert
generated data. This has motivated many researchers to
generate massive training data for various NLP tasks using
crowdsourcing approaches and to use them for machine
learning models.

Bontcheva et al. [62] and Demartini et al. [23] conducted
crowdsourcing-based research on entity linking. They col-
lected webpages to extract entity mentions and presented
a candidate set for each entity mention to the crowd
workers. Workers were asked to select one entity from
each candidate. Bontcheva et al. [62] proposed a method
for providing an abstract (definition) for each entity candi-
date. In a study on crowdsourced co-reference resolution,
Chamberlain et al. [22] conducted and annotation in two
steps: presentation of a coreferent mention within a document
(e.g., pronoun, demonstrative determiner, or abbreviation)
and antecedent annotation by one crowd worker; this was
followed by quality control conducted by two other crowd
workers to verify whether the correct antecedent was anno-
tated. Liu et al. [21] improved the classification performance
of a relation extraction model using data collected according
to the GI protocol, which is a crowdsourcing scheme that they

designed. The GI protocol consisted of three phases: tutorial,
weed-out, and annotation. In the tutorial phase, workers
participate in the annotation training and receive immediate
feedback through the same user interface. During the weed-
out phase, workers are assessed using simple questions and
are disqualified if they fail to answer them correctly. In the
annotation phase, workers are provided with batches of gold
question sets created by an expert, with further participation
granted only to those whose annotations demonstrate high
agreement (≥ 80%) with the expert-provided answers. Data
generated by a worker trained according to the GI protocol,
without duplicate data allocations, can significantly improve
the classification performance of a relation extraction model
relative to the data generated by multiple workers through
collaborative effort and majority approval.

V. CONCLUSION
This study introduced a cost-effective framework for knowl-
edge extraction in low-resource environments, exemplified
by crowdsourcing data and a Korean knowledge-extraction
task. The framework facilitated the evaluation of all knowl-
edge extraction tasks using consistent source data, yield-
ing improved understanding and results. Our experiments
determined that only a quarter of the crowdsourcing data
were necessary to attain high performance. Furthermore,
the implementation of an NA filter in relation extraction
significantly reduced errors and enhanced noise detection
by 16%.

We also examine the versatility of the framework across
different domains and languages, demonstrating that our
unified corpus approach and cost-reduction method are
universally applicable. Ontologymapping has been suggested
as a strategy for developing training data aligned with
dynamically changing target knowledge bases. In addition,
we proposed employing few-shot learning for domain
adaptation when the corpus type shifted within the same
language.

Our findings underscore the potential of the proposed
framework and dataset to advance future research on knowl-
edge extraction in low-resource settings. The adaptability and
cost efficiency of the framework are crucial for researchers
and practitioners aiming to develop effective knowledge
extraction systems for underrepresented languages.
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