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ABSTRACT In today’s society, beauty is more than just aesthetics, it has a profound impact on many aspects
of life, including social interactions, self-confidence, and job opportunities. To quantify this beauty, the field
of Facial Beauty Prediction (FBP) is gaining traction. In the field of FBP, traditional methods often fall short
due to their reliance on absolute beauty scores, which do not fully capture the subjective nature of human
aesthetic perception. This study presents a novel approach to address this gap through the development of
Anchor-Net, a self-supervised learningmodel that predicts differences in relative beauty scores by comparing
images. The objective of this research is to offer a more nuanced understanding of facial beauty by employing
a reference image (anchor) alongside a prediction image, thereby aligning closer with how humans perceive
aesthetic differences. To construct Anchor-Net, we first developed a Base model that predicts beauty scores
using a model pre-trained with VGGFace2. This Base model was then adapted into Anchor-Net, which is
designed to train on the difference in beauty scores between a reference image and a prediction image. Our
methodology involved two transfer learning steps to leverage the strengths of pre existing models while
tailoring them to our specific research problem. The experimental validation of Anchor-Net was conducted
on the SCUT-FBP5500 benchmark dataset, utilizing a 6:4 training-testing split and 5-fold cross-validation
to ensure robust testing of the model’s predictive capabilities. The results demonstrate that Anchor-Net
outperforms other state-of-the-art deep learning algorithms on all metrics: Pearson Correlation (PC), Mean
Absolute Error (MAE), and Root Mean Square Error (RMSE). Anchor-Net outperformed other models with
a PC of 0.0021, MAE of 0.0055, and RMSE of 0.0065 on a 6:4 training-test split. On average, it achieved
a PC of 0.0034, MAE of 0.0155, and RMSE of 0.0135 on 5-fold cross-validation. This research proposes
a novel approach to FBP and suggests a broader application of relative comparison methodologies in fields
where absolute measurements fall short.

INDEX TERMS Anchor, convolution neural network, deep learning, facial beauty prediction, SCUT-FBP,
self-supervised learning.

I. INTRODUCTION
The quest to understand and quantify beauty has been a
perennial human endeavor, transcending the bounds of mere
aesthetics to significantly influence various facets of daily
life, including social dynamics, self-esteem, and professional
opportunities [1], [2], [3], [4], [5], [6]. In contemporary
society, the interplay between appearance and these life
aspects has intensified, catalyzing the development of
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facial beauty prediction (FBP) models at the confluence of
computer vision and psychology [7], [8]. These models aim
to encapsulate and predict perceptions of facial attractiveness,
tapping into our inherent predisposition to evaluate physical
appearance.

Historically, the evolution of FBP methodologies has mir-
rored broader technological progressions. Initial approaches
predominantly harnessed feature-based analysis, focusing on
quantifiable facial attributes such as symmetry, proportion,
and other geometric considerations [9], [10], [11], [12],
[13]. These metrics, though pioneering, offered a somewhat
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TABLE 1. Comparative analysis between deep learning models using the proposed Anchor-Net.

constrained view of beauty, predicated on static and universal
standards.

The advent of deep learning and neural networks heralded
a new era in this domain, introducing models with the ability
to assimilate and predict beauty based on comprehensive
data sets [13], [14], [15], [16], [17], [18], [19], [20]. Trained
on extensive facial imagery, these advanced algorithms
have showcased an unparalleled aptitude for approximating
human judgment of beauty, thus marking a significant
milestone in the field’s evolution. Despite their technological
sophistication, a critical limitation persisted: the reliance on
absolute beauty scores [15], [24], [28], [29]. Such scores,
by their very nature, encapsulate a monolithic and somewhat
reductive perspective on beauty, sidelining the nuanced and
inherently subjective dimensions that characterize human
aesthetic judgment.

Conventional models, anchored in absolute scoring mech-
anisms, inadequately reflect the dynamic, comparative,
and contextual framework within which humans perceive
and assess beauty [29], [30], [31], [32]. This limitation
underscores the exigency for innovative FBP models that
can navigate the complexities of relative beauty perception,
thereby offering predictions that are not only refined but also
resonate more authentically with diverse and evolving beauty
standards.

In response to this imperative, the present study introduces
Anchor-Net, a self-supervised learning model meticulously
crafted for the realm of FBP, predicated on a nuanced
understanding of relative human beauty perception. Distinc-
tively, Anchor-Net eschews the traditional absolutes in favor
of a comparison-based paradigm, wherein the beauty of a
target facial image is evaluated relative to a pre-selected
reference image, or ‘anchor’. This methodological pivot not
only aligns more closely with the inherent comparative nature

of human aesthetic evaluation but also enriches the model’s
predictive fidelity by embracing the spectrum of beauty as a
relational concept. The primary contributions and innovations
of Anchor-Net are outlined below.

• Comparison-based Methodology: Anchor-Net intro-
duces a novel comparison-based methodology for FBP.
This approach contrasts a target image against a refer-
ence ‘Anchor,’ mirroring human comparative perception
and offering a more nuanced understanding of facial
beauty.

• Advanced Two-Step Transfer Learning: We employ a
sophisticated two-step transfer learning process, first
developing a Basemodel usingVGGFace2 [33] and then
adapting it to Anchor-Net. This enhanced the model’s
capability to assess relative beauty differences.

• Superior Performance on Benchmarks: This has been
extensively tested on the SCUT-FBP5500 dataset [15]
using a 6:4 training-testing split and 5-fold cross-
validation. The model outperformed contemporary deep
learning algorithms, excelling in key metrics such as the
PC, MAE, RMSE.

This paper not only propounds a novel perspective on
FBP but also beckons a broader reconsideration of how
relative comparisonmethodologies might be leveraged across
disciplines where absolute measurements fall short, heralding
a paradigmatic shift in our approach to understanding beauty.

II. RELATED WORKS
Early research on FBP focused primarily on hand-crafted
features, such as geometric and textural features [19], [34],
[35]. To describe geometric information, they empirically
specified landmarks on the face and used distances or ratios
between landmarks [9], [10], [11], [12], [13], or shallow

61376 VOLUME 12, 2024



J. Bae et al.: Anchor-Net: Distance-Based Self-Supervised Learning Model for FBP

FIGURE 1. Overview of the proposed method.

predictors such as linear regression, Gaussian regression,
and support vector regression [15], [35], [36]. To describe
facial details, they used a variety of texture features such as
Gabor-SIFT [6], [34], [37], [38]. However, their reliance on
manually selected features limited their ability to capture the
multifaceted beauty of the face.

The evolution of deep learning technologies marked
a pivotal shift in FBP research. Deep learning’s ability
to autonomously extract rich facial features without the
need for manual feature selection represented a sig-
nificant advancement. Yet, while these models offered
enhanced predictive power, they often required vast
datasets for training and were not inherently designed to
account for the relative and subjective aspects of beauty
perception [30], [31], [32].

Table. 1 shows deep learning models for FBP predic-
tion compared to Anchor-Net. The ensemble methodology
emerged as a promising direction for overcoming some of
the limitations of singular model approaches [21], [22], [23],
[39], [40]. By leveraging a combination of multiple loss
functions [21], diverse convolutional neural network (CNN)
models [22], and an amalgamation of different models and
loss functions [23], ensemble-based methods demonstrated
superior performance on benchmark datasets like SCUT-
FBP5500. Despite these advances, ensemble methods still
suffer from issues of interpretability and computational

efficiency, and are insufficient to capture relative aesthetic
features. Anchor-Net, on the other hand, retains the robust-
ness and improved performance of traditional ensemble
methods, but is able to capture relative feature using multiple
anchors and demonstrates interpretability through anchor
images.

Semi-supervised learning models [24], [25], [28], [41],
[42], including NFME [24] and MSMFME [25], underscore
the value of graph-based and multi-view graph fusion
techniques in reinforcing model training without additional
labeled images. Despite their innovative approach, these
models face limitations in computing similarity graphs
before estimating beauty predictions, indicating a gap in
capturing the relative aspects of beauty. Anchor-Net’s self-
supervised learning method bridges this gap by creating
new labels and enabling the capture of additional features,
such as relative beauty, thereby extending the capabilities of
supervised learning methods in a more efficient and effective
manner.

Ranking-based models like R2-ResNeXt [26] and
R3CNN [27] introduce a novel perspective on FBP by
extracting rank-based relative beauty features using pairwise
data. While this approach offers insights into relative
beauty, ranking features falls short in fully representing the
comparative features of two faces. Anchor-Net transcends
this limitation by directly comparing the target image to
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FIGURE 2. Flowcharts of a proposed method.

an anchor image, capturing the nuanced relative features of
beauty more accurately and effectively.

In summary, Anchor-Net emerges as a pioneering solution
in the FBP domain by innovatively combining the strengths of
deep learning, ensemble, and relative-based methodologies.
It not only overcomes the inherent limitations of these
approaches but also sets a new benchmark for predictive
accuracy, relativity in beauty perception.

III. PROPOSED METHOD
The traditional FBP problem, like a typical deep learning
regression model [15], takes a single image as input and
trains the model to predict the beauty score directly. On the
other hand, a triplet network [43] does not directly learn the
label of a deep learning model, but indirectly predicts the
label of the model by embedding the input image. Inspired
by this, Anchor-Net does not learn the beauty score directly,
but predicts the beauty score by finding the difference
between the beauty score of the Anchor (reference) image
and the Prediction image, just as humans evaluate beauty by
comparing faces with others. Fig. 1 presents an overview of
the proposed method. Then, Fig. 2 shows the training and
testing flow of the proposed method.

This Section is organized as follows: Section III-A
introduces two-step transfer learning to effectively learn
Anchor-Net. Section III-B introduces the structure and
training method of Anchor-Net, and Section III-C introduces
Anchor Sampling method for selecting Anchor images.
Finally, in Section III-D, we introduce the Ensemble method
to improve the performance and stability of the model.

A. TWO-STEP TRANSFER LEARNING
Transfer learning proceeds in two steps. Fig. 2 (a) shows
the flow of two-step transfer learning. In the first step, the
VGGFace2 dataset is used to train the backbone for the
model [33], and the learned weights are used to construct the
Base model. In the second step, the Base model is trained to
predict Beauty Score using the SCUT-FBP5500 dataset and
the trained backbone used in the Base model is used as the
backbone for the Anchor-Net model.

TABLE 2. The structural details of the Base model.

Fig. 1 (a) shows the overall structure of the Base model.
The Base model is used as the backbone for Anchor-Net. The
backbone network was constructed by a CNN such as vgg16
or resnet50 pre-trained with the VGGFace2 dataset [33]. The
backbone network is then linked with global mean pooling
and a fully connected layer to create the Base model. The
Base model was trained with facial beauty scores as labels,
which is similar to how a typical FBP model is trained [15].
Table. 2 presents the detailed structures of the Base model.
Fine-tuning was performed during the Base model training
process. Algorithm. 1 outlines the complete training process
of the Base model using Resnet50 as the backbone network.
The weights of the backbone network were frozen in training
loop 1, and only fully connected layers were trained. The
weights of the backbone network were unfrozen in training
loop 2, and all weights were trained. We used Adam as the
optimizer, a learning rate of 0.0001, and mean squared error
(MSE) as the loss function.

B. ANCHOR-NET LEARNING
The backbone network trained by the Base model constructs
an Anchor-Net with two images as inputs, as shown in Fig. 1
(b). backbone networks are set up to receive two inputs, and
the outputs of each backbone network are connected with a
global average pooling layer, concatenated, and linked with
a fully connected layer to create a model. Table. 3 presents
the detailed structures of the Anchor-Net model. Anchor-Net
takes a prediction image and an anchor image as input and
trains to output the Beauty Score Distance between the two
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images as a label. The prediction image is the image for which
the model will predict a beauty score. The Anchor image is a
reference image trained in the Basemodel that is used tomake
predictions by comparing the Prediction image to the beauty
score. To get the beauty score of the Prediction image, we find
the distance from the Anchor image that the model is already
familiar with. In this process, The model can capture the
features of the Prediction image that the model is not familiar
with, as well as the comparison features of the Anchor image
and the Prediction image. Beauty ScoreDistance, which is the
model’s label, was calculated by subtracting the facial beauty
score of the Anchor image from the facial beauty score of the
Prediction image.

Algorithm. 2 outlines the training and validation processes
of the Anchor-Net. During training, the training image was
used as the Prediction image, and the Anchor image was
selected byAnchor Sampling from the training image at every
epoch. The predicted Beauty Score Distance was obtained
through Anchor-Net, and the beauty score of the Anchor
image was subtracted from the beauty score of the Prediction
image to obtain the true Beauty Score Distance. The loss
function was then trained using the MAE of the predicted and
true Beauty Score Distance.

Algorithm 1 Base Model Training
Input:
X : Training images
Y : Corresponding beauty scores for X
e1: Num. of pretraining epochs
e2: Num. of fine-tuning epochs
LMSE: MSE loss for training

Output:
M : Trained Base model for beauty score prediction

Initialization:
Pretrain ResNet50 with VGG Face2 data
Freeze ResNet50 weights, initialize FC layers
Training Loop1:
for i = 1 to e1 do
for (x, y) ∈ (X ,Y ) do
ŷ = FC(ResNet50(x))
L = LMSE(ŷ, y)
Update FC weights to minimize L

end for
end for
Training Loop2:
Unfreeze ResNet50 weights
for i = 1 to e2 do
for (x, y) ∈ (X ,Y ) do
ŷ = FC(ResNet50(x))
L = LMSE(ŷ, y)
Update FC and ResNet50 weights to minimize L

end for
end for
returnM

TABLE 3. The structural details of Anchor-Net.

During the Anchor-Net training, the weights of the
backbone network were frozen. The backbone network
extracts the features for facial beauty from images. The fully
connected layer learns the differences in the features of the
facial beauty scores extracted from the two images.

For validation, the test image is used as the prediction
image, and the Anchor image is the data selected by Anchor
Sampling from the training image, as shown in Fig. 2
(b). Anchor-Net’s forward pass calculates the Beauty Score
Distance. The beauty score of the Anchor image was added
to the predicted Beauty Score Distance to predict the beauty
score of the test image, as shown in Validation part of
Algorithm. 2.
The training mechanism of the Anchor-Net is to learn

the model based on the difference in facial beauty between
various reference and predict images with which the model is
familiar, enabling it to calculate the difference in beauty.

C. ANCHOR SAMPLING
Anchor-Net uses Anchor images to predict beauty scores,
making the setting of the Anchor images crucial. This study
introduces an Anchor sampling method for sampling Anchor
images. Anchor sampling employs two methods: race/gender
and error sampling.
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1) RACE/GENDER SAMPLING
For Anchor-Net’s high performance, it is essential to compute
consistent Beauty Score Distance between the images.
Our experiments and empirical evidence showed that the
race/gender classification ensured consistent differences in
beauty scores. The SCUT-FBP5500 dataset [15] was divided
into four categories: Asian male (AM), Asian female (AF),
Caucasian male (CM), and Caucasian female (CF). From
these datasets, we sampled the Anchor images belonging to
the same race/gender class as the predict images.

Algorithm 2 Anchor-Net Training and Validation
Input:
Xtrain: Training images
Ytrain: Corresponding beauty scores for Xtrain
Asampling: Anchor sampling method
Xanchor: Reference images sampled from Xtrain at each

epoch
Yanchor: Corresponding beauty scores for Xanchor
Xtest: Testing images
Ytest: Corresponding beauty scores for Xtest
e: Number of training epochs
LMAE: MAE loss for Anchor-Net learning

Output:
Ŷtest: Predicted beauty scores for Xtest by Anchor-Net

Initialization:
Initialize ResNet50 with weights from trained Base model
Freeze ResNet50 weights, initialize FC layers
Main Training Loop:
for epoch = 1 to e do
Xanchor,Yanchor = Asampling(Xtrain,Ytrain)
for (x, a, y, ay) ∈ (Xtrain,Xanchor,Ytrain,Yanchor) do
otrain = ResNet50(x)
oanchor = ResNet50(a)
oconcat = Concatenate(otrain, oanchor)
d̂ = FullyConnected(oconcat)
dtrue = y− ay
L = LMAE(d̂, dtrue)
Update FC weights to minimize L

end for
end for
return Trained Anchor-Net model
Validation:
d̂test = Trained Anchor-Net model(Xtest,Xanchor)
Ŷtest = d̂test + Yanchor
return Ŷtest

2) ERROR SAMPLING
For an image’s FBP using Anchor-Net, the facial beauty
score is calculated by adding the true facial beauty score of
the Anchor image to the Beauty Score Distance, which is
the output of the Anchor-Net. Therefore, the performance of
FBP depends on the facial beauty score of the anchor image
predicted by the Base model. Consequently, we use a training

image with a small prediction error in the Base model as an
Anchor image. N training images with low prediction errors
were extracted for each race/sex (AM, AF, CM, and CF) from
the Base model and used as anchor images.

3) ANCHOR SAMPLING
Anchor sampling was performed using the race/gender and
error sampling methods described in Section III-C1 and
Section III-C2. The training images were divided into AM,
AF, CM, and CF classes, and N images with low errors from
the Basemodel were selected for each class. An anchor image
is randomly selected from N images of the same class as the
Prediction image. Anchor Sampling was performed on all
predicted images at every epoch.

D. ENSEMBLE METHOD
Even with Anchor Sampling for Anchor image selection,
the model’s performance in test image predictions may
be unstable because of the Anchor images’ randomness.
Ensuring a consistent beauty score distance is crucial
even when repeatedly predicting the beauty score for one
image. We incorporated an ensemble method to enhance the
performance and address this issue.

Using multiple Anchor images for a single image can
provide a more reliable and higher accuracy beauty score
prediction.This also has the effect of data augmentation.
The test image’s beauty score was obtained by averaging
the beauty score prediction results of the various anchor
images selected through anchor sampling. FBP performance
and reliability are improved using multiple Anchor images
for each image, ensuring a consistent beauty score distance.
In our experiments, we used about 20 Anchors for one image
to improve performance.

IV. EXPERIMENTS AND ANALYSIS
In Section IV, we validate and discuss the performance of the
Anchor-Net distance-based self-supervised learning model.
Section IV-A introduces the SCUT-FBP5500 dataset and its
benchmark methodology for FBP, which is used to validate
the performance of Anchor-Net. Section IV-B presents the
performance evaluation metrics of FBP. Section IV-C evalu-
ates the performance of FBPwith and without pretraining and
by the backbone used in Anchor-Net. Section IV-D evaluates
the performance of the Anchor Sampling and emsemble
method. In Section IV-E, we compare our performance
with state-of-the-art deep learning-based methodologies.
In Section IV-F, we present a case analysis of the regression
results of Base model and Anchor-Net. Finally, Section IV-G
discusses the implications of Anchor-Net.

A. SCUT-FBP5500 DATASET BENCHMARK
The SCUT-FBP5500 dataset contains 5,500 frontal face
images of various races, genders, and ages. Fig. 3 shows
an example of facial beauty scores by race and gender in
SCUT- FBP5500. For each gender/race, such as AM, AF,
CM, and CF, a facial attractiveness score ranging from 1 to
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FIGURE 3. Example of facial beauty score by race and gender on
SCUT-FBP5500.

5 is provided, with higher scores indicating more attractive
images. Sixty workers rated the scores, and the average
score of the 60 labels was set as the ground truth.This
paper validates the performance of FBP using two methods
proposed in [15]. The first method is 5-fold cross-validation,
which divides the training and test data by 80:20 (4400
images for training, 1100 images for testing) for each fold.
The second method is to divide the training and test data by
60:40 (3300 images for training, 2200 images for testing).
This is called 6:4 training-test split.

B. EVALUATION METRICS
This study evaluated FBP using the PC, MAE, and RMSE.
For data consisting of N images, these metrics are formulated
as follows: eq. (1), eq. (2), eq. (3)

PC =

∑N
i=1 (yi − ỹ)(pi − p̃)√∑N

i=1 (yi − ỹ)2
√∑N

i=1 (pi − p̃)2
(1)

MAE =
1
N

N∑
i=1

|yi − pi| (2)

RMSE =

√√√√ 1
N

N∑
i=1

(yi − pi)2 (3)

where, yi and pi represent the ground truth label and the
predicted score of the i-th image, respectively. ỹ is the average
score of all ground truth labels and p̃ is the average of the
predicted scores. The higher the PC and the smaller the MAE
and RMSE, the better the FBP performance.

TABLE 4. Comparison of the backbone model of the SCUT-FBP5500 with
Anchor-Net in terms of PC, MAE and RMSE using a 6:4 training-testing
split.

C. EVALUATION OF DIFFERENT BACKBONE
ARCHITECTURES FOR ANCHOR-NET
We initially evaluated several CNNmodels (AlexNet, Vgg16,
Resnet18, and Resnet50) as our Base model and the
Anchor-Net model as a backbone using the SCUT-FBP5500
benchmark with a 6:4 training-testing split. In addition,
some backbone networks utilize pre-trained weights from
two datasets, ImageNet and VGGFace2. Anchor-Net does
not perform anchor sampling but instead employs random
sampling within the batch size at each epoch for training
and prediction. Table. 4 shows the performances of the Base
model and the Anchor-Net model using the y backbone.
Among the Base models, AlexNet without pre-training
exhibits the lowest PC, MAE, and RMSE performances.
Amongst the models pre-trained with the ImageNet dataset,
Vgg16 shows the lowest performance in PC, MAE, and
RMSE, and Resnet50 demonstrates the best performance.
The vgg16 model pre-trained with the VGGFace2 dataset
shows approximately 0.03 PC, 0.04 MAE, and 0.05 RMSE
better performance than the model trained with the ImageNet
dataset. The Resnet50 model pre-trained with the VGGFace2
dataset exhibits approximately 0.03 PC, 0.03 MAE, and
0.05 RMSE better performance than the model trained with
the ImageNet dataset.

Among the Anchor-Net models, the Alexnet+Anchor-
Net model exhibited the lowest performance, and the
Resnet50+Anchor-Netmodel pre-trainedwith theVGGFace2
dataset exhibited the highest performance. Except for
the Vgg16+Anchor-Net model, which was pre-trained
with the VGGFace2 dataset, all models performed better
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TABLE 5. Comparison of Anchor-Net performance average by sampling method and ensemble in terms of PC, MAE, RMSE using 5-fold cross-validation of
SCUT-FBP5500.

than the existing Base model. The models pre-trained
with the VGGFace2 dataset generally exhibited the best
performance, and the Anchor-Net model demonstrated
improved performance in most backbone networks compared
to the Base model.

Resnet50+Anchor-Net model pre-trained with the
VGGFace2 dataset exhibited the highest performance. This
statement is in line with previous research that has demon-
strated the potential of residual networks for the FBP prob-
lem [15], [44]. Therefore, we employ the Resnet50+Anchor-
Net model pre-trained with the VGGFace2 dataset in the
following experiments.

D. EVALUATION OF DIFFERENT SAMPLING AND
ENSEMBLE FOR ANCHOR-NET
1) EVALUATION METHODS AND DETAILS
Anchor-Net uses anchor images for training and prediction,
making the selection of anchor images vital. We evaluated the
model’s performance using Anchor-Net by sampling with the
Base model Resnet50, pre-trained with VGGFace2, demon-
strating the best performance in the previous experiment.

The same model was evaluated using four sampling meth-
ods: Random, Race/Gender, Error, and Race/Gender+Error.
Additionally, we added a model with Race/Gender+Error
and an ensemble to the experiment. The Random method

uses a randomly selected image from the training data as the
anchor image for each epoch. The Race/Gender method is the
same as Race/Gender sampling described in Section III-C1.
At each epoch, an anchor image of the same race/gender as
the Prediction image was selected for training.

The Error method is the same as that described in
Section III-C2. It selects N images with less error from
the results predicted by the Base model from the training
image. Then, it selects an anchor image corresponding to the
predicted image at each epoch for training. In this experiment,
we used 45 images with low error for each race/gender in the
base model for sampling. The Race/Gender+Error method is
the same as the Anchor sampling method in section III-C3.
One Anchor image with the same race/sex as the Prediction
image in each epoch was selected from the 180 low-error
images.

Finally, the model was sampled with Race/Gender+Error
and used the ensemble method. The beauty score predicted
by the Anchor images sampled 20 times was calculated.

When predicting test data using Anchor-Net, the model’s
performance can vary significantly depending on the refer-
ence image, making it challenging to evaluate the sampling
method’s performance. Therefore, this experiment calculates
the performance of each cross-validation pair as the average
of 20 PC, MAE, and RMSE results using each sampling

61382 VOLUME 12, 2024



J. Bae et al.: Anchor-Net: Distance-Based Self-Supervised Learning Model for FBP

TABLE 6. Compare Anchor-Net performance with stae-of-the-art methods using 5-fold cross-validation on SCUT-FBP5500.

method for each cross-validation pair, except for the model
using the ensemble method.

2) ANALYZE EVALUATION RESULT
Table. 5 presents the results of the 5-fold cross-validation
regarding PC, MAE, and RMSE for the sampling and ensem-
ble methods. The Anchor-Net model outperformed the Base
model regarding the PC, MAE, and RMSE. The Random
method demonstrated the worst performance compared to the
other sampling methods regarding the PC, MAE, and RMSE
metrics for most cross-validation pairs. The Race/Gender
model performs better than the Random model. It performs
better than the Error model for some cross-validation pairs,
but on average, it performs worse than the Error method. The
beauty score differences for race and gender separately ensure
more consistent beauty score differences than a randomized
approach. The Error method also performed better than the
Random method for all the cross-validation pairs. Using an
image with fewer errors in the Base model as an anchor image
compensates for the error caused by adding the beauty score

of the anchor image during the model prediction process.
Therefore, the Race/Gender+Error method combines the
two methods and shows the highest average performance
among all sampling methods except the ensemble method.
Sampling with Race/Gender+Error followed by ensemble
demonstrates the best performance for all cross-validation
pairs and metrics.

E. COMPARISON ANCHOR-NET PERFORMANCE WITH
STATE-OF-THE-ART METHODS
We compared the proposed methods with state-of-the-art
methods using a 6:4 training-testing split and 5-fold cross-
validation on the SCUT-FBP5500 Benchmark. We tested
the Resnet50+Anchor-Net model and its ensemble, the
Resnet50+Anchor-Net+Ensemble model, which performed
the best in the previous experiment.

Table. 6 compares our method with state-of-the-art meth-
ods using 5-fold cross-validation and indicates its superior
performance on average for PC, MAE, and RMSE. Although
some metrics show that our method performs worse than the
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TABLE 7. Compare Anchor-Net performance with stae-of-the-art
methods using a 6:4 training-testing split on SCUT-FBP5500.

state-of-the-art methods for cross-validation pairs, the overall
performance across different training/test data demonstrates
that our method outperforms the other methods. The model
without the ensemble method also outperformed the state-of-
the-art methods, validating our method for the Anchor-Net
model.

Table. 7 compares our method with state-of-the-art meth-
ods using a 6:4 training-testing split, showing superior
performance for all metrics. This shows the effectiveness
of the Anchor-Net distance-based self-supervised learning
model.

F. REGRESSION ERROR CASE ANALYSIS
In this section, we delve into a comprehensive examina-
tion of the predictive performance discrepancies between
Anchor-net and Base model. The Base model has the same
structure as a general deep learning model and is suitable
for case comparison analysis with Anchor-Net. This analysis
is predicated on observations from eight subfigures, labeled
(a) through (h) in Fig. 4, alongside a detailed exploration
presented in Table. 8.
Our first observation pertains to instances where both

models in their predictive accuracy. Specifically, Fig. 4a
and Fig. 4b illuminate scenarios where each model demon-
strated significant errors. A notable trend in these cases
is that the inaccuracy of the model was higher in some
cases, even though there was more data for East Asian
images. This phenomenon suggests a potential area of
bias or underrepresentation within the training datasets,
underscoring the imperative for more inclusive data sampling
in future.

Conversely, Fig. 4c and Fig. 4d showcase instances where
Anchor-Net significantly outperformed the Base model. This
improvement in performance is attributed to the presence
of similar images within the Anchor-Net’s Anchor pool,

FIGURE 4. Case image Anchor-Net and base model.

as illustrated by Fig. 4g and Fig. 4h, which served as
anchor images for Fig. 4c and Fig. 4d, respectively. The
parallels between Fig. 4c and Fig. 4g are primarily found
in their distinctive makeup styles and pronounced eyeliner,
contributing to their memorable visual impact. Similarly,
Fig. 4d and Fig. 4h share notable similarities in nasal
structure and overall facial impression, which facilitated the
enhanced performance of Anchor-Net over the base model in
these cases. This improvement underscores the importance
of a diverse and representative anchor image Sampling for
refining predictive accuracy.

The cases represented by Fig. 4e and Fig. 4f stand in
stark contrast to the previous examples. In these instances,
the absence of visually or structurally similar images in
the Anchor-Net’s database resulted in a deterioration of
performance compared to the base model. This observation
highlights a critical limitation of the Anchor-Net approach:
the reliance on a sufficiently varied and comprehensive
anchor images to support accurate prediction. The lack of
analogous facial impressions or features within the anchor
image pool for these cases illuminates a gap in the model’s
ability to generalize from its available references.

This analysis unequivocally emphasizes the pivotal role
of facial similarity in the context of FBP problems. The
discernible impact of anchor image diversity on predictive
performance not only advocates for the expansion of
anchor image databases but also calls for a more nuanced
understanding of how facial features influence prediction
models.

G. DISCUSSION
1) MODEL PERFORMANCE INSTABILITY CAUSED BY
ANCHOR IMAGES
Fig. 5 shows the performance distribution of the three
metrics (PC, MAE, and RMSE) when predicting the test
image using Anchor sampling methods. This illustrates the
performance distribution of the facial beauty score predicted
using the anchor images selected through Anchor sampling
for 100 iterations.

Typically, deep learning models use fixed weights
for prediction. Therefore, the model’s performance does
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TABLE 8. Case Analysis of Anchor-Net and Base model.

FIGURE 5. Distribution of all evaluation metrics (PC, MAE, RMSE) for
100 iterations of anchor sampling.

TABLE 9. Compare Anchor-Net performance with best/worst result.

not change even if the prediction is repeated. How-
ever, for Anchor-Net, there was a significant differ-
ence between the maximum and minimum values of the
anchor image, with PC = 0.0019, MAE = 0.0028, and
RMSE = 0.33. This indicates that Anchor-Net needs
improvement.

FIGURE 6. Distribution of model performance (PC) over the number of
ensembles (Anchors).

FIGURE 7. Distribution of model performance (MAE) over the number of
ensembles (Anchors).

2) DISTRIBUTION OF MODEL PERFORMANCE OVER
NUMBER OF ANCHOR
You can use the ensemble method to increase the number
of Anchors used in your model. Also, The ensemble method
can compensate for the variability in the model performance
discussed in the previous section. Fig. 6, Fig. 7 and Fig. 8
show the model performance distribution as a function of the
number of ensembles. For example, an Anchor(Ensemble)
count of one is equivalent to not running an ensemble,
whereas 10 is the average(Ensemble) of themodel predictions
from the 10 Anchor images.

When the number of ensembles was one, the variance of all
the metrics (PC,MAE, and RMSE) was high, and the average
performance was poor. The average performance improved
as the number of ensembles increased, whereas the variance
decreased. This demonstrates the power of data augmenta-
tion through ensemble methods. Once 20 ensembles were
reached, the variance and average performance were almost
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FIGURE 8. Distribution of model performance (RMSE) over the number of
ensembles (Anchors).

consistent.This shows that 20 anchors is roughly the optimal
number of anchors for computational efficiency.

3) ANCHOR IMAGE SELECTION
Table. 9 shows the best and worst performances of the exist-
ing Anchor-Net method in 100 predictions when predicting
facial beauty using images selected by anchor sampling. The
best performance result exhibited higher performance in PC,
MAE, and RMSE than the ensemble method. In contrast, the
worst performance result showed higher performance than
the Base model but worse than other Anchor-Net methods.
Improvement in the anchor-sampling method to select the
appropriate anchor image for the prediction image is expected
to compensate for the shortcomings of the existing Anchor-
Net. This would be an interesting direction for future studies.

V. CONCLUSION
This paper introduces Anchor-Net, a self-supervised learning
model, as a novel approach to quantifying aesthetics. The
model can distinguish subtle differences in facial beauty
perception by comparing the beauty scores of prediction and
anchor images. By implementing a distance-based method
with two-step transfer learning, it is possible to learn about
the relative nature of beauty perception through comparisons
rather than absolute metrics. Furthermore, an anchor sam-
pling method was used to select suitable anchor images.
Finally, the ensemble method was applied to enhance the
model performance and ensure consistency.

Through extensive experiments, including 5-fold cross-
validation and a 6:4 training-testing split on the SCUT-
FBP5500 dataset, we demonstrated that Anchor-Net could
be integrated into various backbone networks and validated
the anchor sampling method. Our results also reveal that
Anchor-Net outperforms state-of-the-art deep-learning-based
methods regarding key performance metrics such as PC,
MAE, and RMSE. In our discussion, we discovered that
selecting suitable anchor images can further enhance the

model’s performance and stability, which is a worthwhile
consideration for future research.
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