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ABSTRACT In medical imaging, automated landmark detection estimates the position of anatomical
points in images to derive measurements. Previous approaches commonly employ coordinate regression.
Landmark segmentation, a technique in which masks centered at the target point are segmented, has recently
shown promising results. Here, we present segmentation-guided coordinate regression, a methodology that
fuses both approaches and balances accuracy and robustness. Our approach identifies masks centered at
landmarks using a segmentation network. Then, a coordinate regression network estimates the coordinates
by employing the input image and the segmentation output. We assessed the methodology’s performance by
detecting eight landmarks in full lower limb X-rays and investigated the impact of weight initialization,
network backbone, and optimization of the loss function. The approach was contrasted with landmark
segmentation and coordinate regression and applied to the analysis of lower limb malalignment. Results
showed that deeper pretrained models with a weight of 0.2 at the segmentation loss detected landmarks more
accurately. Segmentation-guided regression outperformed coordinate regression. Landmark segmentation
was hampered by undetected landmarks and false positives. Due to its architecture, the proposed method
did not suffer from failed detections, allowing lower limb malalignment to be reliably calculated. With
respect to comparable literature, our approach leads to similar or improved results for landmark detection,
translating to highly accurate and reliable lower limb malalignment analysis. In conclusion, we proposed a
novel method for detecting landmarks in X-rays, which leads to a balance in accuracy and robustness and
allows the measurement of lower limb malalignment.

INDEX TERMS Deep learning, landmark detection, X-rays, lower limb malalignment.
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I. INTRODUCTION
Accurate identification of anatomical landmarks is a crucial
process in medical image analysis. It is often the first step of a
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more extensive clinical analysis, supporting the measurement
of clinical parameters, diagnosis or therapy planning [1].
It may also serve as initialization to other image analysis
algorithms such as segmentation or registration [2]. While
manual identification may seem trivial; such a process is
considered cumbersome, time-consuming, and subject to
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(iii)

mLDFA: mechanic lateral distal femoral angle
mMPTA: mechanic medial proximal tibial angle

FVA: femoral-valgus angle
HKA: hip-knee-ankle angle

MAD
|
v v
Medial Lateral
>15mm >10mm
Varus Valgus

(iv)

MAD: mechanic axis deviation

FIGURE 1. Angles and distances measured in a lower leg malalignment test. (i) mLDFA: Angle measured between the axis that runs from the head of
the femur center to the center of the knee (1—2), and the line that runs tangent to the femoral condyles (3— 4). mMPTA: Angle formed between the
axis that connects the center of the knee and the center of the ankle (2— 7), and the tangent line that joins the tibial plateaus (5— 6). (ii) FVA: Angle
between the axis that connects the head of the femur center and the center of the knee (1—2), and the axis that runs from the middle of the
diaphysis to the center of the knee (8—2). HKA: Angle between the extended axis that joins the head of the femur center and the center of the knee
(1—2), and the axis formed by connecting the center of the knee and the ankle(2— 7). (iii) MAD: Distance from the center of the knee (2) to the axis
that connects the head of the femur center and the center of the ankle (1 7). (iv) Evaluation of the deformity based on the MAD and the position of

the axis (1—7) with respect to the center of the knee.

the physician’s expertise. To alleviate this burden, several
computer-aided diagnosis systems have been proposed, see
Section I-A.

A common application of landmark detection in ortho-
pedics is the assessment of lower limb alignment. This
examination is done with CT or X-ray imaging, the latter
being preferred due to the low radiation exposure and
time needed to acquire an image [3]. To analyze the
lower limb condition and to give a diagnosis or plan an
orthopedic surgery, a lower limb malalignment (LLM) test is
executed [4]. This test involves manually drawing axes over
a full lower limb (FLL) X-ray with predefined landmarks
of origin and end. After delineation of the axes, the angles
formed between them are measured as is shown in Fig. 1.
From these measured values, identification of the type of limb
deformity can be achieved, see Fig. 1, or surgery planning can
be decided.

Recently, deep learning algorithms have been explored to
automate the previous process [5], [6], [7], [8]. These meth-
ods aim to automatically and accurately detect the landmarks
required to draw the axes for an LLM test. To achieve such
a goal, they employ standard landmark detection techniques:
coordinate regression [6], [7], or segmentation [5], [8]. In this
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work, we propose a novel approach for landmark detection in
FLL X-rays that combines both methodologies: coordinate
regression and segmentation. Our approach was designed
to balance accuracy and robustness, making it suitable for
clinical applications such as the LLM test.

A. RELATED WORK

As Wu et al. [9] stated, multiple forms exist to execute
landmark detection on images. This work on facial landmark
detection highlights the three most common approaches:
coordinate regression, heat map regression, and segmenta-
tion. Additionally, examples of how these can be combined
to achieve better results are given. In each case, a two-
step strategy is usually followed. First, a network to identify
and isolate the region of interest (ROI) from the full
image is employed. Next, a second network is used to
locate the desired landmarks within the previously found
ROLI.

1) COORDINATE REGRESSION

Coordinate regression models aim to directly learn the
mapping from an image to the landmark coordinates [9].
Usually, an encoder network is employed to extract features
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from the image. Subsequently, a set of fully connected layers
is used, where the final layer corresponds to the number
of detected coordinates. A variation of this approach is
known as cascaded coordinate regression, where two or
more coordinate regression networks are stacked one after
another. Thanks to this arrangement, each network refines
the estimation of the previous one, achieving a more accurate
landmark positioning [10].

Lee et al. [11] employed coordinate regression to estimate
landmarks from cephalogram X-rays. First, a grid search was
executed to get patch candidates for the ROIs of where the
landmarks could be located. Then, a convolutional neural
network (CNN) detected the patches that correspond to a
possible landmark region. Afterwards, a set of 19 CNNs (1
network per landmark) performed coordinate regression on
the correctly detected patches to estimate the coordinates.
For the same task, Song et al. [12] also employed regression
on patches extracted from the X-rays. However, image
registration from labeled images was done to retrieve the ROI
patches.

To determine the landmarks between the cartilage space of
the knee, Tiulpin et al. [13] employed a regression network
to detect the knee joint centers on bilateral knee AP X-rays.
Two ROIs were cropped from these centers and input to a
CNN that estimated a set of 16 landmarks via coordinate
regression. Similarly, Nguyen et al. [6] used CNNs based on
coordinate regression to get 10 ROIs centered on the positions
of the landmarks from FLL X-rays. Subsequently, a second
set of 10 CNNss refined the landmarks’ position estimations.
Contrary to them, Tack et al. [7] extracted the ROIs from
FLL X-rays using a detection network (YOLO-v4). From
the ROIs, landmarks were localized using CNNs trained
following coordinate regression.

By implementing a  global-to-local = mindset,
Noothout et al. [1] used a CNN to classify patches and regress
the coordinates of the landmarks of multiple image modali-
ties. Next, a second set of CNNs followed the same multi-task
approach to refine the localization of the landmarks. Contrary
to previous methods where two steps were employed to detect
the landmarks, Watchareeruetai et al. [ 14] used a single model
to regress facial landmarks coordinates. The novelty of their
model relied on the employment of a transformer placed after
an encoder backbone, used to give a sense of attention.

2) HEAT MAP REGRESSION

Models that follow a heat map strategy aim to localize the
landmarks by indicating their position as a two-dimension
heat map. Heat maps are pseudo-probability maps of
a landmark representing its location at a specific pixel
position [15]. Therefore, they are centered in the position
of the landmarks and generally follow a two-dimensional
Gaussian distribution. Often, a CNN backbone is used for
feature extraction, and a subsequent de-convolutional part
decodes the features to a set of heat maps corresponding to
the number of landmarks [10].
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Bier et al. [16] employed a two-stage pipeline that
estimated heat maps to detect landmarks in hip X-rays.
X-rays passed through a series of convolutional layers to
yield a first set of heat maps. Then, in a second stage, the
same X-rays were preprocessed through another series of
convolutional layers and concatenated with the previously
obtained heat maps. This new stack of features served as
input for a final series of convolutional layers that generated
a definitive estimation of the landmarks’ coordinates. Using
a similar logic, Payer et al. [15] estimated landmarks from
different image modalities. Their model consisted of an
encoder-decoder CNN that computed a first set of heat maps.
These heat maps worked as input for a second CNN that
generated a second set of heat map estimations. However,
contrary to Bier et al. [16], both heat maps were multiplied
to produce the final landmark estimations instead of going
through more layers.

Tsai et al. [17] used direct heat map regression to localize
landmarks in FLL X-rays. In this case, X-rays went through
a single CNN model that yielded a unique set of heat maps.
Likewise, Ye et al. [18] employed one encoder-decoder
network to estimate a set of landmarks from lateral knee
X-rays. Mahpod et al. [19] combined a cascade set of
regression and heat map regression CNNs to estimate the
position of facial landmarks. First, the heat map regression
models were employed to generate a first-position estimation.
Then, the regression networks refined the previous measure
to achieve better localizations. Kim et al. [20] trained three
HR-Nets using disentangled keypoint regression. First, the
FLL X-rays were split into three regions (hip, knee, and
ankle) using a rule-based partitioning system. Each cropped
region was input to an HR-Net to detect a set of 19 landmarks.

3) SEGMENTATION

Few authors have employed segmentation models to perform
landmark localization. This approach aims to classify an
image’s pixels in the foreground and background. What is
commonly done is to train on small segmentation masks
centered at the position of the desired landmarks. The
objective of segmentation models is to correctly identify these
pixel regions that correspond to the landmarks’ localization.
After the segmentation, the mask’s centroid is calculated to
retrieve the landmarks’ coordinates.

Hsu et al. [10] implemented a segmentation approach to
estimate facial landmarks. To achieve the latter, an encoder-
decoder model was employed. The model was compared to
regression and heat map regression models, outperforming
both regression-based techniques. Pei et al. [S] employed
segmentation to detect a set of 3 landmarks on FLL
X-rays. For the detection of each landmark, a different CNN
model was utilized. Likewise, Simon et al. [8] relied on
segmentation to detect landmarks on FLL X-rays. However,
in this case a first stage for ROI detection was used. After this
step, landmarks were localized through segmentation within
the ROIs.
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Erne et al. [21] trained a model to first segment the femur,
tibia, and fibula bones from FLL X-rays. Subsequently, four
independent U-Nets segmented a total of 46 landmarks.
Jo et al. [22] segmented four landmarks at the hip, knee, and
ankle joints to obtain a first set of ROIs. These ROIs were
input to a second set of U-Nets to segment 15 landmarks.
Gai et al. [23] proposed a multi-task, multi-scale approach for
segmenting bones and landmarks. One branch of their model
segmented knee implants and the femur, tibia, and fibula
bones. The second ramification segmented ten landmarks.
To combine the features of both branches, they proposed a
global-local attention module that relied on 1 x 1 convolution
operations.

B. CONTRIBUTIONS OF THIS WORK

We propose a novel methodology for landmark detection that
combines landmark segmentation with coordinate regression,
termed segmentation-guided regression. Firstly, a segmen-
tation network is employed to highlight the position of
the landmarks over the image. Next, this prior positioning
information is concatenated with the original image and fed
to a coordinate regression branch to give the final estimate.
We apply the method on FLL X-rays and demonstrate
that the additional positioning information leads to more
accurate estimations of the positions of the landmarks
through coordinate regression. Simultaneously, the coupling
with a regression model alleviates missed and erroneous
detections of a direct landmark segmentation approach. The
achieved balance between accuracy and robustness is deemed
of great benefit for clinical use of landmark detection tools.

Il. METHODOLOGY

A. GLOBAL WORKFLOW

We propose a workflow to automatically and accurately
detect the necessary landmarks to measure malalignment
on FLL X-rays. First, nine landmarks must be detected
on each leg, as shown in Fig. 2. These landmarks allow
the automatic definition of the axes and quantification of
the following metrics employed in LLM assessment: MAD,
mLDFA, mMPTA, FVA, and HKA. To automatically detect
the nine landmarks, an approach consisting of two stages is
proposed: a region of interest (ROI) identification stage and
a landmark detection stage (Fig. 2).

The first stage consists of a Faster R-CNN network
which detects and retrieves the hip, diaphysis, knee, and
ankle regions in both legs of an FLL X-ray. Subsequently,
these images are input into four independent deep-learning
models (one model per ROI) to estimate the position of
the required landmarks. Estimating the landmarks’ loca-
tion occurs according to the proposed segmentation-guided
approach (detailed in Section II-D). An exception is the
landmark identification of the diaphysis for the FVA delimi-
tation. As this axis is not defined using a unique landmark,
an alternative procedure was developed (see Section II-E).
Once the complete set of landmarks is estimated, definition
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of the axes and quantification of LLM is done following the
definitions mentioned in Fig. 1.

B. DATASET AND ANNOTATIONS

An anonymized private dataset of 919 FLL X-rays, including
pre- and post-operative images, was employed. The X-rays
were annotated using the software V7 Darwin.! First, ROIs
were labeled by placing bounding boxes surrounding the
desired joint. Next, nine landmarks were annotated on each
leg side of an FLL X-ray, as shown in Fig. 3. As the center of
the diaphysis does not correspond to a uniquely identifiable
landmark, a segmentation that covers the diaphysis was used
instead. From this segmentation mask, we took the midpoint
at the most distal cross-section to identify the center of the
diaphysis.

C. ROI DETECTION NETWORK

A Faster R-CNN [24] was trained to detect the hip, diaphysis,
knee, and ankle ROIs from FLL X-rays. A pretrained Faster
R-CNN with a ResNet-50 backbone was employed. However,
adaptations were made such that it could identify the desired
four regions. For its training, 346 FLL X-rays and their
annotations were utilized, 80% for training and validation,
and 20% for testing. The images were resampled from an
original size of 2800 x 8100 to 1400 x 4200. Additionally,
the intensity of the X-rays was rescaled between O and 1.
Training took place during 50 epochs employing batches of
8 images. An Adam optimizer using a scheduler with an
initial learning rate of 0.001 that decreased by a power of
10~! after every 10 epochs was utilized. In addition, the
same multi-task loss function, based on a classification and
location component, was implemented as described by [24].
At inference, bounding boxes with a score less than 0.5 were
pruned. Subsequently, the outputs were re-mapped to the
original dimensions.

D. SEGMENTATION-GUIDED REGRESSION

The proposed segmentation-guided regression (SGR) for
landmark detection uses a segmentation network that
analyses image ROIs to highlight which regions of the
image correspond to the landmark’s location. The choice
to incorporate this segmentation block is inspired by the
work of Hsu et al. [10], who studied the detection of facial
landmarks and found that a segmentation approach, called
“pixel-wise classification,” achieved better results in terms
of accuracy than regression approaches. In our case, rather
than directly using the resulting segmentation, the output
probability map is combined with the original input and fed to
a regression network to improve the stability and robustness
of the approach. We theorize that by incorporating the
output of the U-Net as an additional channel, the subsequent
regression network focuses its attention on the immediate
neighborhood of the points, which may translate to a more
accurate regression of the landmark coordinates.

lhttps://Www.v7lalbs.corr1/
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FIGURE 2. The proposed workflow consists of two main stages: detection of the regions of interest, followed by the detection and positioning of the
required landmarks. ROI detection is done using a Faster R-CNN which segments the hip, diaphysis, knee, and ankle regions in both legs of a FLL
X-ray. These regions are extracted and used as input to the next stage. Landmark identification is executed through four independent models (one per
joint) trained via segmentation-guided regression. After obtaining the respective landmarks for each of the ROIs, delineation of the physiological axes
is carried out. Finally, measurement of the malalignment metrics is executed in both legs.

The proposed model, therefore, consists of two blocks:
a landmark segmentation and a coordinate regression, see
Fig. 4. First, a U-Net segments small circular masks centered
at the desired position. To generate these masks, we took the
x-y coordinates of the targeted landmark and we placed a
circular binary mask of radius equal to 15 pixels as shown in
Fig. 3. This U-Net outputs probability maps with a number
of channels equal to the number of landmarks present in
the image. Subsequently, the output of the U-Net model is
concatenated with the original X-ray image as an additional
channel. Finally, this arrangement of X-rays and probability
maps is input to a second CNN coupled with a fully connected
(FC) layer at the end that regresses the landmarks’ x-y
coordinates. This last layer consists of two nodes for each
landmark being estimated, where these nodes correspond to
the targeted x-y coordinates.

1) ARCHITECTURE AND WEIGHT INITIALIZATION

To optimize the performance of our proposed approach,
we investigated the impact of transfer learning and the depth
of the networks. Shvets et al. [25] showed that segmentation
could be enhanced if the convolutional layers of a VGG
network pretrained on ImageNet are set as the encoder path of
a U-Net. Hence, we compared the performance of networks
with pretrained encoders to networks whose weights were
randomly initialized. Additionally, two different backbone
topologies with varying depths, VGG-11 and VGG-16 [26],
were employed for comparison. As a result, four different
model templates were evaluated. A U-Net with a VGG-11
topology encoder path coupled with a VGG-11 CNN to
execute coordinate regression, where both have pretrained
(SGR11-Pre) or random weight initialization (SGR11-Scr),
and a U-Net with a VGG-16 topology encoder path coupled
with a VGG-16 CNN to execute coordinate regression, where
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both have pretrained (SGR16-Pre) or random (SGR16-Scr)
weight initialization.

2) LOSS FUNCTION

The employed loss function is composed of two terms,
one for each optimized task. The first corresponds to
the segmentation loss computed over the U-Net output
and the ground truth landmark masks. The second term
is the regression loss, calculated using the output of the
VGG network and the ground truth landmark coordinates.
In addition, we incorporated a hyperparameter o to modulate
the impact of the segmentation loss over the regression
loss. The decision to do this is because we envisioned the
segmentation loss as an auxiliary component of the main task,
which is estimating the coordinates of the landmarks.

a: SEGMENTATION BRANCH

Segmentation of small circular masks centered at an anatom-
ical landmark position is an atypical segmentation task as it
is highly imbalanced. For this reason, we chose to employ
the Dice-Cross entropy (Dice-CE) loss. Such a loss involves
coupling the Dice loss with the Cross-Entropy loss to leverage
the flexibility of Lpg to class imbalance [27]. Though in
literature there are multiple ways to combine these two
losses, in our experiments, we used the one proposed by
Isensee et al. [28]:

Lpsc—ceE = Lpse + LcE , (D
2TP
l— 2)
2TP + FP+ FN
—(ylog(® + (1 —y)log(l —3)), 3)

Lpse =

Lcg

where TP, FP and FN correspond to true positive, false
positive, and false negative classified pixels, respectively. For
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FIGURE 3. Labelling of the FLL X-rays (a) For the detection of the joints,
bounding-boxes were placed on the femur, diaphysis, knee, and ankle
ROIs. (b) For the landmark detection, a set of 9 landmarks were
annotated on each leg. (1) A circle was fit on the head of the femur and
its center was taken as the targeted landmark. (2)-(3) A line that
connected the femoral condyles was delineated, the starting and ending
points of it were taken as the needed landmarks. (4)-(5) A line that joint
the tibial plateau was drawn and the corresponding landmarks were
labelled. (6) A point was positioned on the femoral notch. (7)-(8) A line
that went from the lateral to the medial malleolus parallel to the
mortise’s line was drawn, the starting and ending points were taken as
the targeted landmarks. (9) A mask that covered the bone was drawn
over the segmented X-ray, the center of the diaphysis at the most distal
cross-section was taken as the landmark. (c) Circular shape masks
employed to train the segmentation branch overlayed on their
corresponding X-rays. For each type of joint, each image mask had a
number of channels equal to the number of present landmarks.

Lcg, y and y represent the predicted value and the ground truth
one, respectively.

b: REGRESSION BRANCH

In the regression branch of the proposed model we employed
the mean squared error (MSE) loss. This one is expressed as
follows:

N
1 R
wm=ﬁ;w—m% 4
=

where N is the number of samples, y; the ground truth
coordinate and y; the estimated coordinate.

¢: COMBINED LOSS
Training of previously described blocks is done in an end-to-
end way. Our combined loss can be expressed as follows:

L = aLpse—ce + Lysk- (5)

The optimal value of o was explored on the validation set
using a grid search that went from 0.1 to 0.9, on steps of 0.1.
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3) TRAINING OF THE MODELS

Training and evaluation of the networks was done using
a set of 919 paired FLL X-rays and annotations, 80% of
these images were used for training and validation, and the
remaining 20% for testing. Since the input images could vary
in shape, resampling to a fixed size of 512 x 512 was done.
Additionally, the intensity of the X-rays was rescaled between
0 and 1, and the number of channels was increased so that
each network received batches of 8 images with dimensions
of 3 x 512 x 512. During training, online data augmentation
was executed. This consisted of an affine transformation
involving rotations (410°), translations (£0.1 factor) or
scaling (£0.1 factor) of the images. The number of epochs
was fixed to 100 and Adam optimizer with constant learning
rate of 107> was set.

E. DIAPHYSIS SEGMENTATION

As described in Fig. 1, calculating the FVA angle requires the
identification of three landmarks: the head of the femur, the
center of the knee, and the center of the diaphysis. From these
three, the automatic localization of the center of the diaphysis
using landmark detection represents a challenge. The position
of such a landmark is ill-defined with respect to surrounding
features, i.e., many positions could be considered equivalent.
Hence, the following alternative strategy was followed. First,
we segmented the entire diaphysis bone using similar U-Nets
as the ones described in Section II-D1. Next, we selected
the midpoint of the caudal cross-section of the obtained
mask as the desired landmark. Training and evaluation of the
networks were done similarly to what was described above in
Section I1I-D3, where the Dice-CE loss function was utilized.
During inference, a threshold of 0.5 was employed to generate
binary masks.

F. ABLATION STUDY

To evaluate the benefit of the proposed segmentation-guided
regression approach, we performed an ablation study where
we took each of the sub-components of the model and
trained them independently to localize landmarks. Therefore,
the study compares the proposed methodology to direct
landmark segmentation and direct coordinate regression. For
each case, the optimal architectures and weight initialization
techniques described in Section II-D1 were likewise assessed.
The same training-testing pipeline described in Section 1I-D3
was utilized to have concordant comparisons with the
segmentation-guided method.

G. METRICS

1) MEAN AVERAGE PRECISION (mAP)

Mean average precision is the most widely employed metric
to assess the performance of object detection algorithms.
It relies on taking the mean of the average precision (AP)
calculated on all the classes,

C
1
AP:—EAP'. 6
m. Ci:1 i (6)
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FIGURE 4. (a) Segmentation-guided regression architecture that employs a U-Net to yield probability maps where the landmarks are located.
Next, a VGG-like CNN uses the concatenated X-rays and probability maps to estimate the coordinates of the landmarks. (b) Architectures of the
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implemented networks. Left: U-Net topology utilized for the segmentation module. Right: VGG-16 backbone employed for coordinate

regression.

AP corresponds to the area under the curve obtained from a
precision-recall plot. To construct this graph, the predicted
bounding boxes are compared to their ground truths and their
degree of overlapping is measured via the intersection over
union (IoU) [29].

2) DICE SCORE

The Dice score is a metric utilized to address semantic
segmentation tasks. It measures the overlap between an
estimated segmentation and its corresponding ground truth.
Therefore, it gives a sense of the quality of the segmen-
tation. The closer to 1, the better the segmentation is.
Mathematically,

211N 1|

Dice(l,i) = —F, @)
]+ 1]

where [ corresponds to the ground truth and ] to the estimated
mask.

3) EUCLIDEAN DISTANCE

The Euclidean distance between the estimated landmark and
the ground truth’s position coordinates was measured to
assess the detection accuracy. It is defined as

dp. @) = /(s — 4* + Py — 4)? | ®)
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where (py, py) and (gx, gy) correspond to the x-y coordinates
of the ground truth and estimation, respectively.

4) MALALIGNMENT ANALYSIS
Finally, we evaluated the performance of the estimated land-
mark positions by conducting an LLM assessment. To this
end, the error between the ground truth recorded values and
the values obtained through the estimated positions of the
landmarks was quantified. In each case, the mean absolute
error (MAE) was employed,
0
MAE = izt Mi = Mil. )
n
where Mi is the predicted metric value, M; is the true
metric value, and z is the number of employed test samples.
Likewise, as proposed by Tack et al. [7], the percentage of
images with HKA error > 1.5° was measured.

H. IMPLEMENTATION

The algorithms were developed using Python 3.8.6.
We employed Pytorch 1.7.1 and its sub-library Torchvision
0.8.2. These were complemented with MONAI 0.7.0, which
includes the utilized Dice-CE loss function and data handling
operations designed for medical images. The training of the
neural networks was done using GPU computing through a
Nvidia Tesla P100 GPU with 16GB of memory.
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specific Euclidean threshold is shown. (a) Evaluation of the different topologies and weight
initialization techniques. (b) Evaluation of the pretrained VGG-16 SGR architecture, giving

different weight to Lpg. _cf.

TABLE 1. mAP values obtained for the proposed faster R-CNN at different
loU thresholds following the COCO protocol for object detection.

ToU mAP

0.50 0.99

0.75 0.88
0.50:0.05:0.95 0.71

IIl. RESULTS

A. ROI DETECTION NETWORK

Table 1 summarizes the evaluation of the Faster R-CNN in
terms of mAP at different IoU levels. First, mAP is calculated
using an IoU of 0.50 and of 0.75. Subsequently, mAP is
computed at IoU values ranging from 0.50 to 0.95 on intervals
of 0.05; an average of these values is taken as the final score.
From a test set of 101 FLL X-rays, the correct detection of
the 8 ROIs was successful on 99 images. In the failed cases,
the network detected only one of the two ankle regions. For
a graphical representation of the results, see Supplementary
Material, Fig. 1.

B. SEGMENTATION-GUIDED REGRESSION

Fig. 5 compares the four different setups where all the
landmarks have been grouped and shows the percentage of
landmarks below specific distance thresholds. From these
results, it is observed how pretrained models outperformed
their scratch counterparts. Higher successful detection rates
at lower threshold values were achieved using pretrained
models. For instance, at the 4 mm threshold, the pretrained
SGR-11 configuration achieved a detection rate of 79.04%,
whereas the SGR-16-Pre yielded 83.83%. In contrast, their
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randomly-scratch initialized counterparts reached 68.68%
and 65.89%, respectively.

At 6 mm, detection rates above 90% are obtained on
the pretrained models (SGR-11: 93.03%, SGR-16: 94.15),
a condition that does not occur on the scratch configurations
(SGR-11: 87.02%, SGR-16: 84.71%). Interestingly, the
optimal depth of the VGG architecture depends on whether
the weights were pretrained or not. In the pretrained case,
the VGG-16-based topology detected the landmarks with
lower error than the VGG-11 one. Yet, the scratch-initialized
VGG-11 architecture reached lower Euclidean distance errors
than the VGG-16 design. From the four models compared,
a pretrained VGG-16-based architecture performed best and
was adopted.

Since the SGR based on a pretrained VGG-16 configu-
ration yielded the best results, we decided to use this setup
to tune the value of o on Equation 5. Table 2 displays the
average detection rates of landmarks at Euclidean thresholds
that went from 0.5 mm to 10 mm in steps of 0.5 mm. The
results show that tuning of o improves the overall detection
rates. By adjusting «, average detection rates in the 77-78%
boundary are achieved. Of the investigated values, the best
metric is achieved at « = 0.2 with an average detection rate
of 78.08%.

C. DIAPHYSIS BONE SEGMENTATION

The performance of the networks trained to segment the
diaphysis bone from the X-rays is displayed in Fig. 6.
This figure shows how the pretrained models outmatch
their random initialized counterparts. In addition, if both
pretrained topologies are compared, there is statistically
significant evidence that indicates that the U-Net with
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TABLE 2. Average detection rates at different Euclidean distance
thresholds [0.5:0.5:10 mm] for the pretrained VGG-16 SGR architecture,
giving a different weight to Lps._cf-

« Avg. Detection rate [%]
0.1 77.57
0.2 78.08
0.3 77.88
0.4 77.92
0.5 77.25
0.6 77.22
0.7 77.98
0.8 77.82
0.9 77.39
1.0 75.44
DICE coeffient
1.000 4
— ——
0.975 1
+
¢
‘.
0.950 4 *
D
0.925 1 !
¢
0.900 _!r E
‘
0.875 +
D
D
0.850 1 LJ

Ul1-Pre U11-Scr U16-Pre U16-Scr

FIGURE 6. Diaphysis segmentation evaluation. Notes: U1 1-Pre: U-Net
with pretrained VGG-11 encoder path (Dice = 0.99 + 0.007), U11-Scr:
U-Net with VGG-11 random initialized weights (Dice = 0.97 + 0.031),
U16-Pre: U-Net with pretrained VGG-16 encoder path (Dice =

0.99 + 0.005), and U76-Scr: U-Net with VGG-16 random initialized
weights (Dice = 0.98 + 0.024).

the VGG-16 encoder path surpasses the VGG-11 topology
(Wilcoxon test [p < 0.05]). For a visual comparison of the
four networks, consult Fig. 2 of the Supplementary Material.

D. ABLATION STUDY
When considering the optimal depth for direct landmark
segmentation and coordinate regression, we found that the
combination of pretraining and VGG-16 yielded the best per-
formance. Fig. 7 and Fig. 8 compare the segmentation-guided
regression approach with « = 0.2 against its independently
trained sub-components: landmark segmentation and coor-
dinate regression using pretrained VGG-16 encoders. For
completeness, a comparison of the four possible configura-
tions without «-tuning can be found in the Supplementary
Material, Fig. 5 to 8.

When considering cases for which landmarks were suc-
cessfully detected, segmentation-guided regression achieved
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FIGURE 7. Comparison between the proposed approach and its
sub-elements. On the Y-axis, from top to bottom: the number of false
positives, the number of missed detections, the detections that were
more than 10mm away from the ground truth position, and a box plot of
all correctly estimated landmarks (femur, knee and ankle) below the
10mm distance threshold with respect to the ground truth position.

an averaged Euclidean error of 1.93 mm =+ 1.53, whereas
landmark segmentation reached 1.96 mm =+ 1.64, and
coordinate regression scored 2.67 mm =+ 1.80. Hence,
on average, segmentation-guided regression and landmark
segmentation are more accurate than coordinate regression.
The downside of landmark segmentation can be seen in
Fig. 7. Direct segmentation suffered from 19 extra detected
landmarks (false positives) and 17 missed detections, for
a total of 2,944 ground truth landmarks. Of the 19 false
positives, 11 occurred on the ankle region and 8 on the knee.
The region with the highest number of missed detections was
the ankle (12), then the knee (3), and finally the femur (2).
Such failures impede further analysis and are problematic
when considering clinical applications.

By design, regression approaches do not lead to missed
detections or false positives, as each inference will lead to one
set of coordinates. Coordinate regression did lead to consid-
erably larger landmark identification errors. Segmentation-
guided regression yielded a lower number of detections above
the 10mm distance threshold, and lower average Euclidean
error for the points within 10mm error.

E. MALALIGNMENT MEASUREMENT

To illustrate the impact of landmark detection on clinical
applications, an evaluation of the measurement of lower limb
malalignment was executed. A measurement was deemed
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Regression

FIGURE 8. Graphic representation of the landmark detection approaches: ground truth landmark (blue) versus the estimation (red). The
segmentation-guided positions the complete set of landmarks over the images in the desired location. Likewise, the segmentation centers
the masks on the targeted position. Nonetheless, it is prone to false positives (red arrow) and missed detections (dashed red circle) that
would impede the execution of the LLM test.

successful if all the necessary landmarks to draw the axes on
both legs were detected. On the contrary, if a landmark was
missing or an extra landmark was detected (false positive) on
any of the ROIs, the image was considered a failure. For each
malalignment metric, we computed the mean absolute error
of the metric over the successful images and plotted it with
respect to the number of failed images (Fig. 9). The results
were compared to the segmentation and regression models
tested in the ablation study.

From Fig. 9, it can be seen that the landmark seg-
mentation approach achieves error values for successful
images that are below or equal to those obtained through
segmentation-guided regression and coordinate regression.
However, this happens at the expense of a 3% to 11% rate of
failed images for which the metrics could not be estimated.
Execution of the complete LLM test (extraction of all metrics)
was only possible on 86.41% of the images. Conversely,
segmentation-guided regression and coordinate regression
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successfully analyze all X-rays. They do so at the expense
of producing comparatively less accurate measurements on
average. Segmentation-guided regression achieves the lowest
errors of these two, consistently outperforming the regression
approach for the five malalignment measurements.

IV. DISCUSSION

A. ROI DETECTION NETWORK

We found that the developed Faster R-CNN could accurately
detect the hip, diaphysis, knee, and ankle regions from a full
lower limb X-ray in 98% of the cases. Failing to detect the
ankle regions occurred when these two were close to each
other, and the network could only generate a single detection.
Additionally, less accurate detections were observed when
the ROIs were too close to the image’s border. In such a
scenario, the network predicted bounding boxes of lesser size
compared to the ground truth. Nonetheless, the area where the
landmark should be positioned was not affected, and accurate
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FIGURE 9. Robustness and accuracy evaluation of the proposed segmentation-guided method in contrast to the segmentation and
regression ones. On the y-axis, MAE between the values obtained using the estimated landmark positions and the ground truth
coordinates. On the x-axis, percentage of images where landmark detection failed. It is observed that the segmentation approach
failed to detect the necessary landmarks on the five different malalignment metrics. Therefore, in only 86.41% of the images the LLM

test was performed.

landmark detections could still be obtained, indicating the
approach is not very sensitive to inaccurate ROI detections.

B. SEGMENTATION-GUIDED REGRESSION

A superiority for the employment of using transfer learning
was identified. These results followed what Shvets et al. [25]
and Iglovikov et al. [31] reported on the employment
of pretrained encoders for enhanced image segmentation.
Regarding the depth of the architectures, an obvious advan-
tage was not perceived. Pretrained VGG-16 models were
better than their VGG-11 counterparts. However, if weights
were randomly initialized, VGG-11 topology turned out to be
the optimal network architecture.

The previous observation can be explained given that the
VGG-16 architecture incorporates extra trainable parameters.
By having more trainable features and in the presence of
relatively few data, the VGG-16 model could be overfit-
ting. The scratch VGG-11 mitigates this since, by design,
it incorporates fewer parameters to optimize. Thanks to
transfer learning, a technique that has proven beneficial
to avoid overfitting in the presence of few data, the
VGG-16 with extra trainable parameters outperforms the
other three configurations. On each landmark, lower errors
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were measured, which converted into higher detection rates
at lower distance threshold values.

Balancing and optimizing multiple loss functions can
be done in various ways [32]. In the presented job a
hyper-parameter that limited the contribution of the auxiliary
Lpsc—ck to the total loss was implemented. This decision was
due to its easy implementation and the evidence suggesting
that a properly tuned parameter can yield better results [33].
Tuning o on Equation 5 translated to better landmark
detections. Yet, a difference between the metrics achieved
by tuning the weight of & was not observed. This situation
indicates that the proposed loss function is moderately
sensitive to the ratio between its elements, and extra research
is required.

Regarding the ablation study between the
segmentation-guided regression and its sub-components,
the obtained results were inline with those reported by
Hsu et al. [10]. Landmark segmentation more accurately
localized the position of the target points compared to
the regression approach. This condition translated to better
detection rates and accurate malalignment metrics. However,
for our experiments on FLL X-rays, landmark segmentation
proved unreliable leading to false positives and missing
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TABLE 3. Landmark positioning error comparison between the segmentation-guided regression and literature. Notes: HoF: head of the femur, Right-FC:
right femur condyle, Left-FC: left femur condyle, Right-TP: right tibial plateau, Left-TP: left tibial plateau, CoK: center of knee, LM: lateral malleolus, MM:

medial malleolus. *They employed the center of the ankle as landmark.

Model Euclidean distance [mm)]
HoF Right-FC Left-FC Right-TP Left-TP CoK LM MM
Ours 1.434+1.04 229+225 2114179 2454253 249+237 1.10£1.14 2304+1.91 2.09+1.48
Tacketal [7] | 1.724+1.00 - - - - 1.94+1.33 1.54 +1.33"
Tsai et al. [17] 3.7+5.3 - - - - 294+6.3 4.2 +1.8"

TABLE 4. Comparison of our approach with respect to what is published in the literature regarding LLM assessment. We report the mean absolute error
(MAE) with the standard deviation (SD), the root mean squared error (RMSE), and the percentage of HKA errors above the 1.5° threshold. Notes: *Top
corresponds to the right leg and bottom to the left leg measurements. **Two dataset were employed. ***Five values were reported, here we show the

average of them.

Model MAD [mm] mLDFA ] mMPTA ] FVA ] HKA ]
MAE (SD) RMSE MAE(SD) RMSE MAE(SD) RMSE MAE(SD) RMSE MAE (SD) RMSE >1.57%]
Ours T10(130) 171 065063 090 1.00(098) 140 028034 044 0.19(0.16) 025 082
Pei et al. [5] - - - - - - - - - - 10.83
. - T 0.90(80 115094 064050 067 (42 -
Nguyen et al. [6] ; - L14 ((0.89)) - 1.03((.67)) ] 1.30((.57)) ] 0.54 2.49; - 17.7
- - - - - - - - - - - 338
Tack et al. [7] : - - - - - - - - - s
Kim et al. [20] - - - - - - - - - - 0.0
Erne et al. 211 - - - 789 - 142 - - - - -
Jo et al [22] - 052047 - 046045 - - o oIn - 0.0
Moon ef al. [30] 0.80 130 053 063 0.63 087 - - - - -

landmarks. After a visual inspection of the failed cases on the
landmark segmentation approach, we observed that missed
detections occurred mainly due to the presence of external
objects (bracelets, screws, and other orthopedic implants) or
because the relevant anatomical region was not fully present
on the X-ray.

Thanks to its architecture that incorporates a coordinate
regression network, our methodology always led to the
detection of the exact number of landmarks. Compared
to coordinate regression, segmentation-guided regression
detected landmarks more accurately and had fewer outliers
(detections with error above 10mm). While equally accurate
with respect to direct segmentation, we argue that the
obtained balance in accuracy and robustness is of more value
for clinical applications. In the following section, we will
demonstrate that the achieved accuracy is competitive with
respect to the state-of-the-art.

C. COMPARISON TO STATE-OF-THE-ART

We contrasted the performance of the proposed
segmentation-guided regression to results previously reported
in literature for comparable applications. While direct
comparison of methodologies is not possible, due to
the different datasets being used across the works, the
comparison does allow us to evaluate the quality of our results
with respect to the current state-of-the-art.

Table 3 displays the landmark positioning errors achieved
by our model (with « = 0.2) and compares them to
accuracy values for the same landmark reported by others.
From the table, one can note strongly different mean
Euclidean distances for the different landmarks. For land-
marks where the comparison with literature is possible, our
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segmentation-guided regression method achieves superior or
similar results to what is currently reported in the literature for
the head of the femur and the center of the knee. Tack et al. [7]
achieved a better performance for the ankle. This could be
explained given that their landmark was defined with respect
to the talus bone, whereas ours was defined with respect to
the lateral and medial malleolus.

A comparison regarding malalignment quantification is
shown in Table 4. It is observed that our proposal achieves
competitive results in the different assessed metrics. When
comparing with Nguyen et al. [6], it can be seen that our
approach obtained better results in all the malalignment
metrics. A similar pattern is observed when contrasting
against Pei et al. [5], Tack et al. [7], and Erne et al. [21].
Compared to our approach, Jo et al. [22] outperformed
us on the measurement of mLDFA and mMPTA. This
could be attributed to the data employed for training their
models, where more than 10,000 X-rays were used, allowing
the models to learn more features and better segment
the landmarks, translating to improved metrics on LLM
assessment. Moon et al. [30] achieved better metrics than
us, a circumstance that could be explained by the fact that
they defined the position of landmarks using hard-coded rules
after segmenting the lower limb bones instead of detecting the
landmarks.

Regarding the measurement of HKA, it is noticed that
segmentation-guided regression achieves a percentage of
images with HKA error > 1.5° of 0.82%. Such a result
makes our approach outperform what is reported by several
authors. Yet, Kim et al. [20] and Jo et al. [22] yielded a 0% of
measurements above the 1.5° threshold. Compared to us, they
employed more than ten times the X-rays we used to train
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our networks, allowing their models to learn more features
and generalize better to new images. We employed 735 FLL
X-rays; Kim et al. used 11,212, and Jo et al. 10,907.

Finally, as a limitation, we should note that the devel-
opment of this investigation was entirely performed using
a private dataset. Therefore, deployment and testing of the
developed networks on datasets like the OAI or MOST should
now be undertaken.

V. CONCLUSION

We proposed a novel method for the automated detection
of landmarks in X-rays, termed segmentation-guided regres-
sion, based on two approaches for detecting landmarks:
landmark segmentation and coordinate regression. By using a
segmentation network and incorporating the output probabil-
ity map into a regression network, we achieved a considerable
increase in robustness with respect to direct segmentation
and an improved accuracy with respect to direct regression.
Compared to results reported in the literature, our approach
led to similar or superior accurate landmark detections and
highly reliable lower limb malalignment measurements.
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