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ABSTRACT With the development of prefabricated buildings in China, the demand for prefabricated
components is also increasing. The construction schedule of prefabricated components has heterogeneity
and timeliness, which makes the traditional scheduling models not applicable. In order to control the
construction process and reduce costs, research is conducted on controlling the construction process of
prefabricated components in prefabricated buildings. This study divides the construction process into three
stages according to the construction characteristics of prefabricated buildings. The scheduling models of
these three stages are established, namely assembly, production, and transportation stages scheduling models.
The scheduling model of the three stages is related to each other through the duration constraints. In addition,
an improved genetic algorithm is developed to solve the scheduling model of the assembly stage. Then
an improved particle swarm optimization is designed to solve the scheduling model in the production and
transportation stages. The results show that the minimum duration of the assembly phase was 8 days. The
duration and cost of the production phase cannot be minimized at the same time. The minimum carbon
emission duration and transportation cost in the transportation phase are 93.8 hours and 22516 yuan,
respectively. The improved genetic algorithm tended to flatten out after nearly 180 iterations. The maximum
running time of the improved particle swarm algorithm on the training set is 4.23s, the maximum hyper
volume is 0.736, and the maximum anti generation distance is 2.35 x 1073. The scheduling models of
different stages and corresponding solving algorithms are effective and provide technical support for the
construction process control of assembly parts. The technical contribution of this study is to optimize the
genetic algorithm based on weed invasion algorithm and improve the local search ability of genetic algorithm.
Then, the differential evolution algorithm is used to improve the particle swarm optimization algorithm and
continuously generate new particles to replace the optimal position.

INDEX TERMS Prefabricated buildings, prefabricated components, genetic algorithm, scheduling model,
particle swarm optimization.

I. INTRODUCTION
Prefabricated buildings have the advantages of fast construc-
tion speed, saving labor and materials, high quality, and green
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environmental protection, making them the focus of future
development in the construction industry. In prefabricated
buildings, various resources used during the construction
process should be reasonably integrated and then an optimal
construction scheduling plan should be obtained [1], [2],
[3]. The Prefabricated Component (PC) construction process
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control is the core work of prefabricated building construction
scheduling. Regarding the scheduling problem of prefab-
ricated building construction, the current research mainly
focuses on the production, transportation, and on-site assem-
bly of PC. In solving Multi-Objective Optimization (MOO)
problems, common methods include conventional mathe-
matical methods such as weighted sum method, objective
programming method, and &- constraint method. However,
these methods also have certain shortcomings, such as relying
on the experience of decision-makers, pre-determining the
expected values of each Objective Function (OF), and being
sensitive to the shape of the search space [4], [5]. With
the advancement of computer technology, more intelligent
optimization algorithms are being used to solve construc-
tion scheduling models for prefabricated buildings. In recent
years, an improved Grey Wolf intelligence algorithm is pro-
posed to optimize the prefabricated production scheduling.
Some papers have also proposed a radial basis function fuzzy
logic neural network algorithm to solve resource schedul-
ing problems in prefabricated building construction [6], [7].
However, these algorithms also have certain shortcomings,
such as being prone to getting stuck in local optima and
taking longer computation time. Therefore, in order to con-
trol the PC construction process in prefabricated buildings,
shorten the construction period, reduce costs, and overcome
the tendency of the scheduling models to fall into local
optimality, different scheduling models are constructed from
the three stages of the PC construction process, namely,
the assembly stage scheduling model, the production stage
scheduling model and the transportation stage scheduling
model. In addition, the Invasive Weed Optimization (IWO)
is used to improve the Genetic Algorithm (GA) for solving
the scheduling model in the assembly stage. The differ-
ential evolution algorithm is used to improve the Particle
Swarm Optimization (PSO) to solve the scheduling model
in the production and transportation stages. The research
aims to construct a scheduling model for PC in prefabri-
cated buildings at different stages, improve the performance
of scheduling model solving, assist in the scheduling of
PC assembly, production, and transportation on construction
sites, shorten the construction period, and reduce costs. There
are two main innovations in the research. The first combines
IWO and GA. The second combines differential evolution
algorithm and PSO. The study has four parts. The first part
reviews prefabricated building scheduling models. The sec-
ond part constructs the scheduling model for different stages
and designs the solving algorithm. The third part analyzes the
scheduling model performance at different stages. The fourth
part summarizes the conclusions, shortcomings, and future
prospects.

Il. RELATED WORKS

With the support of national policies, China has made signif-
icant progress in the technology and research related to pre-
fabricated buildings. More scholars are conducting research
on prefabricated building scheduling models. Ruan et al.
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designed an improved model for the production scheduling
of PC, taking into account resource constraints. There were
13 constraints in this model. Enterprise decision coefficients
were added to the OF. The model had good applicability,
which could well meet diverse production conditions and
business needs [8]. Zhang et al. designed an elastic cost
trade-off model for prefabricated buildings to plan the supply
chain of PC in emergency situations. A multi-objective PSO
was designed to solve the model. Before constructing this
model, the elastic supply chain plan was designed. The model
could effectively solve the elasticity problem of the supply
chain during the planning phase [9]. Podolski et al. designed
a corresponding production planning model to address the
manpower allocation in the production of precast concrete
components. Simulated Annealing (SA) and taboo search
algorithm were combined to solve the model. This model took
into account unexpected situations during the production pro-
cess. The production scheduling model was effective, which
could effectively allocate human resources in the production
of prefabricated concrete components [10]. Du et al. designed
a dynamic flow shop scheduling model for PC production
to address the frequent dynamic demand fluctuations that
occurred on construction sites. A multi-objective GA was
constructed to solve the model. The model took into account
demand fluctuations, such as early delivery and order cancel-
lations. The results indicated that the model effectively planed
production scheduling under demand fluctuations [11].
More researchers are using intelligent optimization algo-
rithms to solve scheduling models. Gebreyesus et al. designed
a deep reinforcement learning method to solve the work-
shop scheduling of dynamic jobs. The gate mechanism was
introduced to regulate the learning feature flow. In addi-
tion, the study also designed a gate-based graph pooling
mechanism. This method was superior to existing heuristic
algorithms and deep reinforcement learning [12]. Zhang et al.
designed a GA to solve the ship scheduling model. The
calculation function of tidal level variation over time was
constructed. Finally, the model performance was validated on
real ship data. The constructed method was significantly more
efficient than existing methods, which had good reusabil-
ity [13]. Wu et al. constructed a dynamic scheduling strategy
and heuristic algorithm from the perspective of dynamic
priority to solve imaging task scheduling. The algorithm
performance and strategy was validated through experiments.
This algorithm had obvious advantages. It was significantly
better than the comparison algorithm in terms of solving
speed and accuracy [14]. Meng et al. designed a parameter
optimized dynamic priority scheduling algorithm based on
improved reinforcement learning. This algorithm improved
the action step size and reward function of the reinforcement
learning algorithm, and accelerated the online learning speed.
The constructed algorithm reduced the number of iterations
in reinforcement learning and optimized scheduling cost [15].
In summary, there is rich research on prefabricated building
scheduling models and scheduling model solving algorithms.
However, the current research also has certain shortcomings,
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FIGURE 1. A diagram of the three phases working together.

such as some algorithms being prone to falling into local
optima and taking longer computation time. Therefore, the
scheduling model is established for the assembly, production,
and transportation stages of PC in prefabricated buildings.
An improved GA is developed to solve the assembly stage
scheduling model. Then an improved PSO is also designed to
solve the scheduling model for the production and transporta-
tion stages. The research aims to improve the performance
of scheduling model solving algorithms and assist in the
scheduling of PC assembly, production, and transportation on
construction sites.

lll. METHODOLOGY

In this chapter, based on collaborative work in different
stages, a scheduling model for the assembly, production,
and transportation stages in prefabricated buildings is con-
structed. The scheduling models for these three stages are
associated with time constraints. For the scheduling model in
the assembly stage, an improved GA is designed to solve it.
The optimized PSO is applied to solve the scheduling model
for the production and transportation stages.

A. SCHEDULING MODEL CONSTRUCTION

The PC construction control is the focus of prefabricated
building construction. For the scheduling optimization of
PC, it has three stages. Scheduling modeling is carried out
for each stage. These three stages are assembly, manufac-
turing, and transportation. The optimization objectives for
these three stages are determined in the study. The schedul-
ing model is solved based on improved GA and PSO. The
models are solved separately to obtain the optimal scheduling
solution that meets the requirements of each stage. The three
stages can be closely connected. To control the construc-
tion of PC, the construction process of PC is first divided.
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It mainly includes four aspects, namely determining the con-
struction plan, producing PC, transporting and storing PC,
and assembling PC [16]. Therefore, the construction process
includes three stages: assembly, fabrication, and transporta-
tion. The collaborative work diagram of these three stages is
shown in Figure 1.

In Figure 1, Ah represents the time required for a con-
struction unit. g represents the number of construction units.
—x3 represents the type and quantity of PC required for the
J-th construction unit. The work positions, working hours,
and scheduling nature of the three stages are not consis-
tent, but they all serve the same construction goal. Before
constructing scheduling models for different stages, a dimen-
sionality reduction approach is adopted to lag the timeline and
move different stages to the same time period for analysis.
The optimization objectives vary in different stages. The
assembly stage is to minimize the construction period to
the greatest extent possible. The assembly period determines
the deadline for the production and transportation stages. The
optimization goal during the production phase is to minimize
production cost and duration. The optimization goal during
the transportation stage is to minimize transportation cost
and minimize carbon emissions from transportation vehicles.
The scheduling model of three stages is correlated through
duration constraints. Therefore, the construction scheduling
process mainly has three steps. The first step is to obtain the
scheduling plan that meets the shortest construction period.
The second step is to select the optimal scheduling plan
for the production stage. The third is to select the optimal
scheduling plan for the transportation stage. Before proceed-
ing with the first step, the construction process and required
resources for the assembly phase should be obtained first.
The specific construction process during the assembly stage
is shown in Figure 2 [17], [18].
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FIGURE 2. Specific construction processes during the assembly phase.

From Figure 2, the first step in the construction process
during the assembly phase is to install the exterior wall pan-
els, which are prefabricated insulation walls. The second step
is to install the wall panel connectors and process the panel
joints. The third is to install the composite beam. The fourth is
to install the inner wall panel. The fifth is to tie the steel bars
of the columns and shear walls. The sixth step is to install
the formwork inside the elevator shaft. The seventh step is to
install the shear wall and column formwork. The eighth step is
to remove the wall column formwork. The ninth step is to set
up the floor support, and the tenth step is to install the stacked
floor slab. The eleventh step is to lift the staircase segment,
and the twelfth step is to install the embedded pipelines in the
floor slab and tie the surface layer steel bars. The thirteenth
step is to pour concrete into the floor slab. The fourteenth
step is to continue the construction of the previous structure,
dismantle the railings, and lift the exterior wall panels. The
OF in the assembly phase scheduling model is shown in
equation (1).

min S, = min Z d; (1)

In equation (1), d; represents the time required for activity
i. n 4+ 2 represents the total number of activities. The tight
preceding activity constraint relationship between activities i
and j is shown in equation (2).

Si+di <S;,8 € P(>i) 2

In equation (2), P (i) represents the set of all preceding
activities of activity j. S; represents the start time of activity
J. Si refers to the start time of activity i. d; refers to the time
required for activity j. The resource constraint of the activity
is shown in equation (3).

> ik < Ry 3)
i€A(r)
In equation (3), k represents the k-th renewable resource.

rik refers to the amount of resource k used in activity i at ¢. rk
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is the amount of renewable resource k consumed. A (¢) refers
to the collection of all ongoing activities at t. Ry represents the
upper capacity limit of the renewable resource k. The discrete
numerical constraint for time is shown in equation (4).

t=0,1,...,57+2 )

The non-negative start time constraint for all activities is
shown in equation (5).

Si>0, i=1,2,...,n+2 5)

After determining the assembly schedule for the standard
layer, the production cycle required for each layer of assem-
bled components can also be determined. The scheduling
problem during the production phase can be summarized as
follows. Under the constraint of project schedule, the produc-
tion time is minimized and the resource cost is minimized.
In addition, the scheduling problem during the production
phase also is a multi-modal time cost trade-off model. Before
constructing the optimal scheduling model for the PC pro-
duction stage, the production process of PC is first analyzed,
as shown in Figure 3 [19], [20].

From Figure 3, the first step in the production of PC is
to clean the bottom mold first. The second step is to spray
release agent, and the third step is to assemble the template
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steel reinforcement framework. The fourth is to place the
embedded parts, and the fifth is to pour and vibrate the
concrete. The sixth is to scrape flat, and the seventh step is
to perform pre-curing. The eighth step is to plaster, and the
ninth step is to maintain. The OF in this stage is shown in
equation (6).

n+2
min E djm

J=1

nt2 nt2 ©)
min E E CimXjm+ E V~djm

j=1 meM; j=1

In equation (6), the first OF represents minimizing the
duration. The second OF represents cost minimization. X,
represents the decision variable. m represents the activ-
ity selection mode. M; represents the number of execution
modes. r represents the indirect cost. ¢j;, represents the direct
cost of the activity. The decision variable constraints of the
production scheduling model are shown in equation (7).

ijm=1, j=1,...,n+2 )

meM;

The tight constraint relationship of the activity is shown in
equation (8).

Si+ D dinxin < Sj, Vj<ij>€A®)  (8)
meM;
The completion time of the project satisfies the project
deadline, as shown in equation (9).

Sny2 < ©))

In equation (9), « represents the project deadline. The
constraint that the start time of each activity is non-negative
is shown in equation (10).

§;>0, Vi<V (10)

In equation (10), V represents the range of j. The value
constraint of decision variables is shown in equation (11).

Xm € 10,1}, Vm < M; (11)

After completing PC production, they need to be trans-
ported. Transportation needs to be completed before the
assembly of the next layer, which must also meet the time
window restrictions on the construction site. Carbon emis-
sions are generated during transportation. There is a positive
correlation between carbon emissions and total transportation
time. Therefore, the overall optimization goal during the
transportation phase can be summarized as follows. Under
the constraint of transportation time, transportation cost is
minimized and carbon emissions are minimized. The OF in
the transportation phase is displayed in equation (12).

d h
min cost = Z Z FoXpg + XpgLg
b=1 g=1

d h
min time = Z Z TimepgXpg
b=1 g=1

(12)
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In equation (12), the first OF refers to the minimum trans-
portation cost. The second OF represents the shortest total
time for carbon emissions. b represents the type of PC. d is the
total types of PC. g represents the transport vehicle. 4 is the
total transport vehicles. r, represents the vehicle start-up cost.
L, represents the round-trip transportation cost of the vehicle.
Timeyp,g is the transportation round-trip time. xp, represents
the total transport vehicles carrying out transportation tasks.
The round-trip transportation fee L, for vehicles is shown in
equation (13).

0g X X X roil

Ly=Bx ———2(¢g=1,2,...,h 1
g =B X 100 (g ) (13)

In equation (13), B represents the transportation cost
adjustment coefficient. x represents the transportation dis-
tance. 1o 1s the price of diesel. Og represents the fuel
consumption of the transportation vehicle. The transportation
round-trip time Timep,g is shown in equation (14).

2
Timebgzsz—x(b: 1,2, dig=1,2,....h) (14
8
In equation (14), e represents the speed adjustment coef-
ficient. £, represents the transportation speed of the vehi-
cle. The transportation time Time,g for PC is shown in
equation (15).

Time,g = Timepg + t; + 1, (15)

In equation (15), t, represents the loading time. #, repre-
sents the unloading time. The constraint condition that each
component’s transportation volume should meet during the
transportation phase is shown in equation (16).

h
> xpg = b (16)
g=1

In equation (16), ¢, represents the required quantity of
PC. The constraint on the total transport vehicles is shown
in equation (17).

D g <y, (17)

beA(r)

In equation (17), y, refers to the total transport vehicles.

B. ALGORITHM DESIGN FOR SOLVING
In the previous chapter, a scheduling model is constructed and
a solution algorithm is designed for the assembly, production,
and transportation stages in the construction control of PC.
In this chapter, the research will focus on model construction
and algorithm design for the assembly, production, and trans-
portation stages in the construction control of prefabricated
building components. For the solution of the assembly stage
scheduling model, the GA is selected for the study. The main
process of GA is shown in Figure 4.

From Figure 4, the first step of the GA process is to create
the initial population. The second is to evaluate the fitness
value. The third is to determine whether the termination
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criterion is met. If it is met, the optimal solution is output.
The process ends. Otherwise, it proceeds to the fourth step.
The fourth is to perform a selection operation. The fifth is to
perform a crossover operation. The sixth step is to perform
a mutation operation. The seventh is to perform population
optimization, and then return to the third step. The GA, as a
heuristic search algorithm, can solve optimization problems,
which has strong global search ability and low requirements
for the OF. However, the GA also has poor local search ability
and susceptibility to premature convergence, which cannot
guarantee the convergence [21], [22]. Therefore, GA has been
improved. The specific improvement measure is to introduce
the IWO algorithm. The IWO, as a biomimetic swarm intel-
ligence optimization algorithm, has simple structure, strong
robustness, and powerful local and global search perfor-
mance. The main steps of the IWO algorithm are population
initialization, growth and reproduction, spatial diffusion, and
competitive exclusion [23], [24]. The main process of the
improved GA based on IWO is shown in Figure 5.

From Figure 5, the first to seventh steps of the GA process
improved by the IWO are consistent with the standard GA
process. The eighth step is to output the current optimal
population. The ninth is to determine whether the maximum
iterations have been reached. If it is determined to be negative,
then seed reproduction is carried out. If it is determined to be
positive, it continues to determine whether the termination
criteria are met. The tenth step is to conduct spatial diffusion.
The eleventh step is to determine whether the maximum
population size has been reached. If it is negative, it returns
to seed reproduction. If the result is positive, it competes for
exclusion. The twelfth step is to determine whether the stop
condition is met. If it is determined as no, the process returns
to seed reproduction. Otherwise, the process continues to
determine whether the termination criterion is met. Based on
the characteristics of the assembly stage scheduling model,
the study adopts natural number coding to uniformly number
each process. To make the fitness value of each chromosome
represent the quality of the solution, the study transforms
the OF from minimization to maximization. The transformed
maximization objective is shown in equation (18).

) 1
Fit = (18)
fx)
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In equation (18), f (x) represents the minimum completion
time. For the selection operation, the study adopts a roulette
wheel strategy. The probability calculation of fitness value is
shown in (19).

f (xa)
Zizvzlf(xa)

In equation (19), f (x,) represents the individual fitness
value. N represents the number of individuals. The solution
of scheduling models in the production and transportation
stages both belong to multi-objective optimization problems.
Therefore, it is necessary to select appropriate algorithms
for solving. In multi-objective optimization problems, a non-
dominated solution is usually obtained, which is the Pareto
optimal solution set. When solving multi-objective optimiza-
tion problems, the Pareto optimal solution is determined by
comparing the advantages and disadvantages of the solu-
tions, and then selecting these advantageous solutions [25],
[26]. All surfaces formed by the Pareto optimal solution are
called Pareto optimal surfaces, also known as Pareto frontiers.
Therefore, appropriate algorithms should be used to evaluate
and select the Pareto optimal solution. PSO is an intelligent
algorithm that originates from the foraging behavior of birds,
which is simple and fast [27]. The PSO algorithm explores
problems according to the velocity and direction of any par-
ticle. The particle velocity in the PSO algorithm is shown in
equation (20).

dep (0 +1) = 0cp (0) + ¢1 - w1 - [Ecp (8) — Yep (0)]
+ ¢ -w2-[©(0) — Yep (0)] (20

In equation (20), dcp represents the running speed of the
particle. 6 is a particle. ¢; and ¢, are both acceleration
constants. wi and w» are both random numbers between [0,1].
&cp represents the optimal direction of a particle during its
motion. Ycp refers to the particle direction. ® refers to the
best position for the entire group. The position update is
shown in equation (21) [28].

Yep (0 +1) = Yep (0) + dcp (0 + 1) 21

The PSO is displayed in Figure 6.

The algorithm proposed in Figure 6 is particle swarm opti-
mization. From Figure 6, the first step of the PSO algorithm
is to initialize the parameters. The second is to update the
position and velocity of particles. The third is to calculate
the fitness value of particles. The fourth is to determine
whether the current fitness value outdoes the individual’s
best direction value. If the judgment result is positive, the
individual optimal is updated. The process enters the next
step. Otherwise, it directly enters the next step. The fifth is to
determine whether the current optimal fitness is better than
the optimal position value of all particles in the whole. If it
is determined to be positive, the global optimum is updated.
The process enters the next step. Otherwise, it directly enters
the next step. The sixth step is to determine whether the max-
imum iterations have been reached. If it is determined to be

p(xa) = (19)
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FIGURE 6. The main process of PSO algorithm.

yes, the process ends. Otherwise, it returns to the second step.
The contribution of PSO algorithm is its ability to quickly
find the optimal solution. Especially when facing complex
situations, the algorithm has good performance in speed and
accuracy, as well as high robustness and applicability. Differ-
ential Evolution (DE) can solve for the minimum value [29].
The individual generation in the DE algorithm is shown in
equation (22).

®pp = ®Ppin +rand (0, 1) * (Prax + Prmin) (22)

In equation (22), @i, represents the lower limit of the
search space. @y ax represents the upper limit of the search

60832

space. rand (0, 1) represents a random number between [0,1].
The crossover strategy of the DE algorithm is quadratic term
crossover, as shown in equation (23) [30].
Q if (rand,(0,1) < CR

TEF:[ er  if (rand, )

(23)

otherwise (n = 1,2,3,..., )

In equation (23), Q2 represents the new vector of mutated
individuals. CR is a crossover factor. u represents the vector
dimension. The PSO algorithm has fast convergence speed
and high efficiency in the early stage. However, there is also
a lack of local optima in the later stage. The main reason for
this problem is that there are no new particles to replace the

Dpr
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optimal position [31]. The DE algorithm can mutate particles,
continuously iterate at the best position, and generate new
particles to replace them. Therefore, PSO is combined with
DE to solve the scheduling models for the production and
transportation stages (DEPSO). The DEPSO is displayed in
Figure 7.

The algorithm proposed in Figure 7 is a DEPSO algorithm
that combines particle swarm optimization and differential
evolution algorithms. From Figure 7, the first step in the
DEPSO is to initialize the particle position and velocity.
The second is to initialize the external memory and initialize
the global optimal position and local optimal position of each
sub-group. The third is to adjust the population size. The
fourth is to update the external memory, the global optimal
position of each sub-group, and the local optimal position
of particles. The fifth is to determine whether the iterations
have reached its maximum. If it has reached its maximum,
it returns to the third step. Otherwise, it is placed in the
non-inferior solution set without resource constraints. The
sixth is to determine whether the constraint is met. If it is
not, it will be directly deleted. If it is satisfied, it is placed
in a non-inferior solution set that satisfies the resource con-
straints. The process ends. The contribution of the DEPSO
algorithm is to overcome the local optimization problem
faced by the PSO algorithm in the later stage, improve
the overall and local retrieval ability of the PSO algorithm,
select the optimal particles, and avoid the singularity of the
population.

IV. RESULTS

In this chapter, performance validation is conducted on
scheduling models and solving algorithms at different stages.
The experimental environment and implementation param-
eters are set. The optimal solutions for scheduling models
at different stages are solved. In addition, the study also
analyzes evaluation indicators and comparative algorithms.

A. IMPROVED GA ALGORITHM
To verify the performance of different scheduling model solv-
ing algorithms, comparative experiments are conducted. For
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the performance verification of the improved GA, traditional
GA, Immune Algorithm (IA), Hybrid Algorithm combining
GA and Remaining Rectangle Algorithm (GA-RRA), and
Ant Colony Optimization (ACO) are selected. The compar-
ison indicators include the convergence speed and accuracy.
The dataset is IEEE CEC 2019 MMOP, with 70% used as the
training set and 30% used as the testing set. The operating
system is Windows 11, with an Intel Core i5-12600 processor,
a maximum memory of 128GB, 6 cores, and 12 threads.
The convergence speed of different algorithms is shown in
Figure 8.

From Figure 8 (a), the improved GA flattened out after
nearly 180 iterations. The traditional GA, IA, GA-RRA, and
ACO iterated nearly 250, 247, 210, and 235 iterations respec-
tively, and then tended to flatten out. In Figure 8 (b), on the
testing set, the improved GA tended to flatten out after nearly
197 iterations. The traditional GA, IA, GA-RRA, and ACO
iterated nearly 266, 253, 220, and 240 iterations respectively,
and then tended to flatten out. From this, the improved GA has
faster convergence speed and better performance. The accu-
racy comparison of different algorithms is shown in Figure 9.

In Figure 9 (a), on the training set, the maximum values
of the improved GA, traditional GA, TA, GA-RRA, and ACO
were 99.53%,92.31%, 94.54%, 97.65%, and 95.47%, respec-
tively, while the minimum values were 98.37%, 91.82%,
92.13%, 97.65%, and 95.47%, respectively. The accuracy
of the improved GA has always been higher than other
comparative algorithms. From Figure 9 (b), on the testing
set, the maximum accuracy values of the five algorithms
were 99.71%, 92.68%, 95.01%, 97.47%, and 95.76%, respec-
tively, while the minimum values were 98.26%, 92.03%,
92.57%, 95.07%, and 91.86%, respectively. The accuracy of
the improved GA also has advantages on the testing set. From
this, the improved GA has the highest accuracy and supe-
rior performance. To better validate the performance of the
improved GA, other algorithms are selected for comparison
in the study. The newly added comparative algorithm are the
Distributed Co-evolutionary Memory Algorithm (DCMA)
designed by Zhang et al. and the Multi-Objective Evo-
lutionary Algorithm based on Fuzzy Correlation Entropy
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FIGURE 8. Comparison of convergence speeds of different algorithms.

TABLE 1. Comparison of MSE results of different algorithms on training
and testing sets.

. Training set Testing set
Algorit . .
I Number of experiments Number of experiments
i 1 2 3 4 1 2 3 4

GA 1.31 1.48 126 137 138 1.51 122 139
1A 1.27 1.17 124 129 131 1.15 126  1.18
GA-

1.01 098  0.95 1.07 099 094 1.05 091
RRA
ACO 098 095 08 09 094 099 097 091
DCM
A 084 076 0.82 073 081 072 075  0.69
MOE-

077 0.69 071 066 064 0.70 0.65 0.68
FCE
Manus

. 035 031 028 033 027 032 024 035

cript

(MOE-FCE) designed by Li et al. [32], [33]. The comparison
indicator is Mean Squared Error (MSE). The comparison
results are shown in Table 1.

From Table 1, the maximum and minimum values of MSE
on the training set were 1.48 and 0.28, respectively, which
appeared in the GA and the improved GA. On the testing set,
the maximum and minimum values of MSE were 1.51 and
0.24, respectively, which also appeared in the GA and the
improved GA. In addition, the MSE values of ACO, DCMA,
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FIGURE 9. Comparison of accuracy of different algorithms.

TABLE 2. Comparison of runtime of different algorithms.

Training set Testing set

ﬁri;gorlt Number of experiments Number of experiments
1 2 3 4 1 2 3 4
PSO 40.1 200 30.1 334 412 206 315 346
7s Ss Is 5s 3s 8s 4s 8s
DE 237 200 273 282 243 214 267 288

6s Ts 4s 2s 2s Ss 8s 9s
NSGA- 119 9.78 103 1.6 121 9.66 105 11.7

I 8s S 7s 6s 4s S Ss 8s

SA 187 188 185 179 190 189 17.5 18.6
9s 3s 7s 6s Is 6s 4s Ss

DEPSO 382 401 423 395 397 381 415 4.09
s s s s s s s s

and MOE-FCE were less than 1 on both the training and
testing sets. From this, the designed improved GA has better
performance, followed by the DCMA and MOE-FCE.

B. DEPSO ALGORITHM
To verify the DEPSO performance, the evaluation indicators
selected in the study include the runtime, Hyper-Volume
(HV), and Inverse Generation Distance (IGD). The compar-
ative algorithms include PSO, DE, Non-dominated Sorting
GA-II (NSGA-II), and SA. The experimental environment is
consistent with the performance verification of the improved
GA, so it will not be repeated. The running time of different
algorithms is displayed in Table 2.

For the running time in Table 2, on the training set, the
maximum values of PSO, DE, and NSGA-II were 40.17s,
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FIGURE 11. Comparison of IGD using different algorithms.

28.22s, and 11.98s, respectively, and the minimum values
were 20.05s, 20.07s, and 9.78s, respectively. The maximum
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1(14):Surveying and setting out
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3(16):External wall hoisting
4(17):Composite beam and slab support
5(18): Template support
6(19):Sealing and grouting
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11(24):Binding steel bars on the board surface
12(25):Balconies and stairs
13(26):Concrete pouring and curing

FIGURE 12. Gantt chart for progress arrangement during assembly phase.

running time of SA and DEPSO was 18.83s and 4.23s,
respectively, and the minimum values were 17.96s and 3.82s,
respectively. On the testing set, the five algorithms were
41.23s, 28.89s, 12.14s, 19.01s, and 4.15s, while the mini-
mum values were 20.68s, 21.45s, 9.66s, 17.54s, and 3.81s,
respectively. From this, the DEPSO has the shortest running
time and better performance. The HV comparison of different
algorithms is shown in Figure 10.

From Figure 10 (a), the maximum HYV values of PSO, DE,
and NSGA-II were 0.582,0.613, and 0.719, and the minimum
values were 0.568, 0.598, and 0.705. The maximum HV
values for SA and DEPSO were 0.657 and 0.736, and the min-
imum values were 0.637 and 0.721. In Figure 10 (b), on the
testing set, the maximum HYV values of the five algorithms
were 0.591, 0.634, 0.744, 0.687, and 0.765, respectively,
while the minimum values were 0.571, 0.603, 0.717, 0.645,
and 0.732, respectively. A high HV value indicates good
performance. The HV of the DEPSO is significantly higher
than other comparative algorithms. From this, the DEPSO
has superior performance. The IGD for different algorithms
is shown in Figure 11.

From Figure 11 (a), on the training set, the maximum
IGD values of PSO, DE, and NSGA-IT were 8.56 x 1073,
6.21 x 1073, and 3.52 x 1073, respectively, and the minimum
values were 7.93 x 1073, 5.77 x 1073, and 2.64 x 1073,
respectively. The maximum IGD values of SA and DEPSO
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FIGURE 13. The OF value of the Pareto optimal solution during the production phase.

were 4.58 x 1073 and 2.35 x 1073, respectively, and the
minimum values were 3.62 x 1073 and 1.47 x 1073, respec-
tively. In Figure 11 (b), on the testing set, the maximum IGD
values of the five algorithms were 8.79 x 1073,6.52 x 1073,
4.05 x 1073, 4.77 x 1073, and 2.17 x 1073, respectively,
while the minimum values were 7.24 x 1073, 5.24 x 1073,
2.18 x 1073, 3.27 x 1073, and 1.29 x 1073, respectively.
A small IGD value indicates that the overall performance,
including convergence and distribution performance, is good.
The IGD value of the DEPSO is the smallest in both the
training and testing sets. It can be inferred that the DEPSO
performs better.

C. INSTANCE VERIFICATION

To verify the effectiveness of scheduling models at different
stages, engineering cases are conducted at different stages.
The selected engineering example for the study is an afford-
able housing project in a certain area, which consists of two
units, with a total of eighteen floors. In addition, the exterior
walls, beams, slabs, stairs, and balconies of the affordable
housing are all prefabricated. The main resources provided
on the construction site include one tower, three surveyors,
twelve formwork hoisting workers, five ordinary workers,
eleven steel reinforcement workers, seven grouting workers,
and seven concrete workers. The PCs used in this affordable
housing project have three complete production lines. The
exterior wall panel production line is number one, the interior
wall and laminated panel production line is number two, and
the fixed formwork production line is number three. The
types of PCs on the three production lines are diverse and
comprehensive, with a reasonable layout, which can meet
the production and construction progress requirements of the
affordable housing project example. To solve the scheduling
model for the assembly stage, the study adopts the Windows
11 operating system and MATLAB 2018a software. The
processor is Intel Core 17 6800K, with a maximum memory
of 128GB. The population size of the GA is 85. The schedule
of the assembly phase is shown in Figure 12.
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From Figure 12, the minimum construction period for the
assembly phase was 8 days. On the first day, the measurement
and layout of the first unit were carried out, including binding
cast-in-place steel bars, hoisting the exterior wall, supporting
composite beams and slabs, and the measurement and layout
of the unit 2. The next day, the first unit adopted cast-in-place
structural steel bars, external wall hoisting, and balcony slab
support reinforcement. On the third day, the unit 1 was filled
with joints, grouted, and the unit 2 was reinforced with cast-
in-place structural steel bars, stacked beams, plate supports,
and external wall hoisting. On the fourth day, the first unit was
subjected to formwork erection, lifting of composite beams
and slabs, binding of steel bars, pre-embedding of water and
electricity pipelines, and installation of climbing accessories.
The second unit involved external wall hoisting, formwork
installation, joint sealing, grouting, composite beam and slab
hoisting, reinforcement, water and electricity pipelines, and
balcony slab support. On the fifth day, one 1 was carried
out template support and binding of steel bars on the board
surface. The lifting and binding of steel bars on the surface of
the stacked beam and slab were completed in unit 2. On the
sixth day, the hoisting balcony and stairs of unit 1 were poured
and cured with concrete, as well as the binding of steel bars on
the surface of unit 2 and the hoisting of the balcony and stairs.
On the seventh day, the concrete pouring and curing of Unit 1,
as well as the installation of climbing frame attachments and
concrete pouring and curing of unit 2, were completed. On the
eighth day, the concrete pouring and curing of unit 2 were
completed. The constructed assembly stage scheduling model
is effective. The OF value of the Pareto optimal solution
during the production phase is shown in Figure 13.

From Figure 13, there were 14 optimal solutions in the
scheduling model solution during the production phase. The
construction period for solutions 1 to 10 was 5.5, 5.8, 6.0, 6.1,
6.2, 6.3, 6.4, 6.5, 6.6, and 6.8 days, respectively. The costs
were 75969, 74791, 73949, 72997, 71963, 69571, 69437,
68117, 67241, and 66515 yuan, respectively. The construc-
tion period from solutions 11 to 14 was 6.9, 7, 7.6, and
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transportation cost during the construction phase.

7.8 days, respectively, with cost of 65339, 64471, 63593,
and 62877 yuan. The shortest construction period and the
lowest cost have not been achieved together. There is an
inverse relationship between construction period and cost.
Therefore, according to different preferences, corresponding
construction schedule arrangements are formulated. The iter-
ative curve of carbon emission duration and transportation
cost during the construction phase is shown in Figure 14.

From Figure 14 (a), the change in carbon emission duration
decreased with the increase of iteration times. The carbon
emission duration curve tended to flatten after nearly 30 iter-
ations, with a corresponding total duration of 93.8 hours.
In Figure 14 (b), the change in transportation cost also
decreased with the increase of iteration times. When the
transportation cost curve tended to flatten, the corresponding
number of iterations was also nearly 30. The corresponding
transportation cost was 22516 yuan. There is a positive rela-
tionship between carbon emission duration and transportation
cost. When carbon emissions are minimized, the correspond-
ing transportation cost is also minimized. Therefore, there
is only one optimal solution. The duration of carbon emis-
sions is 93.8h, and the transportation cost is 22516 yuan,
respectively.

V. CONCLUSION
To control the construction process of PC, a scheduling model
for the assembly, production, and transportation stages of PC
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was designed. The solving algorithms for these scheduling
models are designed. The results showed that the minimum
duration of the assembly phase was 8 days. The minimum
carbon emission duration and transportation cost during the
transportation phase were 93.8h and 22516 yuan, respec-
tively. The duration and cost of the production phase couldn’t
be minimized together. Corresponding construction sched-
ules should be formulated based on different preferences.
After nearly 180 iterations on the training set, the improved
GA tended to flatten out. The traditional GA, IA, GA-RRA,
and ACO all iterated nearly 250, 247, 210, and 235 iterations
respectively before stabilizing. From this, the improved GA
performed better. On the training set, the maximum runtime
of the DEPSO was 4.23s, while the maximum runtime of the
PSO, DE, NSGA-II, and SA were 40.17s, 28.22s, 11.98s,
and 18.83s, respectively. The maximum HV value of the
DEPSO was 0.736, while the maximum HV values of the
other four algorithms were 0.582, 0.613, 0.719, and 0.657,
respectively. The maximum IGD value of the DEPSO was
2.35 x 1073, while the maximum IGD values of the other
four algorithms are 8.56 x 1073, 6.21 x 1073, and 3.52
x 1073 and 4.58 x 1073, respectively. It can be inferred
that the DEPSO performs better. The study mainly ana-
lyzes the construction scheduling for prefabricated buildings
under stable and unchanged environmental conditions. Future
research can involve the impact of different factors on con-
struction scheduling in uncertain environments. In addition,
the study analyzes the construction scheduling of prefabri-
cated buildings from three stages. Future research can merge
and optimize these three stages.
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