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ABSTRACT The unique geographical and topographical features of Madeira International Airport in
Portugal significantly influence flight safety, primarily due to variable wind patterns. In this study, a machine
learning approach is developed to predict runway operational statuses at Madeira International Airport,
focusing on addressing wind-related challenges. To tackle this issue, a Deep Learning model is utilized. This
model undergoes a particle swarm optimization process, resulting in one optimized model for each timestep,
to provide minute-resolution predictions within a 20-minute timeframe. The training, validation, and testing
phases for the optimized models were conducted using high-frequency wind data fromMadeira International
Airport. The main objective is to accurately predict the runway operational statuses, specifically whether the
airport is open or closed for landing, take-off, or both. The models exhibit high performance, particularly in
identifying operational conditions, reaching 99.93% precision, and a top accuracy of 94.35% predicting all
runway status, underscoring their potential to enhance decision-making processes and operational efficiency
under challenging weather conditions.

INDEX TERMS Machine learning, aviation meteorology, runway operations, Madeira Airport, flight safety.

I. INTRODUCTION
Weather, as a dominant factor in the domain of aviation,
imposes limitations that significantly influence flight safety
and operations [1]. Within the vast array of meteorological
variables, wind, and visibility have consistently emerged as
the most critical determinants, with adverse winds being the
primary cause of weather-related accidents between 2000 and
2011 [1], [2], [3].

Situated in the subtropical eastern North Atlantic is the
Madeira International Airport (MIA), a location that offers
unique challenges. The intricate topography of the island
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exerts a profound influence on the climatic conditions expe-
rienced at the airport, result of the complex airflow pattern,
exacerbated by the island’s topography altering the prevailing
wind regime from the North and Northeast sectors [4].

Given these conditions, MIA is subject to mandatory
wind limitations. Exceeding these stipulated wind thresholds
means that landing and take-off operations might not receive
clearance from air traffic control, effectively bringing airport
operations to a standstill [4], [5].

Evidence of the gravity of this situation can be gleaned
from the data during the first 100 days of 2018, where adverse
wind conditions impacted approximately 130 hours, affected
550 aircraft movements, and inconvenienced 80,000 passen-
gers [4]. Considering tourism as the main source ofMadeira’s
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economy, with numerous tourists accessing the island via the
airport [6], such disruptions wield a considerable negative
economic impact. Further analysis of the data from 2015 to
2018 shows that the number of days impacted by wind limi-
tations during the extended summer doubled compared to the
period from 2010 to 2014, suggesting a rising trend in such
events [4].

Considering this problem, the present study aims to
develop a Machine Learning (ML) framework capable of
predicting the operational status of the runway, specifically
concerning the established wind limitations at MIA. Har-
nessing the capabilities of a Deep Learning (DL) approach,
which has shown evidence of being highly effective in wind
forecast [7], using a Long Short-Term Memory (LSTM)
architecture to address a classification challenge [8], the
main objective is to achieve minute-resolution predictions
for a 20-minute extent [2]. Such predictive capabilities
can significantly bolster decision-making processes for air
traffic control at MIA, not only enhancing operational
efficiency and safety of air traffic operations, but also
facilitating more landing and takeoff operations, yield-
ing financial savings for airlines, reducing the environ-
mental pollution footprint, and minimizing the impact on
passengers.

To the best of the author’s knowledge, prior works have not
focused specifically on predicting runway operational status
based on wind characteristics as a classification problem
through ML techniques. Although research such as that con-
ducted by Cook et al. [9] has utilized a classification method
using a Neural Network for predicting occurrences of wind
gusts, most studies in this area predominantly lean towards
regression models aimed at forecasting wind speed [2], [7].
This difference is crucial as regression models, while valu-
able for estimating the magnitude of wind speed, do not
directly address the classification of operational statuses of
runways under varying wind conditions that depend on wind
speed, direction, gust intensity, the specific runway being
utilized, and also vary depending on the sensor’s location
where these wind characteristics are measured. Nevertheless,
there have been some explorations in applying ML classifi-
cation approaches in aviation, particularly concerning airport
or runway conditions and procedures, though unlinked with
wind limits [10], [11], [12], [13], [14].

ML has also been explored to enhance airport operations
by applying regression models to forecast runway acceptance
rates [15]. Such predictions are intended to augment traffic
efficiency and support human controllers [16] in their oper-
ational decisions. However, the primary emphasis of these
studies has been on addressing issues related to airport con-
figuration [15], [17], [18] rather than directly tackling the
critical aspect of mandatory wind limitations that lead to
immediate operational disruptions.

Considering this background, the main research question
is whether ML can predict operational statuses at MIA con-
cerning wind conditions, specifically within the parameters
of predefined mandatory wind limitations.

The structure of this paper is as follows: Section II
describes the data and methodologies used, and Section II-B
presents the results and discussions. The research concludes
with Section III, which outlines the derived conclusions.

II. MATERIALS AND METHODS
A. DATA COLLECTION
The data used in the present work, corresponding to the raw
output of the wind sensors from MIA, was provided by NAV
Portugal E.P.E., the air traffic service provider for Portugal.
The MIA is located on the southeastern coast of Madeira
Island, in the subtropical eastern North Atlantic [2], [19],
as denoted in Figure 1, within a complex evolving terrain,
particularly a significant mountain range, that affects the
wind conditions at the runway [4].
As MIA has established mandatory wind limitations for

take-off and landing operations to ensure the safety of flight
operations, the wind thresholds were retrieved from the MIA
Aeronautical Information Publication [4], [5].

The data acquisition equipment was a Väisälä wind set,
model WA15, consisting of an Anemometer WAA151 and a
Wind Vane WAV151, installed at four locations around MIA:
ROSARIO at the short-final of runway 05, and three addi-
tional points labeled RWY05, MID, and RWY23 alongside
the runway [5], as shown in Figure 1.

FIGURE 1. Location of Madeira International Airport and distribution of
the examined wind sensors.

The dataset comprises raw observations, consisting of
a Coordinated Universal Time (UTC) synched timestamp,
wind speed in m/s, and wind direction in degrees, sys-
tematically captured at three-second intervals over a span
of four years, beginning on 01-01-2018, and concluding
on 31-12-2021 for each sensor. This accumulation results in a
total of 168,230,063 points of valid data, representing 99.95%
of the expected dataset. The invalid data, comprising periods
of sensor maintenance or database errors where values con-
sisted of non-valid wind information, was removed from the
dataset. The data distribution is represented in Figure 2, where
2-A corresponds to the wind direction and 2-B to the wind
speed records.
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FIGURE 2. Violin plots of the wind speed and direction raw data where A
presents the wind direction and B the wind speed for the entire dataset.

The wind speed data from the four sensor locations showed
average wind speeds of 4.66 m/s, 4.80 m/s, 4.92 m/s,
and 4.49 m/s, for RWY05, MID, RWY23, and ROSARIO
respectively. Standard deviations were 2.73 m/s at RWY05,
2.84 m/s at MID, 2.82 m/s at RWY23, and 2.84 m/s at
ROSARIO, indicating moderate variability. The maximum
wind speeds observed were 34.40 m/s (RWY05), 35.70 m/s
(MID), 38.30 m/s (RWY23), and 28.40 m/s (ROSARIO),
with a consistent minimum of 0 m/s at all locations. Addi-
tionally, wind direction data from all sensors predominantly
showed northeast winds, with significant periods from the
southeast.

Figure 3 presents a set of joint distribution plots depicting
the Joint Probability Density (JPD) for wind speed and wind
direction at RWY05, MID, RWY23, and ROSARIO.

For RWY05 and MID, the probability density coalesces
into a distinct pattern, indicating that the most prevalent wind
conditions are concentrated primarily in the northeastern
quadrant, with wind speeds around 5m/s. Conversely, the dis-
tributions for RWY23 and ROSARIO are broader, suggesting
a more uniform distribution of wind speeds and directions.
Although they share a peak probability at similar conditions
to RWY05, both RWY23 and ROSARIO exhibit additional
areas of high probability across multiple quadrants. Notably,
RWY23 displays an increased likelihood of weaker winds,
particularly in the northwest quadrant, where wind speeds are
consistently below 5 m/s.

B. METHODS
The methodology employed in this research is divided into
two primary stages: data preparation and label creation, with

FIGURE 3. Joint distribution plots showing the probability density for
wind speed and wind direction at RWY05, MID, RWY23, and ROSARIO.

the subsequent development, application, and evaluation of a
machine learning model for prediction.

1) DATA PREPARATION
The data preparation is essential to ensure the quality and
reliability of the input for the predictive model [20]. In this
study, the preparation of data involved two main steps. The
first step included calculating the components u⃗ and v⃗ using
the raw data collected every three seconds. The components
were calculated by the equations below:

u⃗t = −ωt × sin
(
θt ×

( π

180

))
(1)

v⃗t = −ωt × cos
(
θt ×

( π

180

))
(2)

where the u⃗ component represents the wind’s projection
on the x-axis (East-West direction), while the v⃗ component
corresponds to the projection on the y-axis (North-South
direction). ω is the wind speed in m/s, θ is the wind direction
in degrees, and t is the timestep indication.

Due to the high-frequency collection of wind data at
three-second intervals, a two-minute moving average (MA)
was then computed. More specifically, this process involved
aggregating the data into 2-minute intervals, calculated every
minute. This is mathematically represented as:

MA (p) =
1
N

Jt+N∑
i=Jt+1

pi for t = 1, 2, . . . ,
n − N + S

S
(3)

where p represents a specific feature in different points in
time (t). N signifies the number of consecutive time periods,
which is 40 in this context, and Jt represents the starting
point of the window. Jt is defined as Jt = S (t − 1), where
S denotes the step size, chosen to be 20 in this scenario.
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Amoving average was calculated, maintaining a high level
of detail over time, and minimizing any potential delay or
lag effects, while reducing the noise in the data and com-
putational requirements. Furthermore, it aimed to decrease
short-term fluctuations and align with the time frame of local
operational decision-making [5], [21].

This feature engineering process was the second stage in
preparing the data for analysis, and allowed to transform the
original two features, which are wind speed and direction,
into five final features for each sensor. Consequently, the final
dataset includes the average wind speed (ω), average wind
direction (θ ), wind gust (maxω), and the vector components
of wind velocity (u⃗ and v⃗), i.e.:

ω = MA (ω) (4)

u⃗ = MA (u⃗) (5)

v⃗ = MA (v⃗) (6)

θ =

(
arctan

(
u⃗

v⃗

)
+ π

)
×
180
π

(7)

maxω = maxJt+Ni=Jt+1 ωi for t = 1, 2, . . . ,
n− N + S

S
(8)

It is important to note here that all features representing wind
speed were then systematically converted to knots, conform-
ing to the standardized unit for aeronautical reports [22] as
adopted by the MIA. This conversion also aligns with the
operational norms [5], [22], given that the wind limits for
runway operations are also quantified and presented in knots.

The dataset was partitioned into three distinct tempo-
ral segments for model development. The training dataset
encompassed records from 01/01/2018 at 00:02:00 to
31/12/2019 at 23:58:00, facilitating the initial phase of
model learning by introducing patterns and behaviors from
this period. Subsequently, the validation dataset, spanning
01/01/2020 at 00:02:00 to 31/12/2020 at 23:58:00, was
employed to assess model performance and adjust hyper-
parameters iteratively during the training process. The final
segment, the test dataset, covering 01/01/2021 at 00:02:00 to
31/12/2021 at 23:58:00, was reserved exclusively for evaluat-
ing the model’s efficacy as novel, unseen data and used only
after the completion of training. This structured approach
ensured a sequential data flow from training through val-
idation to testing, with each phase leveraging data from
consecutive years. It is important to note that all results
presented are derived from the test dataset, ensuring that
performance metrics reflect the model’s predictive accuracy
and generalization capability on fresh data.

2) LABEL PREPARATION
The label preparation involved the categorization of oper-
ational statuses at MIA based on wind conditions, crucial
for the prediction task. Labels were derived from the wind
limitations outlined in the AIP, as detailed in Figure 4.

These operational limitations directly influence the air-
port’s functioning, leading the Air Traffic Control (ATC) to

withhold landing or take-off clearance when conditions fall
outside these thresholds. The Touch Down Zone (TDZ) wind
sensor, which varies depending on the active runway (either
RWY05 or RWY23), was a focal point for label classifica-
tion. A cross-section of the runway served as the boundary
for determining the TDZ sensor: winds originating between
sectors 320◦-140◦ designated the RWY05 sensor as the TDZ,
whereas winds from 140◦-320◦ specified the RWY23 as the
TDZ sensor.

Four operational states were established for MIA: Airport
Open, Airport Closed for Take-off, Airport Closed for Land-
ing, and Airport Closed for both Landing and Take-off. This
classification is instrumental for the training of the predictive
model, as it represents the target variable which reflects the
airport’s operational status.

FIGURE 4. Wind limitations at MIA, showing the highest wind speed and
gust allowed per angle.

3) MODEL DEVELOPMENT AND OPTIMIZATION
The utilization of a LSTM network in this study is primarily
due to its proficiency in processing sequential data, making
it particularly effective for recognizing wind patterns in time
series [23]. An LSTM unit operates through a series of gates,
namely the input gate, forget gate, and output gate, along
with a cell state. These components collectively regulate
the flow of information within each unit. The mathematical
representation of the operations within an LSTM unit during
a single time step is as follows:

it = σ (Wxixt +Whiht−1 +Wcict−1 + bi) (9)
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ft = σ
(
Wxf xt +Whf ht−1 +Wcf ct−1 + bf

)
(10)

ct = ftct−1 + it tanh (Wxcxt +Whcht−1 + bc) (11)

ot = σ (Wxoxt +Whoht−1 +Wcoct + bo) (12)

ht = ot tanh (ct) (13)

where it , ft , and ot are the input, forget, and output gates at
time t , respectively; ct represents the cell state at time t; ht
represents the hidden state at time t; xt is the input at time t;
ht−1 and ct−1 are the hidden and cell states from the previous
time step;W and b indicate the weights and biases associated
with the different gates and states; σ is the sigmoid activation
function and tanh represents the hyperbolic tangent activation
function [24].

The architecture was based on the GrooveNet frame-
work [8], [10], enhanced with two dropout layers to better
prevent overfitting and improve the model’s generaliza-
tion capability [25] and denominated as Dropout-Enhanced
GrooveNet, as illustrated in Figure 5.

FIGURE 5. DE-GrooveNet model architecture.

Therefore, the DE-GrooveNet model architecture included
an input layer with the shape of the dataset, two LSTM
layers, and two Dropout layers with a rate of 0.2 to prevent
overfitting. The final layer consisted of a fully connected
dense layer with four neurons, using a SoftMax activation
function, suitable for multi-class classification tasks [26].

The hyperparameters, namely the number of units in
the LSTM layers, were optimized using a discrete binary
variant of the Particle Swarm Optimization (PSO) [27],
to determine the optimal number of units in its two LSTM
layers, as it is a commonly used method for hyperparameter
optimization [28].

This variant of PSO updated the velocity of each particle
across iterations (i) and dimensions as described by

v(i+1)
d = ω(i)v(i)d + c1r

(i)
1

(
p(i)
d − x(i)

d

)
+ c2r

(i)
2

(
l(i)d − x(i)

d

)
(14)

where, ω represents the inertia weight parameter, while c1
and c2 are the cognitive and social weights, respectively. The
terms r1 and r2 indicate two uniformly distributed pseudo-
random numbers. The variables p and l are the personal best

and the best positions found by the neighboring particles,
respectively [27], [29].
Following the velocity computation, the position of each

particle is updated in accordance with

x(i+1)
d =

{
1, if rand() < σ

(
v(i+1)
d

)
0, otherwise

}
(15)

where rand is a pseudorandom number from a uniform dis-
tribution on the interval [0, 1], and σ denotes the sigmoid
function.

The particles were organized in a ring topology, facilitat-
ing communication solely with two adjacent neighborhoods.
This topology was selected to slow the convergence speed,
a critical feature for multimodal complex optimization prob-
lems. The algorithm’s exploration capabilities are enhanced
by delaying convergence, reducing the likelihood of pre-
mature convergence and the risk of getting trapped in
local minima. Additionally, the inertia weight parameter (ω)
was adjusted following a negative non-linear time-varying
approach, optimizing the algorithm’s performance in navi-
gating the solution space [27], [30]. The optimal and best
performance model configuration was determined to include
200 units in the first LSTM layer and 76 units in the second
LSTM layer.

Class weights were calculated to address imbalances in the
training data, calculating the sum of each class (16), then the
number of samples, the number of classes (17) (18), and the
class weights (19), using

nclass,i = number of samples in ith class (16)

total_samples = number of samples inytrain (17)

nclasses = number of classes inytrain (18)

class weights =

{
i :

total_samples
nclasses×class_sumsi

}nclasses−1

i=0
(19)

where ytrain,class refers to the samples belonging to each class
in the training set, total samples is the total number of samples
in the training set, nclasses is the number of unique classes,
class_sums is the sum of samples for the i-th class, and
class_weights is a matrix where each key-value pair repre-
sents the class (key) and its corresponding weight (value),
calculated as specified [31].
The model employed the Adam optimizer and cate-

gorical cross-entropy loss function, commonly used in
multi-class classification approaches [32]. The Area Under
the Precision-Recall Curve (AUC-PR) metric was used for
evaluating performance, especially effective in imbalanced
datasets [33].

An early stopping callback was integrated, monitoring
AUC-PR on the validation data, and halting training after five
epochswithout improvement, to prevent overfitting and retain
generalizability.

The training process was performed on the training dataset
with the calculated class weights for up to 100 epochs, using a
batch size of 128, and validation data tomonitor performance.
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To guarantee statistical robustness, a multi-run hold-out val-
idation method was employed [34]. This involved repeating
the training, validation and testing process ten times for each
timestep, with each iteration using a unique random seed,
totaling 200 simulations.

The presented results were obtained by analyzing metrics
across all models. This involved looking at key performance
indicators from the 200 simulations, across each of the ten
iterations for every timestep. This method gives a clear view
of the models’ performance, ensuring the findings reflect
consistent trends across different runs and conditions, rather
than just a single instance.

4) MODEL APPLICATION AND EVALUATION
The LSTM model was used to forecast the operational sta-
tus at MIA on a minute-by-minute basis, starting from one
minute ahead of the current observation (T1) and continued
up to 20 minutes into the future (T20) to offer sufficient lead
time for operational decision-making support, based on the
approach followed by Alves et al. [2].

This method aimed to provide a detailed and timely per-
spective on potential changes in airport operations. It was
performed on the test data set, providing a real-world eval-
uation of new and unseen data by the model.

For each forecast point within this 20-minute frame, the
model processed data from a one-hour input sequence. This
duration, being three times longer than the prediction win-
dow, was selected to incorporate enough historical wind data,
ensuring the model could effectively interpret and learn from
recent wind patterns.

The key metrics employed to evaluate the model per-
formance in predicting the operational status at MIA were
Accuracy (Acc), Precision, Recall, and the F1-Score, align-
ing with state-of-the-art standard practices [35], [36], [37],
as used by Muhammad et al. [38] for measuring the perfor-
mance in a classification problem.

Acc =
Number of correct predictions
Total number of predictions

×100 (20)

Precision =
TruePositives

(TruePositives + FalsePositives)
× 100 (21)

Recall =
TruePositives

(TruePositives + FalseNegatives)
× 100 (22)

F1Score =
2(Precision × Recall)
(Precision + Recall)

× 100 (23)

To enhance the reliability of the LSTM model’s performance
evaluation, themodel was executed ten times for each forecast
within the 20-minute window. The calculated metrics were
then averaged across these runs to minimize the impact of
statistical outliers and ensure consistent results. Along with
macro averages, weighted averages were also used to accu-
rately reflect the varying frequencies of different operational
statuses in the dataset, as it is generally practiced when
dealing with unbalanced data [39], [40], thereby providing
a balanced assessment of the model’s predictive accuracy in
varying conditions at MIA.

III. RESULTS AND DISCUSSION
A. AIRPORT OPERATIONAL DISRUPTIONS
Over the four-year period analyzed, MIA experienced a total
of 20 days, 7 hours, and 38 minutes of operational closures
due to wind conditions. A significant portion of this time,
specifically 16 days, 2 hours, and 51 minutes, was attributed
to closures for landing. This highlights the pronounced effect
of wind on landing operations. In comparison, take-off oper-
ations were disrupted for 3 days, 1 hour, and 12 minutes.
Furthermore, there were instances when landing and take-off
operations were simultaneously affected, amounting to 1 day,
3 hours, and 35 minutes.

The influence of wind direction on these closures was
markedly distinct. Winds from the southwest (RWY23) led
to longer periods of closure, totaling 13 days, 11 hours,
and 17 minutes, while northeast winds (RWY05) resulted in
closures of 6 days, 20 hours, and 21 minutes.

Seasonal trends in wind disruptions were also evident, with
July of 2020 and 2021 showing the highest annual frequency
of closures, followed by May in 2019, indicating a pattern of
increased closures in late spring and early summer. Notably,
February 2018 and July 2020 were the months with the most
significant disruptions, each experiencing a total closure time
of 1 day, 19 hours, and 17 minutes.

B. MODEL PERFORMANCE
In analyzing the weighted average of the model’s perfor-
mance over 20 steps, several relevant trends emerged from
assessing airport operational disruptions. The model’s Pre-
cision, representing the quality of the positive predictions
made by the model in specific instances, showed remark-
able consistency across all steps, maintaining values above
98.98%. This high level of Precision indicates that the model
was consistently reliable in its predictions when identifying
specific operational disruptions due to wind conditions.

However, the model exhibited a gradual decline in Recall,
which measures the ability to identify all relevant instances
of disruptions. Starting from a high of 95.23%, the Recall
decreased to 85.51% towards the final steps. This trend sug-
gests that while the model remained accurate in its specific
predictions, its capacity to capture all instances of disruptions
slightly diminished over the steps. This could reflect chang-
ing environmental conditions or other external variables
affecting the model’s sensitivity to operational disruptions.

The F1-Score (23), a balanced measure that combines
Precision and Recall, also exhibited a subtle decreasing trend,
maintaining a close alignment with the consistently high
Precision values. This pattern is depicted using boxplots in
Figure 6, which aggregate the data from 10 simulations for
each timestep. These boxplots provide a visual summary of
the variability and central tendency of the F1-Score across
multiple runs. This indicates that the model’s overall per-
formance was more influenced by its consistent accuracy in
specific predictions than by its decreasing ability to capture
every relevant instance.
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TABLE 1. Results from test data predictions by time-step (presented as mean ± standard deviation).

The macro average of the performance achieved by the
model in classifying different airport operational statuses
across all time steps simulations shows that the model
achieved high precision in identifying situations where
the airport is operational, which is essential for maintain-
ing efficient aviation operations, with a value of 98.98%.
It also demonstrates robust recall across all categories,
effectively identifying several true instances for both open
and restricted operational states, with a weighted average
of 98.31%.

Concurrently, the model sustains a commendable recall
performance across diverse airport closure conditions,
with 95.37%. This combination of high precision in critical
scenarios alongside consistent recall efficacy underscores

the model’s proficiency in augmenting decision-making pro-
cesses in aviation operations.

Table 1 shows the performance of the predictive models
across 20 time-steps, focusing on different operational sta-
tuses atMIA. This tabulated data details the Precision, Recall,
and F1-Score for each predicted status category: ‘Closed
for landing’, ‘Closed for landing and take-off’, ‘Closed for
take-off’, and ‘Open’, offering a perspective on the model’s
predictive capabilities over time for each type of operational
disruption. It also presents the multi-class Acc for each
timestep.

Analyzing the trends within this data, two patterns emerge
and can be discerned. Initially, there is a trend of high perfor-
mance in predicting the ‘Open’ status across all time steps,
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FIGURE 6. F1-Score weighted average variation over time step prediction.
The dashed line represents the evolution of the mean value.

indicating the model’s robust ability in accurately identifying
normal operational periods. The second discernible pattern is
a decrease in overall Acc over time.

This observed diminishing Acc over the time steps
sequence indicates a potential decline in the model’s pro-
ficiency in accurately forecasting operational statuses as it
projects further into the future. It suggests that the model
faces heightened challenges in predicting operational statuses
that aremore temporally distant, reflecting a possible increase
in the complexity and more challenging problem for the
model.

It is worth noting that the accuracy of the model is above
the 90% mark in all predictions, varying from a top value of
94.35% at step 1 and a minimum of 90.95% at step 17.

An observation pertinent to the model’s performance,
delineated in Table 1, reveals that the precision metric for
the ‘‘closed for takeoff’’ class attains the lowest values, with
an average of 2.56%. This indicates a propensity of the
model to predict this runway status when it is, in fact, not
applicable. Nevertheless, the mean recall for the same class,
quantified at 66.25%, suggests that the model successfully
identifies over half of the actual occurrences of this runway
status, assuring the model’s potential to identify this class.
Themoderated precision for this condition could be attributed
to the criteria for takeoff limitations being solely based on
wind speed readings from a single sensor. In contrast, other
statuses are determined based on both wind speed and gust
measurements from multiple sensors, contingent upon the
runway in use. Consequently, this could lead to the model’s
increased likelihood to overpredict the ‘‘closed for takeoff’’
status due to its comparatively minimal set of criteria.

In Figure 7, the confusion matrix for the model is pre-
sented [41], illustrating the distribution of predictions for the
test dataset across all classes, exemplified by a single iteration
with a one-step-ahead forecast.

The model accurately classifies ‘open’ (Op) class with
an exactness of 95.35%. For the ‘closed for landing’ (CL)
and ‘closed for take-off,’ (CT) classes the true positive rates
are 71.00% and 57.79%, respectively, indicating the model’s
reliable predictive ability. In the scenario where runways are
‘closed for landing and take-off,’ (CLT) the model achieves

FIGURE 7. Confusion matrix for runway actual and predicted states at
step 1.

a true positive rate of 79.80%. The matrix includes the
absolute numbers of predictions for each category in paren-
theses, providing a clear picture of the model’s classification
distribution. The provided absolute numbers in parentheses
detail the number of occurrences across different categories,
demonstrating effectiveness in this context, of an unbalanced
dataset.

The scatter plot in Figure 8 demonstrates a clear trend
where the ‘‘Open’’ condition consistently achieves superior
recall scores, above 90% across all steps, indicating better
model performance in correctly identifying the true positives
of this class.

FIGURE 8. Scatter plot depicting the Recall Scores of all runway status,
for all the predicted time steps.

Other conditions, while presenting some variability, gen-
erally maintain recall scores above 60%, reflecting a sat-
isfactory level of performance. The ‘‘Closed for landing’’
category, despite being the most challenging for the Recall
Score, still manages to stay mostly above the halfway mark,
suggesting a decent model capability that could be further
enhanced with targeted improvements. Overall, the results
portray a model with a strong ability to correctly predict most
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of the runway states correctly, particularly at the ‘‘Open’’
conditions.

IV. CONCLUSION
This research investigates the application of an optimized
deep learning model for forecasting operational statuses of
runways at Madeira International Airport, aiming to improve
aviation safety and operational efficiency. This work is partic-
ularly relevant due to the distinctive topographical and wind
conditions affecting the airport. The results affirmatively
address the central question of the study, demonstrating the
model’s capability to predict operational statuses effectively.
Themodel achieves a peak precision of 99.94% in identifying
operational conditions, highlighting its potential utility in
facilitating informed decision-making processes and aug-
menting operational efficiency under challenging weather
conditions. The model accuracy was superior to 90%, with
a peak of 94.35% when predicting one minute ahead. Since
these outcomes originate from the test dataset, consisting of
data that the model has not previously encountered and thus
simulates real-world scenarios, it emphasizes the model’s
potential for practical application, demonstrating that it was
not overfitted to the training dataset. In this way, the current
approach serves as a first step baseline for runway wind lim-
itations prediction, utilizing almost exclusively the existing
sensors and infrastructures. This makes it well-suited for
transposition to real world operation and decision-making
support.

Addressing the study limitations, it is important to
acknowledge the scope of data collection. The reliance on
wind data primarily from sensors positioned along the runway
might limit the comprehensiveness of environmental analy-
sis. A broader spatial distribution of sensors could potentially
yield a more holistic representation of wind patterns, thereby
enhancing the predictive accuracy of the model.

Future research directions could encompass the incorpora-
tion of a more extensive meteorological dataset by expanding
the sensor network to encompass a wider area.

In the same context, future research exploring different
machine learning models and their architectures might pro-
vide insights into more effective ways of handling the diverse
and complex wind conditions that impact operational deci-
sions at airports like MIA. Such exploration is decisive for
advancing the application of machine learning in aviation,
particularly for operational planning and safety in airports sit-
uated in regions with challenging meteorological conditions.
This study, therefore, represents an important initial step
towards a broader and more nuanced application of advanced
machine learning techniques in the field of aviation.
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