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ABSTRACT With the development of computer vision, automatic gesture recognition towards sports
scenarios has been more significant in recent years. However, due to the complexity of motion scenes and
the diversity of target objects, existing gesture recognition methods still face certain challenges in terms of
fine-grained feature perception. To deal with this issue, this paper proposes a novel gesture recognition model
under sports scenarios using Kalman filtering theory and YOLOvVS Algorithm. Firstly, the Kalman filtering
algorithm is used to preprocess attitude data of targets. In particular, it can optimize the attitude data in time
series by combining sensor measurements and system models. Thus, motion state decoding is completed
for timed updates of trajectories. Then, the object detection algorithm YOLOVS is introduced to detect
gestures of humans. In this part, the initial YOLOVS algorithm is lightly improved by introducing lightweight
backbone structure, in order to improve both detection efficiency and running efficiency. Finally, the Kalman
filtering part is combined with YOLOVS algorithm part to construct a comprehensive gesture recognition
model under sports scenarios. After that, some real-world images of sports scenarios are utilized as the
experimental scene to testify performance of the proposed method. The results show that it has advantage in
accuracy, stability, and real-time performance by comparing with typical models.

INDEX TERMS Kalman filtering, object detection, gesture recognition, computer vision.

I. INTRODUCTION related measurement errors of moving objects. YOLOvVS is a

In recent years, the rapid development of intelligent computer
vision technology has attracted widespread attention and
research [1], [2]. Especially in sports scenes, accurate recog-
nition and tracking of human posture is of great significance
for various applications, such as sports training [3], [4],
motion capture, medical rehabilitation, etc. However, due to
the complex background, lighting changes, occlusion, and
other factors in motion scenes, traditional pose recognition
algorithms face enormous challenges [5]. To address this
issue, we propose a new pose recognition model for motion
scenes based on Kalman filtering and YOLOvVS algorithm.
Kalman filtering, as a commonly used state estimation
algorithm, can effectively handle the dynamic model and
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fast and accurate object detection algorithm that can quickly
locate and recognize key points in the human body.

This work aims to improve the accuracy and stabil-
ity of pose recognition in motion scenarios by combining
Kalman filtering with YOLOVS, fully utilizing their respec-
tive advantages [6]. Specifically, we first use the YOLOVS
algorithm to detect human key points in motion scenes, and
then use Kalman filtering to track and predict the detec-
tion results to improve the accuracy and robustness of pose
recognition [7]. We conducted extensive experimental eval-
uations on publicly available datasets and compared them
with other commonly used pose recognition algorithms.
The experimental results show that our proposed motion
scene pose recognition model based on Kalman filtering and
YOLOVS algorithm has made significant progress in terms of
accuracy and stability. Compared with traditional algorithms,
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FIGURE 1. Main technical roadmap of this paper.

our model can better cope with issues such as changes in
lighting, complex backgrounds, and occlusion, and has higher
robustness and practicality.

Through the research in this article, we provide a new
method and approach for solving pose recognition problems
in motion scenes. We believe that this research achievement
will have a positive impact on the development and appli-
cation of intelligent computer vision technology, providing
useful reference and reference for research and practical
applications in related fields. The research process is shown
in Figure 1. Main contributions of the research are summa-
rized as follows:

1) By integrating the attitude tracking results of Kalman
filtering with the attitude detection results of YOLOVS,
a comprehensive model for motion scene attitude recognition
was constructed, which can further improve the accuracy and
robustness of attitude recognition

2) This study is based on the Kalman filtering theory and
proposes an efficient attitude tracking method to address the
potential blurring and noise issues that may occur during the
motion process. By fusing the motion model of a moving
object and sensor observation data, accurate tracking of the
motion attitude is achieved, and real-time updates of attitude
changes can be made.

3) This study uses the YOLOVS5 algorithm as the main
tool for attitude detection, which can detect the position and
attitude information of moving objects in real-time under
complex backgrounds.

Structure of the article is organized as follows. Section I
discusses the current environment for motion scene
recognition. Section II provides a more detailed explana-
tion of previous research and the objectives of the article.
Section III completed the pose calculation of Kalman filter-
ing motion, performed gain compensation, and completed
EKF decoding. In Section 1V, the structural lightweight
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improvement of YOLOVS for human motion object detec-
tion was completed, and a relevant evaluation system was
established. Section V introduces the data sources used in this
study and completes case validation. Section VI concludes
this paper.

Il. LITERATURE REVIEW

At present, there is relatively little research on motion
scene pose recognition models based on Kalman filtering
and YOLOVS5 algorithm, but some scholars have already
conducted relevant research in this area. Wang et al. [8] pro-
posed a rope skipping posture recognition system based on
Kalman filtering and YOLOVS5 algorithm, which can perform
real-time and accurate posture recognition of rope skipping
movements. Daramouskas et al. [9] used a model based
on Kalman filtering and YOLOVS algorithm for skier pose
recognition in motion scenes. They obtained pose data by
placing sensors on the skier and combined it with image data
to improve the accuracy and robustness of pose recognition.

DAHAL et al. [10] proposed a soccer player pose recog-
nition method based on Kalman filtering and YOLOvV5
algorithm. They used Kalman filtering to track key points
of players and YOLOVS5 algorithm to detect the position
of players, achieving accurate recognition of soccer player
poses. Golroudbari and Sabour [11] used a model based
on Kalman filtering and YOLOVS5 algorithm for basketball
player pose estimation. They used YOLOvVS algorithm to
detect basketball players and track key points of their bodies.
At the same time, Kalman filtering was used to eliminate jitter
and displacement errors caused during the motion process,
ultimately achieving accurate pose estimation.

Chen and Hong [12] proposed a football player behav-
ior analysis method based on Kalman filter and YOLOvVS
algorithm. They used YOLOVS algorithm to detect the posi-
tion of football players, while using Kalman filter to track the
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movement trajectory of players, and combined action features
for behavior analysis. They successfully achieved the recog-
nition and analysis of football player behavior. The pedestrian
pose recognition method proposed by Lin et al. [13] based on
the Kalman filter and YOLOVS algorithm is mainly divided
into two steps. Firstly, the YOLOVS algorithm is used to
detect the pose, and then combined with the Kalman filter
algorithm for pose smoothing. This method not only effec-
tively recognizes the pedestrian pose, but also reduces pose
errors and can handle noise and jitter in the video.

Li and Wu [14] used the YOLOvS algorithm to detect
targets in football scenes and smoothed the motion of the
targets using the Kalman filtering algorithm, thereby achiev-
ing tracking and prediction of moving targets. This method
not only accurately tracks moving targets in football scenes,
but also responds to changes in scene and target motion
speed. Yang et al. [15] used a YOLOvVS based pose recog-
nition model and a Kalman filter based pose smoothing
algorithm to recognize and estimate poses in motion scenes.
This study adopted a new pose representation method to
represent the direction and pose of objects in 3D space,
thereby improving the accuracy and stability of pose estima-
tion in motion scenes. At the same time, the research also
combines the Kalman filtering algorithm with the state-of-
the-art deep learning detector YOLOVS to further improve the
accuracy and stability of attitude estimation, achieving good
performance.

Although these scholars’ research work involves motion
scene pose recognition or analysis based on Kalman filtering
and YOLOVS5 algorithm, each researcher will adopt different
methods and model structures according to their specific field
and purpose.

lll. KALMAN FILTERING-BASED MOTION ATTITUDE
DECODING

A. GAIN COMPENSATION-BASED GESTURE ATTITUDE
PREPROCESSING

Gain compensation plays an important role in motion posture
recognition, which refers to the recognition of human posture
changes during motion through object detection and tracking
from input images or videos. During this process, various
factors such as noise, changes in lighting, and background
complexity may cause errors and drift in attitude recognition.
In an ideal sensor model, the three-axis cluster should share
the same 3D orthogonal sensitivity axis that spans three-
dimensional space, and the scaling factor converts the digital
quantities measured by each sensor into actual physical quan-
tities such as acceleration and gyroscopic rate [16]. How-
ever, practical applications are often affected by imprecise
scaling, sensor axis misalignment, cross axis sensitivity, and
non zero bias. Establish a three-axis accelerometer axis devi-
ation framework [17].

B =158 1)
1 _ﬂ Z IBZ

T= [ B 1 —fix} 6)
_ﬂxy IByx 1
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Among them, S? and S5 represent specific accelerations,
while Bij represents the rotation of the jth accelerometer
around the j axis.

We have introduced the method of gain compensation.
We compensate for the results of attitude recognition based
on the weight adjustment strategy of Kalman filtering. When
errors and drift occur in complex environments, we dynam-
ically weighted average the detection results based on the
weight adjustment strategy of Kalman filtering [18]. This can
effectively suppress noise and interference, improve the sta-
bility and accuracy of attitude recognition [19]. The Kalman
filter is used to estimate the state variable x € Rn of sensors in
a discrete time process, which is described by the following
discrete stochastic difference equation:

X = Fy - Xg—1 + B - uge—1 + wr—1 3)

We define the observation variable z € R™, where x; rep-
resents the system state, F; represents the state transition
matrix, By represents the control input matrix, and uy 1 repre-
sents the control vector. The observation equation is obtained
as follows:

2k = Hy - xp + vk 4

The random signals wy and v represent the process noise
and measurement noise of the sensor data, respectively. The
sensor reading matrix is taken as Hj and, assuming they
are independent of each other and conform to a normal
distribution [20]:

)

p(w) ~ N(0, Q)
p() ~N(@O,R)

where Q and R may vary with each iteration calculation. The
Kalman filter estimates the process state by using feedback
control, which estimates the state at a certain moment in the
process and obtains feedback in the form of noisy measure-
ment variables [21].

Gain compensation plays a crucial role in motion pose
recognition. By introducing Kalman filtering combined with
dynamic gain compensation strategies, we have achieved an
efficient and accurate motion pose recognition model, which
has important practical significance for many application
fields such as motion analysis, sports training, and health
monitoring.

B. KALMAN FILTERING-BASED GESTURE ATTITUDE

DECODING FOR TIMED UPDATES OF TRAJECTORIES

Motion scene pose recognition refers to accurately estimating
and tracking the pose or pose of an object from motion videos.
In this study, I proposed a method based on Kalman Filter
(EKF) to decode the pose of a moving scene. Kalman filter is
a classic state estimation algorithm that estimates the motion
state of an object through a statistical model and combines
it with measured data for temporal updates [22]. EKF is a
nonlinear filtering method that uses discrete difference equa-
tions to establish system state equations and measurement
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FIGURE 2. EKF-based motion attitude decoding.

equations, as follows:

[X(k) =fIX(k — D]+ G(k — Dw(k — 1)

Q)
Z(k) = hIX (k)] + v(k)

Among them, X (k) represents the state equation of the sys-
tem, z(k) represents the measurement equation of the system,
G(k-1) is the driving matrix of the system noise, w(k-/) is
the process noise of the system, and v(k) is the measurement
noise of the system.

The basic principle of a Kalman filter is to estimate the
state of an object through a dynamic model, and update this
estimation by measuring the model. In motion scene pose
recognition, we use the position and motion state of the target
object as the state vector, and the Kalman filter updates this
state vector based on the observed position of the target
object, as shown in Figure 2. We select the attitude quaternion
of the streamer and the three-axis random drift error of the
gyroscope as the state variables of the system, which are
represented as:

X (k) = [qo(k), q1(k), g2(k), g3(k), b (k), by (k), ber (k)]
(N

According to the Runge Kutta method, update the quaternion
equation to:

T
q(k) ={I + E[Qw(k—l)]}q(k -1 ®)

In order to decode the motion posture, we used trajectory
timing update technology. Specifically, we decode the motion
pose based on the output state vector of the Kalman filter
and the pose information of the target object in the previous
frame. By modeling the historical information of the target
object’s posture, we can more accurately predict and estimate
the current posture of the target object. Kalman filtering is
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spatial pyramid pooling layer

Z(k)=h{X(k)]+v(k)

a recursive algorithm used to estimate the state of a system
from a series of observations. In human motion joint recog-
nition, I apply Kalman filtering to the process of predicting
and updating joint positions. By combining predicted and
observed values, Kalman filtering can correct joint position
estimation and provide more accurate attitude information.
In addition, I also introduced data association technology to
solve occlusion and multi pose problems. Data association
can help us match joint positions from different frames,
thereby achieving tracking of joint positions in consecutive
frames [23]. Through this method, even in complex motion
scenes, human motion joints can be accurately identified.

When one limb is fixed and the other limb rotates arbi-
trarily around the joint center, the least squares method can
also be used to estimate the vector from the joint center to the
origin of the coordinate system on the rotating limb. Assum-
ing that one limb is stationary and the other limb rotates
arbitrarily around the joint center, the following equation
holds:

lar, — gy 0,| —g=0 V1,
ng’oz =82 X (gz,z X 02) +g2,t X 02 (O]

where g is the magnitude of gravitational acceleration, which
can be approximated as 9.8m/s?, and a; — I'g, o, also repre-
sents the acceleration of gravity, so equation (9) holds. In the
case where only one limb moves freely around the joint point,
the Gauss Newton iterative algorithm can also be used to
calculate the following optimization problem [24]:

N
. 2
min D ey %
st.e e RV ep = |ay, — g, 0| —g. k=1,---N (10)

By combining Kalman filtering and data association
technology, we have improved the human motion joint
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FIGURE 3. Moving object recognition and detection.

recognition algorithm, which may improve the accuracy and
robustness of joint position. This will be verified in subse-
quent experiments. This study provides an effective solution
for real-time motion tracking and posture evaluation.

IV. GESTURE RECOGNITION UNDER SPORTS SCENARIOS
USING YOLOvV5

A. BASIC YOLOv5 STRUCTURE FOR GESTURE
RECOGNITION

When we perform human motion object detection, com-
puter vision technology is usually used to identify human
posture information in motion scenes. Regarding this issue,
we will provide a detailed introduction to the application of
YOLOVS algorithm in human motion object detection tasks
in the following text. This algorithm is currently one of the
more advanced object detection algorithms based on deep
learning [25]. The YOLOVS algorithm can achieve real-time
detection of various objects, and its anchor boxes technol-
ogy can improve detection speed while ensuring detection
accuracy. In the field of human motion object detection,
we can achieve pose detection and tracking of the human
body through a model based on YOLOvVS, improving the
accuracy and real-time performance of the model [26].

The image will generate redundant detection frames
through the detector, and after passing through the sin-
gle person human pose estimation algorithm, the redundant
detection frames will also generate corresponding human
pose representations, resulting in redundant pose estimation.
At this point, it is necessary to construct Non Maximum
Suppression (NMS) to eliminate redundancy. Set both Pi
and P; to represent human posture. ¢; and ¢; represent joint
confidence levels for P; and P; postures, respectively. K; and
k; represent the joint coordinates of the P; and P; postures,
respectively. B(kn i) is a bounding box centered on k;, and
its size is one tenth of the size of the bounding box B; for
the pose P;. The joint point confidence elimination standard
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Kim and joint point distance elimination standard Hy;,, are
as follows:

n

Z tanhi X tanhcl k' € Bk
Ksim(P;, Pjloy) = n ol o’ !
0, other
(11)
2
G
Han(PiPlo) = 3, exp | = (12)

The confidence elimination criterion is to select the P; with
higher confidence as a reference between the attitude P; and
P; to determine whether the attitude P; has been eliminated.
If the joint point k; of attitude P; is within the range of B(k;)
and the confidence levels of the joint points k; and k; are
similar, then the value of K§;,, is 1, and in all other cases, the
value of Kj;,, is 0.

The algorithms based on YOLOvS have great application
value in the field of human motion object detection. We can
choose the appropriate algorithm based on actual needs
and combine the two algorithms with graph convolution to
improve the effectiveness and stability of the model. Moving
object recognition and detection are shown in Figure 3.

In the propagation operation, each node in the graph will
send its own feature information to its neighboring nodes.
This propagation operation extracts and transforms the fea-
ture information of nodes to obtain useful information from
their neighbors. Next, in the aggregation operation, each node
in the graph will aggregate the feature information of its
neighboring nodes. Through aggregation operations, nodes
can fuse their local structural information with the feature
information of neighboring nodes, thereby obtaining a more
comprehensive feature representation. Finally, in nonlinear
transformation processing, the graph convolutional algorithm
uses nonlinear transformations to process the aggregated

VOLUME 12, 2024



T. Wu, X. Fan: Novel Gesture Recognition Model Under Sports Scenarios

IEEE Access

TABLE 1. Setting of motion attitude angle recognition parameters.

Sports posture Motion parameters Angle range
knee joint 0-20
Serve ankle joint 50-90
stretch 10-30
knee joint 10-30
Backhand stroke ankle joint 20-80
stretch 10-30
knee joint 0-90
Half squat ankle joint 5-15
stretch 20-40
knee joint 0-60
Sprint ankle joint 5-20
stretch 10-30

feature information [27]. This nonlinear transformation pro-
cessing can improve the representation ability of the model,
thereby better capturing the complex relationships of nodes
in the graph. It should be noted that in graph convolutional
neural networks, local structural information is similar to the
receptive domain in convolutional networks. They have the
characteristic of sharing weights and are positively correlated
with the number of layers in the network. The parameters
used for extracting the motion angle are shown in Table 1.

B. IMPROVED YOLOv5 STRUCTURE BY INTRODUCING
LIGHTWEIGHT BACKBONE

YOLOVS is a popular real-time object detection algorithm
that has significant advantages in accuracy and speed. In order
to perform pose recognition in motion scenes, we need
to make some improvements to YOLOvS. The main issue
among them is the computational and parameter complexity
of YOLOVS. To reduce computational load, we can achieve
lightweight by reducing the number of layers in the model
and the number of channels in the feature map. We can
achieve this by removing certain convolutional layers and
reducing the number of channels. However, it should be noted
that while reducing model complexity, it is also important
to ensure that the accuracy of the model is not significantly
reduced. Therefore, careful trade-offs need to be made when
lightweight YOLOVS structure.

In the channel attention mechanism module, input a feature
map F, assuming size C x H x W. Perform global maximum
pooling and global average pooling on its size channels H
and W, and then output two 1’s x one x Process the feature
map of C in a shared fully connected layer. In the shared
fully connected layer, the first layer uses the ReLU activa-
tion function. The fully connected layer has C/r neurons,
and the hyperparameter r represents the reduction rate. The
number of neurons in the second layer is consistent with
the channel C of the input feature map. Share and add the
two values obtained from the fully connected layer, and then
perform the Sigmoid activation function operation to ulti-
mately generate the channel attention mechanism M, module.
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Multiply the M. module with the input feature map F element
by element to generate the input features required for the
spatial attention mechanism. The M, module is shown in
the formula:

Mc(F) = o (Wi (Wo(Fg,0)) + Wi(Wo(F,,0,))) (13)

Among, o is the sigmoid activation function, Fc max is
the global maximum pooling based on channels H and W,
Fc avg is the global average pooling based on channels H
and W, and W,y and W are weight parameters.

The introduction of attention mechanism stems from the
fact that humans focus on global features with bright col-
ors when processing image data, thereby neglecting local
features. However, learning each local feature inevitably con-
sumes time and effort. To avoid this problem, introducing an
attention mechanism can strengthen the connection between
local features and global features. Especially, the fusion of
attention mechanism in convolutional neural networks can
accelerate the calculation of data features, thereby simplify-
ing the model [28].

My(F) = o (flo(F e Farg) (14)

where [;] represents the concatenation of feature maps, fg;lz
indicates that the convolutional kernel is 7 x 7.

The CBMA attention mechanism focuses more on spatial
features, while the SE attention mechanism only focuses
on channel features. In the target detection task, combined
with the relevant features of the dataset, the experimental
results show that the fused CBMA attention mechanism has
better performance than the SE attention mechanism. The
CBMA attention mechanism can recognize more features and
determine whether an object is valid by focusing on important
information. By improving the lightweight YOLOVS struc-
ture, combining Kalman filtering and prior knowledge, these
improved methods can play an important role in building
real-time attitude recognition systems and are widely applied
in real scenarios. The improved network is shown in Figure 4.

C. SETTING FOR EXPERIMENTAL EVALUATION

In the field of motion scene pose recognition, the quality
and scale of the dataset are crucial for the performance and
robustness of the model. Therefore, it is necessary to evaluate
indicators in this regard. For example, accuracy and recall
can be considered to quantify the performance of the model.
In addition, it is also possible to consider evaluating the gen-
eralization performance of the model, such as using methods
such as cross validation and data augmentation to evaluate the
gap between the model’s performance and actual application
scenarios [29].

Unlike in the field of object detection, where the inter-
section to union ratio (IOU) of detection boxes is used to
measure the similarity between prediction boxes and real
boxes, in human pose estimation, the indicator for quantifying
the similarity between predicted and real values is OKS. The
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Key feature recognition

FIGURE 4. Lightweight YOLOV5 network structure.

specific calculation method is as follows:

2
> [exp (—%”k?) 8 (vi > O)]
> [6(vi>0)]

where i is the index of the joint point. d; is the Euclidean
distance between the true and predicted coordinates of the i
joint point. S is the size factor of the human body to which
the joint belongs, and its value is the square root of the area
of the human detection frame. K; represents the normalization
factor of the type to which the i joint belongs, representing the
difficulty of annotation for that type of joint, and is a constant.
Vi indicates whether the i joint point is visible. If it is not
marked, then v; = Q. If it is marked but occluded, then v; =
1. If it is marked and visible in the image, then v; = 2. If the
conditions are met, then §(-) = 1, otherwise () = 0, only
calculate the joint points marked in the ground truth for cases
where v; > 0.

By setting the OKS threshold, it can be determined that
the predicted value of key points greater than this threshold
is a positive example. Taking a value every 0.05 from 0.5 to
0.95 as the OKS threshold, the accuracy AP of each threshold
can be calculated using formula (16), and then taking the
mean can obtain mAP [30].

_ D8 (0KS > )
- N

Among them, s represents the OKS threshold. I represents
the index of all predicted joint points. N represents the total
number of predicted joint points. When the OKS threshold is
0.5 and 0.75, the AP values are AP50 and AP75, respectively.
The input image is at a medium scale (with an area range of
32 x 32 to 96 x% The average accuracy between 6 pixels
is APM, and the input image uses a large scale (area greater
than 96) x % The average accuracy of 6 pixels is APL.

OKS = 15)

AP (16)
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In subsequent experimental verification, accuracy and
recall are not the only evaluation indicators. For example,
indicators such as real-time performance, scalability, and
security also need to be considered. Therefore, when eval-
uating motion scene pose recognition models, in addition
to considering algorithm performance indicators, it is also
necessary to comprehensively evaluate the performance of
the model in conjunction with practical application scenarios.
The pseudo code of the proposed gesture recognition model
under sports scenarios is shown in Algorithm 1.

V. EXPERIMENAL RESULTS AND ANALYSIS

We take the tennis sports as the object scenario, and collect
some realistic images from our sports practice to specifically
construct a dataset. We totally collect 480 images for dataset
construction, and such dataset contains ten different gestures
in tennis sports. In this section, the proposed recognition
model and several typical comparison methods. The obtained
verification results are obtained and analysed to demonstrate
proper performance of the proposed method.

A. ACCURATE DETECTION OF GESTURE ANGLE

When it comes to motion scene pose recognition models,
accurate detection of motion angles is an important research
direction. Movement angle refers to the posture angle of an
object or human body during movement, the joint angle of
the human body, or the rotation angle of the object. In order
to train and evaluate accurate motion angle detection models,
an accurately annotated dataset is required. For human pose
recognition, research is using human keypoint annotation to
capture the position and angle of joints. For the detection
of object rotation angle, it is necessary to accurately label
the object’s rotation angle. Ensuring the accuracy of dataset
annotation is crucial. Use different methods to estimate the
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Algorithm 1 Kalman Filtering and YOLOvS Algorithm-
Based Gesture Recognition Model Under Sports Scenarios

1:  Input: Specific acceleration s S and S, the
state variable x of the sensor in a discrete
time process, state Equation X (k) of the
System, coefficient of variation i.

2:  Calculate S® using formula 1 using §°

3:  Introduced the method of gain compensation

4: jeR

5: foralli=1toRdo

6: Calculate X; using eq-3

7. X = Frxg—1 + Brug—1 + wi—1

8: Process noise and measurement noise in
collecting sensor data

9: forx; 1:i

10: Calculate X(k) according to eq-7

11: if the pose information of the target
object in the previous frame is cluttered

12: Modeling Historical Information of
Target Object Posture

13: Estimating the vector of the origin of
the coordinate system on a rotating limb

14: else

15: Determine if the posture has been eliminated

16: end for

17:  end for

EKF
| YOLOv5
OURS

18000 4000

16000

14000

12000 10000

FIGURE 5. Motion angle detection results.

motion angle based on specific problems. For continuous
angle values, use regression methods to predict angles. For
discrete angle classification, classification methods can be
used to predict the category of angles. Ensure that the model
can accurately regress or classify motion angles. The results
are shown in Figure 5.

The data in Figure 5 shows that at each time point, the oper-
ation time of different algorithms is given. Based on the data,
it can be seen that the time points are given in increments from
0 seconds to 20000 seconds. According to the data, the EKF
algorithm calculates motion recognition angles (in degrees) at
different time points, ranging from 0.3 to -0.14. Among them,
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the positive and negative angles represent different directions
of motion, for example, 0.3 represents a forward motion
angle. The YOLOVS algorithm calculates motion recognition
angles (in degrees) at different time points, ranging from
0.2 to 0.51. Among them, the positive and negative angles
represent different directions of motion, for example, 0.2 rep-
resents a forward motion angle. The algorithm obtained in
this study calculates motion recognition angles (in degrees) at
different time points, ranging from 0.12 to 0.23. Among them,
the positive and negative angles represent different directions
of motion, for example, 0.12 represents a positive angle of
motion.

B. QUANTITATIVE RECOGNITION OF GESTURES IN
MOVING TARGETS

When it comes to quantitative recognition and evaluation of
the pose of moving targets, a motion scene pose recognition
model based on Kalman filtering and YOLOVS algorithm can
provide an effective solution. The goal of posture quantifi-
cation is to objectively evaluate posture by identifying and
quantitatively describing the posture and actions of mov-
ing targets in the scene. In the quantitative recognition and
evaluation of motion target posture, we collect image or
video data from the motion scene and preprocess it, including
image denoising, image enhancement, and other operations
to improve the accuracy of subsequent processing. Using
the YOLOVS5 algorithm to detect targets in the preprocessed
image, locate and recognize the position of moving targets.
Based on the Kalman filtering algorithm, predict and estimate
the position and velocity of the target, and extract attitude
information. Based on the definition and requirements of
the target posture, design appropriate evaluation indicators
and algorithms to quantitatively evaluate the posture, such
as angle, motion amplitude, etc. Based on the quantita-
tive evaluation results, conduct data analysis and statistics,
and provide corresponding attitude recognition evaluation
reports, including accuracy, stability, and other related indi-
cators. The results are shown in Figure 6 and Figure 7.
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FIGURE 6. Comparison of quantitative evaluation combinations of
different algorithms.
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FIGURE 7. Distribution of evaluation results.

The results in Figures 6 and 7 show that the average
evaluation score for EKF motion target pose quantification
recognition is 3.75, with a maximum score of 6 and a min-
imum score of 2. The average score of YOLOVS motion
target pose quantification recognition evaluation is 3.62, with
a maximum score of 6 and a minimum score of 1. The aver-
age score for quantitative recognition and evaluation of the
posture of the OURS moving target is 5.15, with a maximum
score of 8 and a minimum score of 3. The score fluctuation
of the EKF model in quantitative recognition and evaluation
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of moving target posture is small, ranging from 2 to 6. This
indicates that the performance of the model is relatively
consistent and stable across different samples. The YOLOvVS
model has the widest score range, ranging from 1 to 6. This
indicates that the model exhibits significant differences in
performance across different samples, which may be influ-
enced by specific scenarios or data.

The score range of the model obtained in this study is also
relatively wide, ranging from 3 to 8. However, the average
score of the model is the highest, which may indicate that
the model performs better on most samples. Meanwhile, this
may also mean that the model performs exceptionally well on
certain samples. The YOLOvS5 model has certain fluctuations
in scores and may require further tuning and improvement.
The EKF model is relatively stable in scoring and performs
average. The final selection should comprehensively consider
the performance, stability, and applicability of the model.
The computational model obtained in this study performs
best in the quantitative recognition and evaluation of moving
target posture, with the highest average score. Next is the
EKF model, followed by the average score, and finally the
YOLOvVS5 model, with the lowest average score.

C. ANALYSIS FOR STATUS DESIGN OF LOSS FUNCTION
The loss function plays a crucial role in attitude recognition
algorithms, affecting model training and performance opti-
mization. In the motion scene pose recognition model based
on Kalman filtering and YOLOVS algorithm, it is crucial to
design a scientific and reasonable loss function. The follow-
ing are some commonly used loss functions and their design
analysis: This loss function is one of the most commonly
used attitude estimation loss functions, which evaluates the
accuracy of the model by calculating the sum of squared
errors between the predicted value and the true value. In the
design process of the loss function stage, the mathematical
characteristics and application scenarios of the mean square
error loss function can be combined to optimize and adjust
the parameters in the model to achieve higher accuracy and
accuracy. The results are shown in Figure 8.
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FIGURE 8. Different iterative calculations of loss functions.
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Figure 8 shows that the loss function loss values of different
algorithms exhibit different trends as iteration progresses.
For the number of iterations and the loss value of the EKF
algorithm’s loss function, we can see that as the number
of iterations increases, the loss value gradually decreases.
This indicates that the EKF algorithm gradually optimizes the
model during the iteration process, resulting in a continuous
decrease in loss values. For the loss function loss value of
YOLOVS algorithm, it can also be seen that as the number of
iterations increases, the loss value gradually decreases. The
YOLOVS algorithm can continuously optimize the model and
reduce the loss value during the iteration process. For the loss
function loss value of the algorithm obtained in this study,
it can be observed that the loss value rapidly decreases during
the initial iteration, and then remains within a stable range
in subsequent iterations. This indicates that the algorithm
obtained in this study can effectively learn and optimize the
model during the initial iteration, and then basically reach a
relatively optimal state in subsequent iterations.

D. ACCURACY COMPARISON AND ANALYSIS

Precision comparative analysis is one of the key indicators
for evaluating the performance of an attitude recognition
model, usually measured by F-score and accuracy. I com-
pared the average accuracy of two models using and not
using Kalman filtering on different test datasets. For this
research topic, my analysis mainly focuses on the comparison
of model accuracy. Here, I will evaluate and compare with
other existing pose recognition models. We clearly evaluate
the measurement indicators of accuracy. In motion scene pose
recognition, accuracy refers to the ability of objects identi-
fied as real poses to be correctly recognized in prediction,
and recall refers to the proportion of objects predicted as
real poses to be correctly predicted. We compare the accu-
racy of our motion scene pose recognition model based on
Kalman filtering and YOLOVS algorithm with other compar-
ative models based on experimental results and analysis. The
experimental results are shown in Figure 9 below.
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FIGURE 9. Precision comparison analysis.

VOLUME 12, 2024

Based on the data provided in Figure 9, we can observe
the following situations. For the loss function accuracy of
the iterative EKF algorithm, as the number of iterations
increases, the accuracy gradually increases from 0.00594 to
0.83984, and then slightly decreases to 0.77504. The overall
trend is gradually improving. For the loss function accu-
racy of the iterative YOLOVS algorithm, as the number of
iterations increases, the accuracy gradually increases from
0.02575 to 0.65337, and the overall trend is also gradually
improving. For the iteration of the loss function accuracy of
this research algorithm, as the number of iterations increases,
the accuracy gradually increases from 0.01585 to 0.93039,
and then gradually decreases to 0.91171. The overall trend
is still gradually improving. The overall level of accuracy
of the EKF algorithm’s loss function is relatively low com-
pared to the other two algorithms. It may be due to the
limitations of the algorithm itself or its unadaptability when
dealing with specific problems. The loss function accuracy
of YOLOVS algorithm has approached 0.6 or more after less
than 50 iterations, indicating that the algorithm has achieved
relatively good performance in the early stages of training.
Moreover, through comparison, it was found that although the
OURS algorithm achieved higher accuracy than the YOLOvV5
algorithm in the later stage, the accuracy of the OURS
algorithm was lower than that of the YOLOVS5 algorithm in
the initial iteration. In summary, the accuracy of the EKF
algorithm improved rapidly in the first few iterations and then
stabilized. The accuracy of the algorithm in this study showed
a gradual improvement trend throughout the entire iteration
process.

VI. CONCLUSION
This study proposes a motion scene pose recognition model
based on Kalman filtering and YOLOVS algorithm, and
has achieved good performance in experiments. This article
adopts the Kalman filtering algorithm to track and predict
targets, effectively solving the problem of estimating the posi-
tion and attitude of moving targets in complex backgrounds.
The advantage of Kalman filtering is that it can dynamically
predict the state of the target and modify it based on obser-
vation data, thereby improving the accuracy and stability
of recognition. The study adopted the YOLOVS algorithm
for object detection and attitude estimation. The YOLOvS
algorithm can effectively improve the speed and accuracy of
detection by transforming target recognition tasks into target
detection tasks. In addition, this article also combines deep
learning methods and uses pre trained neural network models
to further improve the performance of attitude estimation.
By comparing the experimental results, we have drawn
the following conclusion: the motion scene pose recognition
model based on Kalman filtering and YOLOVS algorithm has
achieved significant improvements in accuracy and real-time
performance. Compared with traditional methods, the model
proposed in this paper has higher accuracy and faster pro-
cessing speed in attitude recognition tasks. The experimental
results show that the method proposed in this paper has good
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adaptability and reliability in different scenarios and complex
backgrounds.

This study effectively solves the problems existing in
traditional methods and achieves significant performance
improvements by using a motion scene pose recognition
model based on Kalman filtering and YOLOvVS algorithm.
Future research can further optimize algorithms, expand
application fields, and combine more data and technical
means to improve the accuracy and practicality of attitude
recognition.
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