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ABSTRACT The emergence of single-cell RNA sequencing (scRNA-seq) has brought to light the critical
need for scrutinizing transcriptomes at the individual cellular level with unparalleled precision. A piv-
otal aspect of scRNA-seq data analysis involves cell identification, commonly accomplished through
diverse clustering methodologies. However, scRNA-seq datasets frequently encounter missing values due
to technical limitations, posing a significant challenge that can compromise the accuracy of clustering
outcomes. In response, we present a novel approach that seamlessly integrates missing value estimation with
scRNA-seq clustering. Our method harnesses the power of an imputation autoencoder network to predict
missing values, coupled with the deployment of a deep clustering network for efficient cell categorization.
To mitigate the risk of deep clustering networks converging towards suboptimal local minima, we have
devised a self-guided learning strategy. This approach exploits shared parameters between the imputation and
clustering networks, fostering a symbiotic relationship that enhances overall performance. Through rigorous
empirical evaluations, we substantiate the effectiveness of our methodology, demonstrating its comparability
to, or surpassing, several established single-cell clustering techniques. Furthermore, our analysis of cellular
trajectories underscores the proficiency of the proposed method in accurately deducing cellular trajectories
by leveraging the clustering results to discern biologically meaningful cell types.

INDEX TERMS Single cell clustering, data imputation, subspace clustering.

I. INTRODUCTION
The advancement of single-cell RNA sequencing (scRNA-seq)
has revolutionized transcriptomic studies, enabling large-
scale, high-throughput analysis with unprecedented single-
cell accuracy. This technique has become crucial in biological
research for dissecting gene expression at the individual
cell level, thus revealing key insights into both known and
novel cellular processes. A critical component of scRNA-seq
analysis is cell identification, a process vital for distinguish-
ing and characterizing cells in diverse populations. This is
efficiently achieved through clustering methods, which group
cells by similar gene expression patterns, facilitating the
identification of distinct subpopulations without the need for
pre-established cell type definitions.

For this purpose, several single-cell clustering methods
have been developed to enhance the analysis of scRNA-seq
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data. For instance, SNN-Cliq [2] leverages the shared near-
est neighbors (SNN) concept to define similarities between
cells and maps them using a quasi-clique based clustering
algorithm. Pcareduce [3] focuses on understanding the link
between dimensionally reduced data through PCA and the
subsequent identification of cell clusters. Another notable
method, SC3 [4], adopts a multi-dimensional approach to
clustering by integrating various distance metrics. It begins
by calculating distances between cells using a range of
metrics to form a comprehensive distance matrix, followed
by employing k-means clustering to group cells accord-
ing to this matrix. The advancement of deep learning has
further enriched scRNA-seq data analysis, leading to the
development of innovative single-cell clustering techniques.
DISCERN [5], for example, uses reference datasets to accu-
rately reconstruct missing gene expression values with a
deep generative model, demonstrating enhanced clustering
performance. ScDSSC [6] integrates noise reduction and
dimensionality reduction within a deep sparse subspace
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clustering framework. This method learns feature represen-
tations and performs clustering simultaneously by explicitly
modeling scRNA-seq data generation. ScGPCL [7] is a
graph-based prototype contrast learning method that thor-
oughly exploits cell-cell relationships. It applies graph neural
networks to a bipartite cell-gene graph, significantly improv-
ing clustering accuracy and cell type identification [8], [9],
[10], [11].

However, scRNA-seq data often contains missing values
due to technical limitations, including inefficient RNA cap-
ture during sequencing, PCR amplification bias, and variable
sequencing depth. Missing data poses a critical challenge for
clustering analysis of scRNA-seq data. Since missing values
do not reflect true underlying expression levels, they can
obstruct accurate identification of cell types when applying
clustering algorithms. Therefore, developing computational
approaches to address the issue of missing data is crucial for
robust analysis and biological interpretation of scRNA-seq
datasets. Several computational approaches have been devel-
oped to address the issue of missing data in scRNA-seq, with
each method based on distinct principles and models [12],
[13], [14], [15], [16], [17], [18], [19], [20]. Notable methods
include MAGIC [12], which constructs a Markov transition
matrix to facilitate data smoothing based on cell-to-cell inter-
actions. ScImpute [13] employs a LASSO regression model
to iteratively impute values for individual cells. SAVER [14]
utilizes a Bayesian approach with different prior probability
functions, while DrImpute [15] aggregates values imputed
frommultiple cluster priors or distance matrices. More recent
methods like scFEA [19] incorporate probabilistic models
accounting for flux balance constraints and graph neural
networks for optimization. The DCA method [20] trains an
autoencoder to model gene expression distributions using a
zero-inflated negative binomial prior.

In contrast to many existing methods that treat scRNA-seq
data imputation and single-cell clustering as separate enti-
ties [21], our research focuses on their integration, com-
bining the imputation of missing values with clustering
in scRNA-seq data analysis [22]. Our proposed solution
introduces an imputation autoencoder network specifically
designed to effectively address missing values in single-cell
data. This model, enhanced with a variant reconstruction loss,
adeptly recovers missing values by capitalizing on shared
information across cells. Following the imputation phase,
we utilize a deep subspace clustering network to facilitate
precise cell identification, based on the imputed dataset.
Aware of the inherent challenges in deep subspace clustering,
such as the tendency to converge on suboptimal local solu-
tions, we have implemented a self-guided learning strategy.
This strategy involves the computation of a guiding graph to
steer the training process, leading to more refined clustering
results. A key innovation of our approach is the parameter
sharing between the imputation and clustering networks. This
synergy promotes mutual reinforcement, where improve-
ments in imputation directly enhance clustering performance
and vice versa. This collaborative learning framework not

only refines each task individually but also demonstrates the
potential for significantly improved overall performance in
both imputation and clustering of scRNA-seq data.

The main contributions in this paper are summarized as
follows:

1) We introduce a novel imputation autoencoder network,
specifically designed to address the missing values in
scRNA-seq data. This network, equipped with a variant
reconstruction loss, effectively recovers missing val-
ues, leveraging common information across individual
cell samples.

2) To overcome the limitations of deep subspace cluster-
ing networks, such as their susceptibility to suboptimal
local solutions, our method includes a self-guided
learning strategy. This strategy enhances the train-
ing process and leads to more accurate clustering
outcomes.

3) Our work innovatively integrates these two analytical
processes. This integration ensures amore cohesive and
efficient analysis of scRNA-seq data.

The subsequent sections of this paper are organized as
follows: In Section II, we review closely related work in
conjunction with our proposed method. Section III outlines
the details of the proposed method. In Section IV, we present
experimental results to demonstrate the effectiveness of our
approach. Finally, we conclude and outline future directions
for our work.

II. RELATED WORK
The proposed model is designed to seamlessly integrate
two pivotal tasks in scRNA-seq data analysis: missing data
imputation and single-cell type clustering. In this section,
we explore these two critical aspects related to our proposed
model.

A. SINGLE CELL DATA IMPUTATION
A prevalent issue in RNA-Seq data is the sparsity of expres-
sion matrices, often characterized by a large number of zeros.
Many of these zero or near-zero values are artificially intro-
duced by technical deficiencies, such as insufficient mRNA
molecules, low capture rates, sequencing depth, or other
technical factors, collectively known as drop-out. Several
methods have been proposed to address the challenges posed
by excessive zeros in scRNA-seq data. For example, ScIm-
pute [13] Learns the dropout probability for each gene in
each cell and extrapolates dropout values by considering
information from other similar cells selected based on genes
unlikely to be affected by dropout events. DrImpute [15]
Inferences dropouts by averaging the expression values of
similar cells defined by clustering. DCA [20] Utilizes a
deep count autoencoder network to de-noise and enhance
scRNA-seq datasets by learning the count distribution, over-
dispersion, and sparsity of the data.

While these approaches offer effective solutions, our pro-
posedmodel takes a unique stance by integratingmissing data
imputation seamlessly with single-cell type clustering.
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B. CELL TYPES CLUSTERING
The primary objective of deep clustering is to group sam-
ples into distinct clusters without relying on explicit ground
truth labels. While clustering are commonly employed in
various tasks. Accurate identification and categorization of
distinct cell types are imperative for unraveling the biologi-
cal insights embedded in scRNA-seq data. For this purpose,
various single cell clustering methods have been proposed
[23], [24], [25], [26], [27], [28], [29], [30]. For exam-
ple, to address the challenges posed by high-dimensional
scRNA-seq data, early approaches focused on dimensional-
ity reduction before applying classical clustering methods.
For instance, SC3 [4] facilitates the quantitative character-
ization of cell types in single-cell RNA-seq by leveraging
transcriptome features. It is a user-friendly unsupervised clus-
tering tool that amalgamates multiple clustering solutions
consistently, yielding high-precision and robust clustering
results. SIMLR [1] measures cell similarities using multiple
cores and applies k-means for clustering. Zheng et al. [31]
proposed SinNLRR by adding low-rank and non-negative
structure to the similar matrix based on Spectral clustering.
Wang et al. [1] proposed SIMLR algorithm based on Spectral
clustering, learned inter-cell distancemeasurement from gene
expression data through multi-core learning and constructed
similarity matrix, which not only improved the clustering
effect but also effectively adapted to multiple downstream
steps. As single-cell experiments continue to scale up in cell
numbers but face issues with data quality, there is a growing
need for imputation methods that are not only fast but highly
scalable [32], [33], [34], [35], [36], [37].
The success of deep clustering methods has led to the

development of recent deep models that have shown promis-
ing results. For instance, DESC [38] is an unsupervised
deep embedding algorithm designed to cluster data from
single-cell RNA sequencing. It iteratively optimizes the clus-
tering objective function and effectively eliminates batch
effects. Comprehensive evaluations have shown that DESC
achieves a proper balance between cluster accuracy and
stability, possesses a small memory footprint, and can elim-
inate batch effects without relying on batch information.
scTAG [39] learns cell-cell topological representation and
identifies cell clusters using a depth map convolutional net-
work. Notably, SCVIS [40] employs a generative approach
to learn cell representation through t-SNE regularization,
preserving local structure.

III. MATERIALS AND METHOD
In this section, we introduce the proposed approach that inte-
grates missing value estimation with scRNAseq clustering.
The proposed approach consists of two integral modules:
the missing data imputation module and the deep subspace
clustering module. Figure. 1 provides a comprehensive visual
representation of the proposed method, offering an overview
of the interaction and workflow between these two modules.
This illustration serves to elucidate the key components and
the seamless integration of the imputation and clustering

processes within the proposed framework. In subsequent sec-
tions, we explain the proposed method in detail including the
data preparation, each module and training strategy.

A. IMPUTATION MODULE
Consider a dataset comprising single-cell information
denoted as X ∈ Rn×d . Notably, this dataset may exhibit
missing entries Xi,j = NaN . where the absence of data occurs
between the i-th and j-th samples. To identify these missing
entries, a missing index matrix, is defined to highlight the
specific locations where data is absent:

Si,j =

{
1 If i− th and j− th is missing
0 Otherwise

(1)

To address the challenge of imputing missing values,
we employ an imputation autoencoder framework, com-
prising an encoder and a decoder. In this autoencoder
architecture, the encoder initially transforms the input data
matrix into a latent space representation. Subsequently, the
decoder reconstructs the latent space back to the original
input space, formulated mathematically as:

X̂= D(E(X)) (2)

where X̂ represents the reconstructed matrix, and D(·) and
E(·) denote the functions of the encoder and decoder, respec-
tively. The objective is to utilize this framework for data
completion by employing an imputation autoencoder loss.
The imputation autoencoder loss represents a specialized
autoencoder variant, notable for processing input data where
a segment is intentionally ‘‘masked’’ or hidden. This model’s
decoder is tasked with reconstructing the full dataset, necessi-
tating the filling or recovery of the masked section. Excelling
in managing datasets with missing values, these models use
the available (unmasked) data to refine the prediction and
imputation of the absent values. The integration of a mask
index matrix, identifying the missing data portions, is crucial.
It works in tandem with the tailored loss function, which is
designed to assess the model’s accuracy in predicting and
reconstructing these missing segments. Therefore, in con-
junction with the mask index matrix, the associated loss
function can be defined as:

LmaskAE = ∥S ⊙ X − S ⊙ X̂
∥∥∥2
F

(3)

The reconstructed X̂ matrix encompasses both imputed data
and reconstructed data derived from X . Subsequently, the
completed scRNA-seq data can be obtained through the fol-
lowing expression:

Y = (1 − S) ⊙ X + S ⊙ X̂ (4)

In this equation, Y represents the completed scRNA-seq data,
where the element-wise product with the complement of the
mask matrix (1 − S) is applied to the original data matrix
X , and the element-wise product with the mask matrix S
is applied to the reconstructed matrix X̂. This formulation
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FIGURE 1. Illustrates the schematic overview of the proposed methodology. Comprising two core modules, namely the missing data
imputation module and the deep subspace clustering module, this model encapsulates the key components of our approach.

effectively integrates the observed and imputed values to
generate a comprehensive and enhanced scRNA-seq dataset.

B. DEEP CLUSTERING MODULE
Once the completed scRNA-seq data Y is obtained, the
objective is to identify the associated cell types through a
deep clustering approach. The chosen method is the Deep
Clustering Network, a deep neural network architecture tai-
lored for unsupervised subspace clustering. The network
architecture is constructed around a deep autoencoder, which
non-linearly maps the input data to an underlying space.
Notably, a distinctive feature of this architecture is the intro-
duction of a novel self-expression layer situated between
the encoder and decoder. This self-expression layer emu-
lates the ‘‘self-expression’’ properties found effective in
traditional subspace clustering. Particularly, the expression
layer facilitates a straightforward yet effective method to
learn the pairwise affinity between all data points through
a standard propagation process. The neural network-based
approach, being inherently nonlinear, is adept at clustering
data points with intricate nonlinear structures. The incorpo-
ration of self-representation layers in this module enhances
their capability to handle nonlinearly separable data, making
them particularly suited for discerning complex relationships
in scRNA-seq datasets. In detail, Similar to the autoencoder,

the formulation of encoder and decoder can be defined as:

H = E(Y) (5)

Ŷ = D(H) (6)

where, H represents the latent space obtained through the
encoder, and Ŷ represents the reconstructed scRNA-seq data
obtained through the decoder. The related reconstruction loss
of the clustering network is defined as follows:

LdscRec =

∥∥∥Ŷ − Y∥
2
F (7)

Moreover, a fundamental component of this clustering mod-
ule is the self-expressive layer, dedicated to learning the
self-expression matrix for subsequent clustering tasks:

LdscSelf = ∥H − HC∥
2
F + λ

∥∥ C∥
2
F (8)

In this equation, C represents the self-expression matrix,
and λ is a regularization parameter. This loss function encap-
sulates the self-expression properties critical for discerning
underlying subspaces and facilitating effective unsupervised
clustering. As previously discussed, deep subspace clustering
networks are prone to being trapped in suboptimal local solu-
tions. To address this challenge, we introduce a self-guided
learning strategy aimed at calculating a graph that guides the
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training process, thereby leading to more accurate cluster-
ing outcomes. In particular, we incorporate a weight graph
regularization to guide the self-expression learning process.
The weight matrix, representing an affinity matrix, can be
estimated from the completed Y . Consequently, the corre-
sponding loss function for self-expression learning is defined
as:

LdscSelf =

∥∥∥H− HC∥
2
F +λ

∥∥∥ C∥
2
F + γ ∥ (1 − G)⊙ C∥

2
F (9)

where γ is a weighting factor for the introduced graph
regularization term. This term incorporates graph-guided
information through the weight matrix G, which is estimated
from the original imputed data Y as:

G =

〈
Y,YT

〉
∥Y∥, ∥Y∥

(10)

The additional regularization term ∥(1 − G) ⊙ C∥
2
F helps

guide the self-expression learning process using the similar-
ity graph structure. This aids in mitigating suboptimal local
solutions and ultimately contributes to improved clustering
performance.

C. MUTUAL TRAINING STRATEY
Our proposed Mutual Training Strategy addresses the limi-
tations inherent in using an independent imputation autoen-
coder and deep clustering network. While the regularization
term ∥(1 − G) ⊙ C∥

2
F in self-expression learning helps avoid

suboptimal solutions, the deep clustering network may
initially produce unsatisfactory results. Similarly, the impu-
tation autoencoder, though equipped with an imputation loss
function, operates separately from the clustering process.
To overcome these challenges, we introduce a joint opti-
mization approach for both the imputation and clustering
components. This is achieved by enabling the imputation
autoencoder and the deep clustering modules to share param-
eters during end-to-end training. Through this method, the
imputed data generated by the autoencoder is not static but is
iteratively updated and fed into the clustering module across
each training epoch. Consequently, the outputs from the deep
clustering process can reciprocally enhance the quality of
imputation.

This synergistic framework allows for a dynamic interac-
tion between clustering and imputation. The performance of
the clustering module acts as a self-supervising signal for
the imputation process, while the improved imputed data,
in turn, refines the effectiveness of the clustering. Such a cou-
pled approach ensures that enhancements in one component
directly benefit the other, leading to a more integrated and
efficient analysis process.

IV. EXPERIMENT
In this section, we conduct an evaluation of the proposed
method using several benchmark datasets, comparing its per-
formance against various representative clustering methods
and two baseline methods. Additionally, a comprehensive
analysis of the model is presented.

TABLE 1. The summary of the used datasets.

A. DATA PREPARATION
Four datasets are employed to assess the efficacy of our
method, with details provided below:

1) Human Brain: This scRNA-seq data is obtained from
epileptic patients undergoing temporal lobectomy for
medically refractory seizures [38]. The dataset ini-
tially includes 466 samples, each characterized by the
expression levels of 22,085 genes, encompassing 8
distinct cell types.

2) Human Embryonic: This dataset comprises 1,018 sin-
gle cells, each characterized by the expression of
19,189 transcripts. The data naturally forms 7 distinct
clusters [41].

3) Mouse Bladder: This dataset consists of 2,746 cells
originating from 16 different types of mouse bladder
cells [42]. Each sample is characterized by the expres-
sion levels of 20,670 genes.

4) Embryonic stem: This dataset represents scRNA-seq
data from the differentiation process of embryonic stem
cells to definitive endoderm cells [41]. The dataset
encompasses a total of 758 cells, with each cell char-
acterized by the expression levels of 19,189 genes.

The summary of the above data can be found in Table 1.

B. COMPETING METHODS
To benchmark the proposed method, we compare it against
two baseline methods and several representative clustering
approaches:

1) AE+kmeans: This baseline method initially employs
an autoencoder to acquire discriminative latent rep-
resentations, followed by the application of k-means
clustering on the learned latent representation.

2) AE+SC: Similar to the AE+k-means approach, this
method utilizes spectral clustering on the acquired
latent representation.

3) scDSC [43]: scDSC comprises a Zero-Inflated Neg-
ative Binomial (ZINB) model, an autoencoder, and a
Graph Neural Network (GNN) module.

4) GraphSC [44]: GraphSC utilizes a graph autoencoder
for clustering scRNA-seq data.

5) scNAME [45]: scNAME involves a mask estimation
task for gene correlation mining and a neighbor-
hood contrast learning framework for developing cell
intrinsic structure. The learned patterns through mask
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estimation aid in revealing uncorrupted data structures
and denoising the original single-cell data.

6) ScFseCluster [46]:scFse clustering is a scRNA-seq
clustering analysis basd on the feature selectionmodule
supported by the Quantum Squirrel Search algorithm
(FSQSSA).

7) JLONMFSC [47]:JLONMFSC is a clustering model
that jointly learns nonnegative matrix factorization and
subspace clustering, using graph regularization matrix
factorization to learn local features. Global features are
learned through low-rank representation subspace clus-
tering. Finally, the joint learning of local features and
global features is carried out to improve the clustering
effect.

C. EVALUATION METRIC
In our evaluation, we employ standard metrics to quanti-
tatively assess the performance of our clustering method:
Normalized Mutual Information (NMI), Adjusted Rand
Index (ARI), and Clustering Accuracy (ACC). These metrics
provide a comprehensive evaluation of both the accuracy
and the similarity in our cluster recognition results. In order
to enhance the robustness of our algorithmic validation,
we repeated all comparative experiments a total of 10 times.
Subsequently, we reported the outcomes for accuracy (ACC),
normalized mutual information (NMI), and adjusted Rand
index (ARI), along with their respective variances.

NMI is a measure of the similarity between two sets of
clusterings. It is derived from the mutual information and the
entropy of the cluster labels and is normalized to a scale of 0 to
1. Higher NMI values indicate a greater degree of similarity
between the compared clusterings.

ARI metric is an adjusted version of the Rand Index,
accounting for random clustering effects. It contrasts the
actual Rand Index with an expected index that would result
from random clustering, operating within a range of 0 to 1.
A higher ARI suggests that the clustering outcome is more
closely aligned with the actual data distribution. This metric
is particularly relevant in complex analysis scenarios, such as
single-cell gene expression data analysis.

ACC measures the accuracy of the clustering results by
determining the proportion of correctly classified samples.
A high ACC value reflects a clustering outcome that closely
mirrors the real distribution of the data, indicating a more
effective clustering performance.

Thesemetrics collectively enable a robust evaluation of our
method, ensuring its reliability and effectiveness in clustering
tasks.

D. RESULTS AND ANALYSIS
Overall, our study implements the proposed method using
Python with PyTorch and rigorously evaluates it on four stan-
dard datasets. The comparative analysis, detailed in Tables 2,
Tables 3 and Tables 4, utilizes three key evaluation metrics,
NMI, ARI and ACC, across these benchmark datasets. The
findings consistently demonstrate the superior performance

of our proposed method compared to others, Particular
emphasis is placed on its effectiveness in cRhallenging sit-
uations. Key observations from our analysis include:

1) Our results affirm that deep clustering methods surpass
deep feature learning combined with shallow clustering
approaches (such as AE+kmeans, AE+spectral). This
advantage is attributed to the end-to-end architecture of
deep clustering, which enhances representation learn-
ing capabilities. These capabilities enable deep clus-
tering methods to uncover meaningful structures and
achieve more accurate clustering outcomes, thereby
outperforming their shallow counterparts.

2) Our method consistently outperforms competing meth-
ods, with the best results achieved overall and
ScFseCluster obtaining the second-best outcome.
Notably, significant improvements are observed across
various datasets, highlighting the superior efficacy of
our proposed approach. Particularly noteworthy is the
substantial enhancement observed on the Embryonic
stem datasets, with improvements of 10.1% onARI and
7.34% on NMI compared to scDSC, alongside a 11.9%
increase in ACC. On the Human Brain dataset, our
method demonstrates notable improvements of 20.1%
on ARI, 20.3% on NMI, and 22.8% on ACC com-
pared to the GraphSC method. Similarly, on the Mouse
dataset, ourmethod outperforms scNAMEby 32.9% on
ARI, 20.2% on NMI, and 22.1% on ACC. These sub-
stantial performance gains underscore the robustness
and effectiveness of our proposed method, particularly
in challenging scenarios such as the analysis of the
Human Brain dataset, highlighting its capability to
deliver more accurate and reliable clustering results.

3) Comparing our method’s imputation approach with
other techniques, it’s evident that our method consis-
tently achieves superior clustering performance. This
underlines the effectiveness of our imputation mod-
ule in handling missing data accurately. The method’s
capacity to enhance subsequent clustering outcomes
through effective data imputation demonstrates its
robustness and superiority over other imputation
approaches. This finding suggests that our proposed
imputation module is instrumental in improving the
overall method’s performance, leading to more precise
and dependable clustering results, especially in scenar-
ios with missing data.

Overall, the proposed method stands out as a highly
effective and versatile tool in the field of deep clustering.
It demonstrates exceptional capability in managing com-
plex and varied datasets, consistently delivering reliable and
precise clustering outcomes. This effectiveness underscores
the method’s potential for broad applicability, particularly in
scenarios that demand robust data analysis capabilities. Its
proficiency is especially noteworthy in situations involving
intricate data structures and datasets with missing informa-
tion, where traditional methods might struggle.
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TABLE 2. Performances of all competitive methods in terms of NMI(Std).

TABLE 3. Performances of all competitive methods in terms of ARI(Std).

TABLE 4. Performances of all competitive methods in terms of ACC(Std).

E. ABLATION STUDY
To assess the effectiveness of the data imputation and
self-guided regularization in our proposed method, we com-
pare it with two variants:

• Variant 1:Without data imputation, we directly apply the
proposed self-guided deep subspace clustering on raw
data.

• Variant 2: Remove the self-guided learning
regularization.

Performance comparison of different variants of the proposed
method on Human Embryonic andMouse Bladder datasets in
terms of NMI is illustrated in Figure. 2.

The decline in performance upon excluding self-guided
learning suggests that this component plays a vital role in the

deep clustering module. It implies that self-guided learning
contributes substantially to the refinement and enhancement
of the clustering process, aiding in the accurate grouping
of data points.Furthermore, disregarding the issue of miss-
ing values in the samples and omitting data interpolation
also leads to a deterioration in clustering performance. This
outcome emphasizes the importance of addressing missing
data in clustering tasks. Experimental results demonstrate that
the full model outperforms its two variants, indicating the
effectiveness of the proposed approach.

F. VISUALIZATION ANALYSIS
To gain a more intuitive biological interpretation of
the clustering results, we employed visual graphs on a
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FIGURE 2. Performance comparsion of different variants of the proposed method in terms of NMI.

two-dimensional plane using four real datasets. Specif-
ically, we compared our approach to several compet-
itive approaches, namely SCDSC, Graphsc, SCNAME,
AUTOENCODER, ScFseCluster and JLONMFSC. The
low-dimensional latent features were extracted and visualized
using t-distributed stochastic neighbor embedding (t-SNE)
for each method.

In the dataset presented in the Figure. 3, we observe
that the proposed method effectively distinguishes differ-
ent cell types, irrespective of cluster sizes. In contrast,
SCDSC, Graphsc, SCNAME and AUTOENCODER struggle
to clearly delineate clusters. These visualization plots offer
visual evidence that aligns with our numerical results, con-
firming that our method excels in detecting various cell types,
concentrating cells within a cluster, and effectively separating
different cell types.

G. CONVERGENCE ANALYSIS
The assessment of convergence behavior is a crucial aspect
of evaluating the stability and effectiveness of a model dur-
ing its training phase. To demonstrate the convergence of
our method, we closely monitored the loss value throughout
the training process. For our model’s architecture, we opted
for a deep convolutional autoencoder structure. The size of
the encoding layer was set to (512, 256, 256), while the
embedding layer was configured to (256, 128, 32), comple-
menting the structure of the decoding layer. We commenced
by pre-training the basic autoencoder using all available
data to establish a well-prepared initial model. The training
parameters were meticulously chosen: we set the learning
rate to 0.001, the number of epochs to 200, and the batch
size to 256. The Adam optimizer was employed to adjust
the learning rate dynamically. It is important to note that
each layer in the autoencoder module during formal training
mirrored the size of the pre-trained autoencoder, maintaining
consistency in the model’s structure. The initial learning rate

was maintained at 0.001 with a batch size of 256, and the
model underwent 200 epochs of training using theAdam opti-
mizer. The convergence of the model is depicted in Figure. 4,
where a consistent decrease in the loss value is observed with
each training iteration. This trend is indicative of the model’s
robust convergence properties.

Additionally, the relationship between clustering evalua-
tion metrics and training convergence is further elucidated
in the results presented in Figure. 5, It’s important to note
that both Adjusted Rand Index (ARI) and NormalizedMutual
Information (NMI) are critical metrics for evaluating clus-
tering performance, and interestingly, they tend to exhibit
parallel trends in their evaluations. Moreover, a significant
observation is made regarding the convergence of themethod.
As the loss value decreases with each training iteration and
eventually stabilizes, a similar trend of stabilization is noticed
in the values of NMI and ARI. This correlation is a strong
indicator of the method’s robust convergence properties. The
stability in these metric scores, aligning with the stabilization
of the loss values, underscores the reliability and effectiveness
of the training process. This consistency between the decreas-
ing and stabilizing loss values and the corresponding stability
in NMI and ARI scores demonstrates not only the method’s
good convergence but also its capability to produce reliable
and accurate clustering results. It affirms the method’s poten-
tial for practical and effective applications in clustering tasks,
where stable and consistent performance is crucial.

H. CASE STUDY
Single-cell clustering is a fundamental preprocessing step in
single-cell RNA sequencing (scRNA-seq) analysis, setting
the stage for subsequent in-depth investigations. Beyond clus-
tering, cell trajectory analysis stands as another pivotal task
in scRNA-seq studies. This analysis utilizes time-series gene
expression data from individual cells, enabling researchers
to deduce the trajectories that explain the dynamics of cell
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FIGURE 3. Depicts the t-SNE visualization showcasing the learned features obtained from various clustering methods alongside the
autoencoder. Each distinct color represents a different cluster, facilitating the comparison of clustering outcomes.

FIGURE 4. Displays the convergence analysis, illustrating the loss value trajectory
throughout the learning process across four representative datasets. This analysis provides
insights into the optimization progress of the method.

state transformations over time. In our study, we conduct
cell trajectory analysis experiments using embryonic stem

cell data collected at six distinct time points. This exper-
iment is designed to evaluate the efficacy of our method
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FIGURE 5. Analysis of convergence patterns and clustering performance.

FIGURE 6. Illustrates the cell trajectory analysis conducted using the proposed method, with different colors
representing various time points (0, 12, 24, 36, 48, 72, 96 hours). This visualization enables the examination
of temporal changes in cell types over the specified time intervals.

in accurately inferring cellular trajectories, with a particular
focus on understanding the developmental pathways of cells.

The results, illustrated in Figure 6, provide a clear demon-
stration of the capability of our proposed method. They show
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that our approach not only accurately infers cell trajectories
but also offers valuable insights into the complex processes
of cellular development and differentiation. This outcome
highlights the method’s utility in unraveling the intricate
mechanisms driving cell state changes, thereby contributing
significantly to the field of developmental biology and related
research areas.

V. CONCLUSION
In this work, we implemented an imputation autoencoder
network to estimate missing values, followed by the uti-
lization of a deep clustering network for precise cell iden-
tification. To mitigate the susceptibility of deep clustering
networks to local suboptimal solutions, we introduced a novel
self-guided learning approach, which integrates parameter
sharing between the imputation and clustering networks,
mutually enhancing both processes. Experimental results
indicate that the clustering performance of our method
surpasses that of the other competing clustering methods.
Notably, our utilization of the imputation autoencoder net-
work not only enhances the accuracy of model clustering
scRNA-seq data but also offers a novel approach for gen-
erating scRNA-seq data and advancing biological research.
However, a notable limitation of our approach is its opera-
tional efficiency, particularly as the runtime escalates with the
increasing number of cells in scRNA-seq datasets. Therefore,
optimizing the clustering efficiency for large-scale single-
cell data is crucial for practical application. Future research
directions include leveraging anchor graph technology to
expedite the learning process and reduce runtime. Further-
more, given the emergence of diverse data types in areas
such as gene expression, nucleotide sequencing, and protein
abundance, we are committed to broadening our research
scope. We aim to apply our deep clustering framework to
multi-omics studies, employing more efficient deep learning
methods to extract information from scRNA-seq data and
enhance clustering accuracy. This effort is geared towards
improving performance and expanding the applicability of
our proposed method.
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