IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received 20 March 2024, accepted 20 April 2024, date of publication 25 April 2024, date of current version 6 May 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3393768

== RESEARCH ARTICLE

Maximum Likelihood Estimation for an SAG
Mill Model Utilizing Physical
Available Measurements

ANGEL L. CEDENO“'2, MARIA CORONEL"3, (Member, IEEE),
RAFAEL ORELLANA 4, (Member, IEEE), PATRICIO VARAS',
RODRIGO CARVAJAL 5, (Member, IEEE), BORIS I. GODOY 6,
AND JUAN C. AGUERO"1, (Member, IEEE)

lDepartamento de Electrénica, Universidad Técnica Federico Santa Maria, Valparaiso 2390123, Chile

2 Advanced Center for Electrical and Electronic Engineering, Valparaiso 2390123, Chile

3Departamento de Electricidad, Universidad Tecnol6gica Metropolitana, Santiago 8330383, Chile
4Departamento de Ingenieria Eléctrica, Universidad de Santiago de Chile (USACH), Santiago 9170022, Chile
SEscuela de Ingenieria Eléctrica, Pontificia Universidad Catélica de Valparaiso, Valparaiso 2340025, Chile
(’Metropolitan College, Boston University, Boston, MA 02215, USA

Corresponding author: Angel L. Cedefio (angel.cedeno@sansano.usm.cl)

This work was supported in part by Agencia Nacional de Investigacién y Desarrollo (ANID)-Fondecyt under Grant 1211630, Grant
11201187, Grant 3240181, Grant 3220403, and Grant 3230398; and in part by the ANID-Basal Project under Grant FBO008 (AC3E).

The work of Rafael Orellana was supported in part by Electrical Energy Technologies Research Center (E2TECH); and in part by Proyecto

Direccién de Investigacién Cientifica y Tecnolégica (DICYT) Regular 0624130P, Vicerrectoria de Investigacién, Innovacién y Creacidn,
Universidad de Santiago de Chile.

ABSTRACT In this paper, we have proposed a new paradigm for modeling of SAG mills. Typically,
important parameters found in the modeling of such processes are described as state-space system model
rather than unknown parameters. Here, we propose to estimate the system model using the maximum
likelihood approach. Additionally, we propose using a new measurement that has not been considered in
other modeling approaches. The benefits of our proposal are illustrated via numerical simulations. The
results demonstrate that incorporating this new measurement within the framework of maximum likelihood
estimation improves the accuracy of estimating the unknown parameters.

INDEX TERMS SAG mills, system identification, em algorithm, maximum likelihood, filtering, modeling.

I. INTRODUCTION

System identification of real-world processes is imperative
for developing effective process control strategies and precise
fault detection and diagnosis methods. A benefit of such
identification is enhanced plant stability and performance,
which can be achieved by integrating the model with
advanced model-based process control, outperforming tradi-
tional control methods [7], [35], [40], [43].

In copper mining, two key processes are the grinding and
flotation. These processes require a significant amount of
electrical energy, particularly in the operation of the semi-
autogenous (SAG) mill. An SAG mill is equipment used
to mix minerals from the crushing stage with water and
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lime. Within the mill, the minerals are reduced in size
through kinetic interactions with other rocks and steel balls
(hence the name semi-autogenous) [41]. Several studies have
been conducted to optimize SAG mill performance aimed
at reducing traditional energy consumption in the mining
industry, including the use of advanced control strategies
and new technologies such as high-pressure grinding rolls
(HPGR) and stirred mills [1], [8]. An alternative to the
energy reduction using traditional sources is the inclusion of
renewable energy, such as solar panels, which play a key role
in the profitability of the whole copper mining process [32],
[34], however, renewable energy discussion is out of the
scope of the paper.

Figure 1 illustrates the open-loop SAG mill circuit used in
the mining industry [28]. The mill is fed with three streams:
the water flow rate (MIW), the ore feed rate (MFO), and the
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FIGURE 1. A semi-autogenous grinding mill operation.

steel balls feed rate (MFB), all of which combine to aid in
ore breakage and form the charge in the mill, comprising a
mixture of grinding media and slurry [23], [24]. Grinding
media refers to the steel balls and large rocks used to break
down the ore, while the slurry comprises a mixture of water
and all the ore material. The fraction of the mill volume
filled with charge is represented by Jr [29]. The overall
process works as follows: The mill is rotated by a motor
along its longitudinal axis, lifting the charge by the inner
liners on the walls of the mill to a certain height. After
being lifted, it cascades down, only to be lifted again by
the liners as the mill rotates. If the rotational speed is high
enough, the material in the charge will go airborne after
reaching the top of its travel on the mill shell. The highest
point where material leaves the mill shell is known as the
shoulder of the charge. Airborne particles follow a parabolic
path, reaching a maximum height known as the head before
making contact again with the mill charge at the bottom of
the mill. The cascading motion of the charge causes the ore
to break down via impact, abrasion, and attrition [29]. The
mill grind is the fraction of material in the mill discharge
below the specified size and indicates the efficiency of the
mill to break the ore down [12]. The motor (turning the mill)
power draw (Pp;1) indicates the kinetic and potential energy
given to the charge [28]. The slurry is discharged through
an end-discharge grate with an aperture size that limits the
particle size of the discharged slurry. The slurry flow-rate
at the mill discharge is given by Q, and it is assumed that
the in-mill slurry density is equal to the discharge slurry
density (pg).

One of the primary challenges for modeling (and control)
an SAG mill process is the insufficient measurements
available to estimate the necessary states and parameters in
the model. In general, the number of real-time measurements
available is significantly lower than the size of the state vector
that needs to be measured [43]. In [4], [5], and [6], the
problem of inferential modeling, state estimation, and model
validation of an SAG mill is addressed using the extended
Kalman filter. However, the results are obtained based on
a set of measurements that are not physically measurable
in the process. Along the same line of reasoning, another
study is presented in [24], where states and parameters of a
simplified SAG model are estimated. This study, described
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in [41], focuses on the estimation of SAG mill states using
a simplified model, emphasizing the use of commonly
available measurements not typically utilized. For SAG mills,
recent works have concentrated on the application of neural
networks and machine learning techniques to estimate mill
throughput or identify operational regions within the SAG
mill, primarily for control purposes (see [13] and [26] and
the references therein). The comparative study presented
in [13] focuses on state estimation techniques for control,
particularly modern predictive control. However, neural
network and machine learning approaches are not suitable
for identification techniques. They do not utilize the actual
system model but define one based on some training and
output data, generally not based on the physics properties of
the actual system of interest. Other works have also focused
on accurate estimation of state variables, such as load volume,
but from measurements of physical variables and parameters,
such as mill filling (see e.g. [19]). However, these methods
include direct measurement that rely on the mill not working
for a period of time, on images that require further analysis,
or on precise knowledge of the mill’s geometry (see [19] and
the reference therein).

On the other hand, the difficulty and importance of esti-
mating non-linear parametric systems are widely recognized
in the control and system identification community, see
e.g. [30], [39], and [46]. Usually, in nonlinear modeling,
researchers focus on a specific class of systems, such
as those characterized by Volterra kernels [27], molecular
biology [22], and Hammerstein-Wiener structures [45],
to mention just a few.

The maximum likelihood (ML) framework for estimating
unknown parameters has been the workhorse in the system
identification community when considering uncertainty in
the dynamical models. The ML framework has been applied
to a range of problems, including continuous-time, discrete-
time, linear, and nonlinear dynamic models. To solve the
ML estimation problem, the Expectation-Maximization (EM)
algorithm is typically the preferred tool.

In this paper, we apply ML estimation to obtain unknown
parameters in an SAG mill non-linear system model using
available measurements in practice, specifically, the total
SAG mill weight. The main contributions of this work are:

« We present an iterative methodology for estimating the
unknown parameters of an SAG mill, leveraging both
the ML method and the EM algorithm. Specifically,
we employ the extended and the unscented Kalman
filters and smothers, comparing their performance in
addressing the ML estimation task.

o Within the EM algorithm framework, to address the
inherent high nonlinearity of the model, we propose
computing the auxiliary function (also known as the
surrogate function) through a Taylor-based second-order
approximation of the log-likelihood function.

« To validate this approach, we conduct comprehensive
Monte Carlo simulations to demonstrate its robustness
and accuracy in the estimations.
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The remainder of the paper is as follows: In Section II,
a general description of the SAG system model is presented.
In Section III, the ML problem for the system of interest is
stated. In Section IV, an EM-based algorithm is presented.
A numerical example with simulated data is presented in
Section V. Finally, in Section VI we present our conclusions.

Il. MODELING AN SAG MILL

A. GENERAL SYSTEM DESCRIPTION

In this section, we provide a description of the state-space
system model of an SAG mill. We consider the Hulbert SAG
mill model presented in [20] and utilized in [9], [23], [24], and
[31]. The SAG mill model is based on (1), which describes
the mass balance using a continuous-time state-space model
as follows:

X=u-— Vou + P, (D

where we define the following vectors

xV u” Vo 0

x5 u® Vso RC
x=|x |, u=| |, Vou=| Vi |, @=| FP |. (2)

x" u" 0 —RC

x? ub 0 —BC

Here Vy,, Vf, and V), represent the discharge of solids,
fines, and water from the mill, respectively; RC denotes rock
consumption, BC ball consumption, and F'P fines production.
The elements of the input vector, u", u’, W, u', and ub,
represent the water flow-rate, solids, fines, rocks, and balls,
respectively. The elements of the state vector x, x*, x/, x”,
and x? , represent water volume, solids, rocks, and balls in the
mill. The mill inflow-rate is described as follows:

u’ = MIW, (3
MFS
w=——(>1-a), “4)
00
MFS
W= —"a, )
00
MFS
Uy = —0Uyr ©6)
00
, MFB
w=—-, 7
Ob

where MIW represents the water flow-rate, MFS denotes the
ore feed-rate to the mill, and MFB stands for the steel balls
feed-rate, pg and pp are the densities of the feed ore and steel
balls, respectively, and o, and oy represent the mass fraction
of rocks and fines in MFS.

Similarly, the water discharge Vo, solids, and fines are
given by:

Lo =x"/(x*+x%),  (8)
g = x*/(x* +xV), ©9)
g=x/a"+x"),  (10)

Vo = (dexW (Cw) »
Vo = @dux" (&),
Vo = @dux" (gr)
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where dy is a discharge constant. The rheology factor, ¢,
is used to model the slurry effect in the performance of the
mill as follows [23]:

1 x5 0.5
¢ = [max (0, 1-— (— - 1) —W)i| , (11
Egv X

where &, represents the maximum fraction of solids.

On the other hand, the fines production (FP) and rock and
ball consumption (RC) and (BC)-in the population balance
in (1)— are described as follows:

Pinx”

RC — PLmillx _, (12)

poky (X" + x*)

P b

BC — @ mlll‘)C ’ (13)

ip (Po(x" + x5) + ppx?)

P .

FP = mill .4

Vi
po1kr | 1+ ay LOAD _ vp,
g f Vmill max

Here Pp represents the power draw of the mill (see e.g.
[20] and [24]), «;, kp, ky denote the rock abrasion factor,
steel abrasion factor, and the power needed per tonne of fines
produced, respectively, o, represents the fractional change
in power per fines produced per change in the fractional
filling of the mill, viminn denotes the volume of the mill, vp,,
represents the fraction of the mill filled for maximum power
draw, and V1 oap represents the mill charge volume in terms
of the volumetric states in the mill.

B. A REDUCED HULBERT MODEL
Substituting (3)—(14) in (1) we obtain the Hulbert model [20].
Notice that this model is described using five (5) state
variables and several parameters, in addition to the param-
eters resulting from the choice of the mill’s power draw
Prin, see e.g. [20] and [24]. Nevertheless, it is possible to
obtain a reduced model, referred to as the Hulbert model,
by considering the following assumptions:
« The state, ¥, which represents the volume of fines, does
not affect the dynamics of the remaining state variables.
o There is instrumentation available capable of measuring
input flows, thus with these estimates, the input flow
equations—to the mill-can be omitted and assumed to be
known [4].
o The mill’s power draw, Pp;j, can be assumed to be
known. Moreover, abrasions of the rocks and steel balls
(kr and kp, respectively) are inherent material properties
that can be known in advance [4].

Then, the Hulbert model can be expressed as follows:
X =fu(®) +u, (15)

where the state and input vectors are given by

w w

=
<

(16)

sk
SN -
=
I
S 8 <
SN

60885



IEEE Access

A. L. Cedefio et al.: Maximum Likelihood Estimation for an SAG Mill Model

and the nonlinear function f.(x) is defined as
—@dpx" (&) ,
@Pminx
—@dyx"” 4+ —
edyx" (&) POk, o + 1)
_ ¢Pminx ) (17)
pokr (X" + x%)
_ @Pminx
i (Po(x™ + x5) + ppx?)
Equation (15) is an SAG system model with four state
variables, and two (unknown) parameters to be estimated: the
discharge constant, dy, and the maximum fraction of solids,
Esp-

fe(x) =

C. SAG MODEL OUTPUTS

One of the challenges to analyzing an SAG mill is the limited
useful information that can directly be obtained in practice,
primarily because there is a lack of instrumentation available
to measure internal variables within the mill. Recent studies
have focused on developing methodologies for detecting and
measuring internal variables, such as acoustic emissions,
and residence time distribution [18], [33]. Other studies
have explored the use of advanced modeling techniques to
optimize SAG mill control, and to improve overall ball mill
performance [36], [37]. These studies highlight the ongoing
efforts to improve the analysis and control of SAG mills. For
this study, we consider that the model of the output is given
by:

y = he(x), (13)

where, under the assumption of the measurement of the total
SAG mill weight, W,, is available. For the Hulbert model
in (15) we have:

he(x) = We | _[*¥"+pox* + X"+ ppx? -+ Winin
¢ VLoaD x4 x5 x4 xP, ’
(19)

where Wp the empty mill weight, p,;, the density related

with the state x".

D. DISCRETE-TIME SYSTEM MODEL FOR THE SAG MILL
Continuous-time systems can be converted to discrete-time
systems using various discretization techniques. However,
in the case of non-linear continuous-time systems, it is not
always feasible to have an exact representation in discrete
time. Instead, an approximation method can be employed to
obtain a sampled-model from the continuous-time system.

In the case of the SAG mill, a non-linear continuous-time
system, its model needs to be discretized since the measure-
ments are taken in discrete time. One common method to
obtain a discrete-time model from a continuous-time system
is the forward Euler approximation [11]. For instance, for a
continuous variable x, the forward Euler approximation can
be written as:

Xi+1 — X¢

X~ ———— 20
X A (20)
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where ¢ is the sample index, and A is the sampled period.!
Then, the discrete-time version of the SAG models are:

Xi41 = X + Afe(X) + Aug, 2n
Vi = he(Xy). (22)

lIl. MAXIMUM LIKELIHOOD ESTIMATION PROBLEM

A. PROBLEM FORMULATION

Maximum Likelihood (ML) is a method to estimate system
parameters using the information provided by the obser-
vations. These observations are considered realizations of
stochastic variables [25]. In general, several ML estimation
algorithms have been developed for discrete-time models of
dynamical systems. In this paper, we consider an SAG mill
state-space model described, in general, as follows:

X1 =f(X¢, 0, 0) + Wy, (23)
Y = h(X;, 0z, 0) + vy, (24

where x, € R *! is the state variable, u; € R**! andy, €
R™*! denote the observed input signal and output signal,
respectively. Furthermore, 6 € R™ is a vector of (unknown)
parameters that specifies the non-linear mappings, f(-) and
h(-). Finally, w; and v, are independent and identically
distributed random processes with zero mean and unknown
variances Q and R, respectively. Because of the random
nature of the processes noise, w;, and the measurement noise,
v;, the system model in (23) can be represented with the
following stochastic description:

Xit1 ~ p(Xit11Xs, 0y, B), (25)
y: ~ P(YI|XI, (L7 :3)’ (26)

where p(X;4+1/X;, w;, B) is the probability density function
(PDF) that describes the system model dynamics for given
values of x;, u; and 8, and p(y;|x;, u;, B) is the PDF that
describes the output measurements.

Problem 1: The problem addressed in this paper is
obtaining the ML estimate, 3ML, of the vector of parameters

B = [QT vec {Q}T vec {R}T]T, 27

utilizing N measurements of the input response, uj.y =
[u; ... uy], and the output response, y1.n = [y1 ... yN].2

With this in mind, the ML estimation problem can be
formulated as follows:

ﬁML = arg mgx L(B), (28)
where L£(8) is the likelihood function defined as

ﬁ(ﬁ)ZP(YI,»YNhllNa ﬁ) (29)

Notice that p(yi, ..., ynv|un, B) is the joint PDF of the
observed output data given the input data, u;.y, and the vector

]x,- is the variable x at time iA.

2xT" denotes the transpose of the variable x and vec{-} denotes the
vectorization of a matrix.
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of parameters, 8. To compute this PDF, Bayes’ rule can be
used to decompose the joint density function:

N
LB =py) [ [ pilyra—1, win, B), (30)

=2

which ultimately transforms into (31) because of the
monotonic nature of the logarithmic function. Thus, the
optimization problem in (28) can be solved by minimizing
the log-likelihood function, £(8), as

PmL = arg max Up),
= arg m;lx{IOg[p(yD]
N
+ > loglp(ilyr—1 wn, A (3D
=2

B. COMPUTING THE PREDICTION DENSITY

In order to compute the log-likelihood function in (31),
we need to compute the prediction density based on the law
of total probability and the Markov nature of (25) and (26) as
follows:

p(Yilyri—1,urn, B) = /P(Yt|Xt)P(Xt|YI:tfl)dXt’ (32)

Then, using Bayes’ rule, we obtain:

P ly1) = P(Yt|xt)P(Xt|YI:t—1), (33)
P(Yely1:e—1)

PXeq1lyre) = /P(Xz+1 X )p(Xe [y 1:0)d X (34)

Notice that (33)—(34) provide a recursive formulation to com-
pute the prediction density p(y:|y1:+—1, u1:n, B) as well the
predicted and filtered state densities p(X¢|y1:r—1), P(X¢|¥1:1)-
This recursive formulation can be used to solve the ML
estimation problem in (31). In the linear and Gaussian case,
the Kalman filter can be employed to solve the estimation
problem. In the nonlinear case in (23), solutions based on
Particle filtering (PF) and particle smoothing (PS) have
been used to obtain the state estimates (see e.g. [39]).
For completeness, the smoothing equation, see e.g. [38],
is defined by:

PXe 1|y 1n)PXep11X)
PXe111¥1:1)

pXely1:n) :P(Xt|YI:t)/ dx;41

35)

Traditional methods can be used to optimize the log-
likelihood function in (31). However, due to its systematic
approach, the EM algorithm is the preferred tool. The EM
algorithm maximizes the likelihood function by defining
an auxiliary function, which can be optimized by using
Quasi-Newton methods (see e.g. [15] and [16]).

VOLUME 12, 2024

IV. AN ITERATIVE ALGORITHM FOR SAG MILL MODEL
ESTIMATION

The EM algorithm has gained widespread popularity for its
effectiveness in identifying linear and non-linear dynamic
systems in both time and frequency domains, see e.g. [3],
[14], [17], and [44]. In this section, we will show the
development of an EM-based estimation algorithm that can
effectively solve the ML problem posed in (28).

A. THE EM-BASED ALGORITHM FORMULATION

The EM algorithm is a two-step iterative procedure to
solve the ML estimation problem in the presence of
latent variables, see e.g. [10]. The goal is to optimize an
auxiliary function instead of the log-likelihood function. This
auxiliary function is computed from the definition of the
likelihood function utilizing the observed data, yi.y, and a
hidden variable (state variable), X1y 1. In other words, the
likelihood function is determined when using the complete
data.’ Hence, the EM algorithm is given by:

0B, ™) =E flog (p(xtvs1. yivIB) i, 7). 36)
pUTY = argmax Q(B. B, (37)

where ,3(“‘1) is the current estimate, p(X1.y+1, Y1:n|8) is the
joint PDF of y;.5 and x1.y41, and Q(8, B(i)) is the auxiliary
function. Here, E {-|-} denotes the expected operator. Notice
that (36) and (37) correspond to the E-step and M-step of the
EM algorithm, respectively [10].

In order to develop the iterative algorithm in (36) and (37),
we first need to obtain an expression for Q(8, B?).

Lemma 2: Consider the vector of parameters to be esti-
mated B = [67 vec{Q} vec{R}]” for the dynamic system
in (23) and (24). Then, the complete log-likelihood function,
Lc(B) = log {p(X1:N+1, Y1:N|B)}, in (36) is given by

N N
te(B)=—7log{[27Ql} — - log {|27R[}

1 N
=5 22 X = (%0, 17 QT X =1 (%,u,,0)]

t=1

N
1
—5 21y = h i u, O R [y — h (%, u,, 0)]

=1
1 1 _
—Elog{|2nP1|} ~3 i —u)" P (xi — ),
(38)

where X1 is Gaussian distributed with mean value (1 and
variance Py, that is, x; ~ N (x1; ui, Pp).
Proof: See [2] O
Computing the auxiliary function for the EM algorithm is
a difficult task because of the nonlinear functions f (x;, u;, 0)
and h (x;, u;, ) in (23) and (24), respectively. In this work,
we propose to approximate the complete log-likelihood

3The complete data {X|.y1,¥1:ny+1) corresponds to the set defined by
the observed data y.y, and the unobserved data x;.y .
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Algorithm 1 Expectation-Maximization Algorithm

Algorithm 2 Extended Kalman Filter

1 Input: Initial guess B© so that £(8©) s finite.
2 Seti=0.
3 while Until convergence do
4 Expectation step (E-step):
5 Compute Q(,B, B(i)) according to (39).
6 Maximization step (M-step):
7 | Solve B0tV = argmaxQ(B, D)
B

8 Seti=i+1
9 end
10 Output: The parameter vector estimate .

function in (38), by using a second-order Taylor series. From
Lemma 2, the auxiliary function for our proposed EM-based
algorithm can be computed using the following:

Lemma 3: Consider the dynamic system represented in
the state-space form in (23)-(24), the incomplete data yi.y,
and the complete data {X1:Ny+1, Y1:N}, then the Taylor-based
second-order approximation of the auxiliary function around
the point X1.§ 11 s given by

~ s 1 s
(B, B”)=E [ec<ﬂ>+g§ dy+-diHpd vy, ﬁ‘”] :
(39)

where Gg = Vic(B) and Hg = VZ2ec(B) are the gradient
and the hessian of the likelihood function £c(B), respectively,
evaluated at Xi:n+1 = E{xXin+1lyin, ,3(i)}, and dy is
defined as dy = X1:N41 — X1:N 41

Proof: Directly using the second-order Taylor approxima-
tion of a function f(x) around the point Xo, i.e. f (X) ~ f(X0)+

1
(x—x0)"Go + E(X —x0)" Ho(x — x0), where Go = V£ (%)lx,

and Go = V£ (X)x,- O
Finally, the resultant EM-based procedure is summarized
in the Algorithm 1. Please note that to calculate the
expectation in the auxiliary function (39), it is essential to
implement filtering and smoothing algorithms in order to
obtain the smoothed distribution p(X1:x+1]¥1:N, /§(i)). In the
following, we present two alternative methods for computing
these necessary probability density functions recursively.

B. EXTENDED KALMAN FILTER AND SMOOTHER

The extended Kalman filter (EKF) (and the corresponding
extended Kalman smoother (EKS)) is an extension of the
standard Kalman filter to nonlinear state-space systems
considering the process and measurement of Gaussian noises.
The idea of the EKF is to build a linear approximation around
a state estimation by using a Taylor series expansion. This
approximation allows us to rewrite the nonlinear system (23)-
(24) into a linear time-varying system as follows:

Xi+1 = AX; + By +wy, (40)
Y =Cx, +D; + v, 41)
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1 Input: The distribution of the initial condition p(x1),
e.g. )A{()H = w1 and Yo = Py.

2 fort =1t N do

3 Compute the Kalman gain using:

K; = Ez\t—IC;T(R + C,Z,”_lC,T)”.

4 Measurement Update:

5 Compute the filtering state X;|; according to
Xt = Xei—1 + Ko (yr — hXepe—1, wp)).
6 Compute the covariance matrix X, according to

Et\t = (I - KZCZ)Ztlt—l'
7 Time Update:

8 Compute the predicted state X, 1|, according to
§t+l|t =f(§t|ta u,).
9 Compute the covariance matrix X;1|; according

o X =Q+ AIEI|ZA[T~
10 end
11 Output: The Filtered PDFs
P(Xe|y1:1) = N (X5 X¢)r, Z¢pr) and the predicted PDFs
P&er1l¥1:0) = N 15 X115 Zogape) for
t=1,...,N.

Algorithm 3 Extended Kalman Smoother
1 Input: The PDFs p(x;|y1.1) ~ N (X;; X¢)¢, X)) and
P&e1ly1:e) ~ N(Xet15 Ko, Zegye) for
t =1,..., N computed in Algorithm 2.
2 for t = Ntol do
3 Compute the gain using G; = E,‘IA,T )y
4 Compute X according to
XN = Xir + G X1t — Xig1)0)-
5 Compute X;y according to
v = Zi + Gi(Ziqyr — Se1)GY

-1
1)t

6 end
7 Output: The smoothed PDFs
P |y1n) ~ N(x; )A(t\N, Yn)forr=1,...,N.

where A; is the Jacobian matrix of f(-) with respect to
x; and evaluated at X, C; is the Jacobian matrix of A(-)
with respect to X; and evaluated at f(,|t_1 (see Appendix),
B, :f(it\tv ) — Atﬁt\t and D; = h(fit\t—L u) — Ctit|t—l-
The equations of the EKF are summarized in Algorithm 1.
On the other hand, the EKS is an extension of the standard
Rauch-Tung-Striebel Smoother. The algorithm also considers
the linearized model in (40)-(41) to compute the filter gain.
Notice that the smoothing algorithm starts at t = N where the
filtering and smoothing distribution are equal i.e. p(Xy [y 1:3),
then continues computing the smoothing distribution in the
time ¢ based on the smoothing distribution on time ¢ + 1 as is
shown in Algorithm 3.

C. UNSCENTED KALMAN FILTER AND SMOOTHER
The unscented Kalman Filter [21] is a deterministic-
sampling-based approach that wuses samples called
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sigma-points to propagate the mean and covariance of
the system state (that is assumed a Gaussian random
variable) through the nonlinear functions of the process
or/and the output of the system. These propagated points
capture the mean and covariance of the posterior state
accurately to the 3rd order Taylor series expansion for
any nonlinearity [42]. The key idea of the UKF is to
directly approximate the mean and covariance of the
posterior distribution instead of approximating the nonlinear
function [21]. The unscented Kalman Filter and smoother
(see Algorithms 4 and 5) are based on the unscented
transformation of a random variable x into a random variable
y = gx) +vwherex ~ N (x;m, ¥) andv ~ N (v; 0, P).
Sigma points are defined as

0 =m, (42)
f=m+WE7pﬂf 3)
P =m— Vi [VP] (44)

T

where T = 1, ..., n, the scaling parameter A = az(n+K)—n,
the parameters o and k determine the propagation of the
sigma points around the mean. The notation [.4], means the
rth column of the matrix A. The notation /A means the
matrix square root of the matrix A such that «/.,_él\/ZT = A
The weights associated with the unscented transformation are
the sets

{wo,a)l,...,a)zn

{ao,al,...,azn

} = {\¢,0.5¢, ...,0.5¢}), (45)

=0 +0.056.....05),  @6)
where ¢ = (n+)\)~!, 0 = 1 —a®+ 8. Here B is an additional
algorithm parameter that can be used for incorporating
prior information on the (non-Gaussian) distribution of x.
Then the statistic of the transformed random variable is:
mean i ZT ow'g(¥"), the covariance matrix ¥ =
S ot g(w ) — ullg(w®) — ul’ + P. Additionally, the
cross covariance matrix between x and y is given by ¥ =
> ot [t —ml[g(yT) — ul”.

Remark 4: Note that solving the traditional maximum
likelihood estimation problem presented in (31) poses a
significant challenge. Directly maximizing the log-likelihood
function is often intractable due to its non-convex nature.
However, the EM algorithm [10] provides a solution to this
obstacle. It addresses a less complex optimization problem
in each iteration, as is shown in (37), especially when lever-
aging the auxiliary function (Taylor-based approximation) in
Lemma 3.

V. NUMERICAL EXAMPLES

In this section, we present a numerical example to illustrate
the performance of the proposed EM-based algorithm.
We consider the discrete—time Hulbert SAG system model
in (21) and (22) in order to generate synthetic data with a
sampled period A = 2[s].
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Algorithm 4 Unscented Kalman Filter

1 Input: The PDF p(x1), e.g. Xo;1 =
the constant «, «, and 8

2 fort =1t N do

3 Measurement Update:

4 Compute and store the sigma points wtﬁt—l , the

weights a)m , and Gt\t | by using X;);_1 and

Yi—1fort=0,...,2n.

5 Propagate sigma points using h(-) for

1=0,...,2n: )¢ =h(w[|,_1 , u;). Compute the

gainK; =T S;l, where
2
=2 1“):\: R
T
S = Zr 19O — r) (Vi —m) +R
Tr= 370 0f Wy = R DO — )

Compute the filtering state
X = X1 + Ky (YI - IL,).
6 Compute the covariance matrix
T = Zop—1 — KSKT.

7 Time Update:

w1 and Xo;; =Py,

8 Compute and store the sigma points 1/ff|t, the
weigths a)m and aflt by using X;; and X, for
t=0,...,2n.

9 Propagate sigma points using the model f(-) for
1=0,...,2n &} :f(mp[lt, u).

10 Compute the predicted state
s 2n
X1l = 270 mer
11 Compute the covariance matrix
2 - -
Et+1|t = anzl U,t‘t(XtT—Xt-H\t)(Xtr—Xt+1|t)T+Q~

12 end

13 Output: The filtered PDFs
PX¢lyi:4) = N(X¢; X1, Zypr), the predicted PDFs
PXit11¥1:4) = N (Xeg15 Xe 14, Si41)¢), and the
sigma points |, and ¥/, ;| forr =1,...,N.

The Hulbert model is simulated using Simulink/Matlab &.
To perform continuous-time simulations of such a model
in (15) and (17), we consider the power P given by
equation (4) in [6]. The constants used to simulate the model
can be summarized in Table 1.

A. SIMULATION SETUP
For comparison we consider the inputs defined in [24]:

2
MIW = 4.64 i 3/ (47
max( 6 +851n(12.60t),0),(m/) 47

27
MFO=65.2 + 10sin | ——1 ), (t/h 48
+st6m)(/) (48)
MFB =5.68 + a,uu(ta), (t/m>) (49)

where a, is a uniform random variable in the interval [—1, 1]
and u(fp) starting at every to = 2 hours. The state and
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Algorithm 5 Unscented Kalman Smoother

1 Input: The filtered PDFs
P(Xe|y1:e) = N (X5 Xepe, Zer), the predicted PDFs
PXe411y1:0) = N (Xeq15 Reg14, Ze411¢), the sigma
points 1//tflt and 1/ff+1|t fort =1,..., N computed in
Algorithm 4.

2 fort = Ntol do

3 Compute the gain G; = H; X

—1 . .
r+1]; UsIng :

H = Mt T o T N T
t = Zle Oyt wm — Xt wt+l\t — X101 ) -
Compute the smoothing state

XN =X + Gy (?A(t+1|T - §t+1|t)-

4 Compute the covariance matrix
Sin = Zepe + Gr (Zig1r — Zeg1y) GF

5 end
6 Output: The smoothed PDFs
P(Xt|YI:N) ~ N(X[; 721|N, E;|N) fort=1,...,N.

TABLE 1. Parameters used in the simulations.

Constants | Values Unit Description
dy 88 1/h Mill discharge constant
Dy, 4.07 m Diameter inside the mill
Esy 0.6 - Maximum fraction of solids per volume
of pulp at zero flow
be 0.72 - Critical speed fraction
g 9.8 m?/s | Gravity constant
Kb 90 kWh/t | Energy required for abrasion of steel
balls
Kr 6.72 kWh/t | Energy required for rock abrasion
Kp 0.97 - Power consumption setting parameter
L. 0 m Mill cone length
L, 4.54 m Mill cylinder length
Pne 93.73 kW Mill power at zero load
b 7.85 t/m> | Density of steel balls
Do 3.2 t/m3 | Mineral density
Pw 1 t/m3 | Water density
1] 0.46 m Mill feed opening radius
Vmill 59.12 m Internal volume of the mill

measurement noises are Gaussian distributed, that is w;, ~
NWw;;0,Q) and v, ~ N (vs;0,R), respectively. Here,
we study two scenarios. Scenario 1 considers a low variance
for the noise, such as:

Q = diag[0.004, 0.0025, 0.1, 0.064](m®),  (50)
R= 10*4diag[1(t2), 1(m6)]. (51)

and Scenario 2, on the contrary, considers a higher value for
the noise variance such as:

Q = diag[0.01, 001, 001, 0.04/m®, (52)
R = diag [200(t4), 10(m°)]. (53)

60890

Typical initial state and input values for the system are given
by:

] [8.23
w188
Xl - xi’ - 465 (m )7 (54)
| x7 | | 463
"] [116.6
. u® . 107.7 3
u= 7= 96 (m’/h). (55)
Wb 07

The initialization of the parameter to be estimated is as
follows: i) The initial guest of covariance matrix R is obtained
as the sample variance of each measurements in y;, that is

RO = diag {var{W_.}, var{VLoaD}} - (56)

i) The initial guest of covariance matrix Q is defined—for both
Scenario 1 and 2 as

Q¥ = gQ, (57)

where the factor ¢p = {0.1, 1, 10}, and iii) The initial guest
of the initial state and the parameter vector 6 are studied in
two cases:

o Case factor 0.2 far from the real values:
20 = [6.58m?, 2.26m°, 3.72m?, 5.55m°]7, (58)
PO = diag {2m6, 2m®, 2mS, 2rn6} , (59)
6© =10.48, 105.6]", (60)
o Case factor 1.5 far from the real values:

20 = [4.12m°, 2.82m%, 2.33m%, 6.95m°", (61)

P = diag {2m6, 2m®, 2mS, 2m6}, (62)
60 =10.3, 132]". (63)
B. RESULTS

To compare the results obtained with the proposal presented
in this paper, we have considered the conventional approach
for estimating parameters in the SAG model, using filtering
and smoothing techniques as described in [5], [24], and
[38]. In these prior works, the authors suggest estimating
system parameters by modeling them as state variables.
To apply these techniques, the parameters were included as
additional states and then estimated by using EKF and UKF
algorithms. The estimates’ mean and standard deviations
are summarized in Table 2, considering different scenarios
(low and high variance for the noise), and different starting
points for the initial values. In general, it can be observed
that there is no significant difference between using EKF
and UKF. However, it is worth noting that the performance
of such methods rely upon the initial values and the level
of noise. A more accurate parameter estimate is typically
obtained when the initial value is close to the true one.
Figure 2 shows a particular case of the ones shown in
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TABLE 2. Estimation of SAG mill parameters as additional states, using EKF/EKS and UKF/UKS.

6 = [0.6, 88] Scenario 1 Scenario 2
’ EKF/EKS UKF/UKS EKF/EKS UKF/UKS
on = 0.1 0.5789 + 0.00003 / 0.5776 £ 0.00003 / | 0.5992 4+ 0.0063 / 0.5971 + 0.0059 /
Case factor 0.20 Q 99.2024 £ 0.0157 100.6150 &+ 0.0160 | 89.0759 + 2.4449 89.5803 + 2.4573
o — 1 0.5690 + 0.00002 / 0.58330.00002 / 0.6811 4+ 0.0089 / 0.6831 + 0.0073 /
Q 106.3632 + 0.0074 106.8906+0.0079 72.6052 £ 1.3172 72.1830 £ 1.3226
o = 10 0.5663 + 0.0082 / 0.5668 £ 0.00004 / | 0.9026 4+ 0.0126/ 0.9862 + 0.0194 /
Q 109.6954 + 9.6119 105.9192 4+ 0.0052 | 98.9653 + 0.7967 100.1907 4 0.7683
on = 0.1 0.5455 + 0.00002 / 0.5425 £ 0.00002 / | 0.5610 4 0.0035/ 0.5579 + 0.0038 /
Case factor 1.50 Q 134.3712 + 0.0244 133.7294 + 0.0197 | 115.8159 4= 3.2941 | 115.1752 + 3.1969
B 0.5408 + 0.00002 / 0.5527 £ 0.00002 / | 0.6289 4 0.0064 / 0.6376 + 0.0063 /
aQ=1 142.7397 £+ 0.0090 139.9117 + 0.0040 | 90.4409 + 1.9818 85.9412 + 2.0360
0.5454 + 0.0540 / 0.3 4 0.00002 / 0.8734 +0.0132/ 0.8781 +0.0149 /
aqQ =10 134.4366 + 13.3784 | 131.9 & 0.0004 129.1362 + 1.3287 | 126.5491 £ 1.2104
140 + EKF H 140 - EKF H
=120 KB =50 ) VREY
~ xTrue ~ xTrue
=100 - 4 2100 - = .
= X = X L o2
80 - - 80 - :
I | | | | | | | |
0.54 0.56 0.58 0.6 0.62 0.64 0.66 0.68 0.7 0.54 0.56 0.58 0.6 0.62 0.64 0.66 0.68 0.7
€sv €sv
(a) 0 with ag = 1, case factor 0.20 (b) 0 with ap = 1, case factor 1.50
il T T T T EKE | 140 N T T T EKE |
— UKF || —~ UKF
§ 120 xTrue || § 120 - xTrue ||
=100F 1 2100 .
= X = X
80 : 80 2
| | | | | | | | | |

0.54 0.56 0.58 0.6 0.62 0.64 0.66 0.68 0.7

€sv

(©) 0 with ag = 1, case factor 0.20

0.54 0.56 0.58 0.6 0.62 0.64 0.66 0.68 0.7

€sv

(d) 0 with ap = 1, case factor 1.50

FIGURE 2. Comparison of the estimates § = (f;, 6,) considered as states, with low variance (upper plots) versus high variance

(lower plots).

Table 2, considering low variance (upper plots) and high
variance (lower plots), and og = 1 for both cases.
Notice that the mean value of the estimated parameter is
far from the true value. This discrepancy stems from the
fact that the EKF, used for state and parameter estimation,
employs a first-order Taylor series approximation of the
nonlinear system around a state estimate. Similarly, the UKF
relies on a third-order Taylor series linearization of the
system. In both instances, significant estimation errors arise
due to these approximations.

For the case when the unknowns are considered as
parameters in the ML estimation framework, we have
obtained the results shown in Table 3. Here, we can observe

VOLUME 12, 2024

that there is no significant difference between the results
obtained using the EM algorithm combined with EKF/EKS
and UKF/UKS in both cases, whether the noise variance
is high or low. A particular case in Table 3 is depicted in
Figure 3. However, the main difference can be observed
when comparing the two approaches, that is, unknowns are
considered as states and as parameters in the ML framework.
Comparing both tables, we can infer that considering the
unknowns as parameters can greatly improve the accuracy
of the estimation. That is, combining a parametric estimation
algorithm with filtering and smoothing techniques can help
compensate for the nonlinear effects in the estimation values.
With each iteration of the proposed algorithm, the parameter
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estimation is progressively refined, thereby improving state
estimation, and so forth.

VI. CONCLUSION

In this paper, we have proposed an ML estimation method
to obtain critical parameters in the model of an SAG
mill. Traditional methods consider a reduced number of
measurements in order to estimate such parameters. Here,
we have included an extra measurement (the total SAG mill
weight) that has not been considered in previous works by
other authors.

When the parameters are considered as state-space vari-
ables, a comparison between EKF and UKEF is appropriate.
In this case, we have carried out extensive simulations consid-
ering both cases. It has been shown that the implementation
of the UKF shows no particular advantage and that the
performance of both EKF and UKF depends mostly upon the
chosen initial values, which have been selected as 0.2 and
1.5 of the nominal values, and the level of noise variance.

When estimating the parameters in the model as unknown
parameters rather than states in a state-space model, we pose
the problem in the ML framework. Here, we solve the ML
estimation problem by using the EM algorithm. We have also
considered two approaches when it comes to the calculation
of the E-step in the EM algorithm, namely the use of the
EKF/EKS and the use of UKF/UKS. The utilization of the
EM algorithm greatly improved the accuracy of the estimates
when compared to the approach that considers the unknowns
as state variables. When it comes to the comparison of EKF
and UKF, within the EM algorithm approach, no significant
differences have been found, even considering higher values
for the noise variances. When it comes to the selection of
the initial values in the aforementioned algorithms, we have
evaluated them in two cases: (i) considering a factor of 0.2 of
the initial values, and (ii) considering a factor of 1.5 of the
initial values. In all cases, no significant differences were
found, mainly because they were not too far from the optimal
value of the parameter.

APPENDIX

JACOBIAN MATRICES TO IMPLEMENT THE EXTENDED
KALMAN FILTER

In this section, we obtain the Jacobian matrices to implement
the Extended Kalman Filter. Let us consider the system
in (21) and (22). Notice that the rheology factor in (11) can
be rewritten as follows

¢ (x;) = y/max {0, by}, b,=1—csv(j—;), (64)

t
where ¢y = (1 —é&gy) /esy. Due to the max term, the
rheology factor is a non differentiable function. In this
work, we propose to approximate the rheology factor using
max {a, b} = rr_llog{exp {at;} + exp {b7;}}, then, the
rheology factor approximation is given by

o) = og (1 +explbinll.  (65)
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where 7, is positive scale parameter defined by the user.
To compute the Jacobian matrix A, given in (40), we define
the following:

09 (%)

. 99 (x¢)
gM/ T axt\,‘) -

s - s
0x;

) (66)

then taking the partial derivative of the function ¢ (x;) w.r.t
x;” and x} we can define g,, and g, as follows

—0.5(x}")"2x} exp {by T} csy

172
(rr_l log {1 + exp {btrr}}) (1 +exp {bs7e})

0.5(x")~! b
g5 = (x[ ) eXP{ (Tr} Csy . (68)

. 1/2
(7 tog {1+ exp (brzl}) (1 +exp (b))

8w = . (67)

Then, the Jacobian matrix is given by

1—-JnA JipA 0 0
_ JouA 1 —JnA JnA 0
A= J31A JpA 1 —J33A 0 » (69
Jy A Jpp A JusA 1 —JyA
where

Ji1 = guwdyx" Ty, + ¢ () dg(2xf +2x" — DI2,  (70)

Jio = —gsdux)'Ty + ¢ () du T2, (71)
Dot = —gwdpx'Ts — ¢ (%) dy Tz + guT'. (72)
I = gsdux)'Ts + ¢ (X)) duTE — gT)y + ¢ (x) Tp, (73)
I3 = ¢ (%) () ()T, (74)
J31 = —gwl'y, (75)
J = —g T + ¢ (x) T, (76)
J3z = Jo3, (77)
J41 = —gwlp, (78)
Ja2 = —gsTp + po¢ (1) Ty, (79)
Ju3 = pod (x/) Ty, (80)
Jaa = =@ ) (&) poa] +x)T. (1)
where

Fr _ P;nillxtr ’ Fp _ P;nillxtr ’ (82)

poke,(x] +x7) poker(x] + x;7)>2
M= " r) = PPy (83)

X+ i [Po(xf +x]) + opx]

s mill ,.H
b [Pox! +x5) + ppx( |

On the other hand, the Jacobian matrix C; given in (41) is
directly obtain from the output model as follows:

_ {1 po po p»
C’_[ll 1 1] (85)
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TABLE 3. Estimation of SAG mill parameters using the proposed method, using EKF/EKS and UKF/UKS, but considering the unknowns as parameters.

6 = [0.6, 88] Scenario 1 Scenario 2
’ EKF/EKS-EM UKF/UKS-EM EKF/EKS-EM UKF/UKS-EM
o = 0.1 0.6006£0.0001 / 0.5976+0.0002 / | 0.6003+£0.0028 / | 0.5972+0.0032/
Case factor 0.20 Q 87.76774+0.0550 88.50601+0.0791 | 87.793041.5398 | 88.4451+41.4964
o = 1 0.6005+0.0001 / 0.5993+0.0002 / | 0.5993+0.0028 / | 0.5968+0.0029 /
Q 87.76634+0.0326 88.0788+0.0453 | 88.306441.5242 | 88.7077+1.3728
an = 10 0.6004+0.0004 / 0.5974+0.0017 / | 0.5981+£0.0029/ | 0.5973+0.0037 /
Q 87.82624+0.1029 88.39761+0.6149 | 88.87394+1.6109 | 89.3307+2.0342
ag = 0.1 0.600540.0001 / 0.597240.0001/ | 0.5941£0.0032/ | 0.5860+0.0048 /
Case factor 1.50 87.784940.0273 88.655440.0382 | 90.711941.8797 | 93.8975+2.7506
0.600340.00004 / | 0.599040.0002/ | 0.595240.0032/ | 0.591540.0040 /
aQ=1 87.88524+0.0107 87.99554+0.0366 | 90.2764+1.8617 | 91.1640+£2.0677
. 0.6002+0.0005 / 0.5989+0.0001/ | 0.5960+0.0033/ | 0.590610.0053 /
aqQ = 10 87.94774+0.0884 87.92894+0.0140 | 89.8591+1.8688 | 91.6230+2.7246
100 : 100 :
EKF EKF
—~ 95+ UKEF H —~ 95| UKEF H
< xTrue < xTrue
= 90 = 90
=85+ 4 =85t |
88 58 059 059 0‘6 0‘6 Oél 0.61 88 58 059 059 0‘6 0‘6 061 0.61
€sp €sp

(a) 0 with ag = 1, case factor 0.20 (b) 0 with ap = 1, case factor 1.50

100 T T T T . 100 T T T T =
EKF EKF
—~ 95 UKF | 9} UKEF
= = .
~ xTrue ~ Phe xTrue
= 90 |- ooy S = 90 i
T e o T ¥X
= 85) 4 T 5| |
8 | | | | | 8 | | | | |
8.58 059 059 06 06 061 0.61 8.58 059 059 06 06 061 0.61
€sp €sp

(©) 6 with agp = 1, case factor 0.20 (d 6 with ap = 1, case factor 1.50

FIGURE 3. Comparison of estimates § = (f,, 6,) considered as unknown parameters, with low variance (upper plots) versus high
variance (lower plots).
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