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ABSTRACT Since the release of ChatGPT, large languagemodels (LLMs) have played a huge role in various
industries. In the field of games, we have used LLMs to act as intelligent AI NPC, which makes NPCs more
intelligent. However, there is still an obvious obstacle -the LLMs lacks long-term memory and human-
like memory mechanism. This flawed memory mechanism prevents NPCs from Long-term interaction
and humanized memory based on conversation records. Recognizing the necessity of long-term memory
and humanized memory, we proposed MemoryRepository, a memory mechanism for LLMs specifically
used in the AI NPC field.MemoryRepository enables the model to have short-term memory and long-
term memory. Short-term memory is more detailed and full, while long-term memory are more concise
and partial. MemoryRepository is inspired by human memory and forgetting mechanisms. This mechanism
allows AI NPCs to forget and summarize past conversation records, thereby providing long-term interaction
capabilities. More importantly, this process of forgetting and summarizing the details of short-term memory
into general long-term memories makes NPCs more human-like. MemoryRepository is versatile and can
adapt to closed source models such as ChatGPT and open source models such as ChatGLM. To Intuitively
verify the effectiveness of MemoryRepository in the field of AI NPC, we created an example in which all
NPCs are represented by LLMs adapted toMemoryRepository. The example shows that by embedding LLM
in MemoryRepository and fine-tuning NPCs character dialogue data, AI NPC can conduct better long-term
conversations and appear more human-like during the interaction process. To validate the effectiveness of
MemoryRepository, one hundred pieces of NPCs dialogue data were created and then quantitatively analyzed
through evaluation indicators. The analysis results show that NPCs equipped with MemoryRepository can
summarize and forget past memories, which enables it to have the ability to hold long-term conversations
and conduct more human-like conversations.

INDEX TERMS AI NPC, human-like, long-term memory, MemoryRepository, LLM.

I. INTRODUCTION
In the realm of modern games, Non-Player Characters
(NPCs) have emerged as critical components, assuming roles
as adversaries, allies, and impartial entities that significantly
contribute to the intricacies of game dynamics [1]. Despite
remarkable advancements in visual and auditory technolo-
gies [2], the fundamental characteristics of NPCs have seen
little evolution over the past thirty years. Their constrained
ability for authentic understanding and interaction culminates
in monotonous and predictable actions [3]. Conventionally,
NPCs are bound to predetermined scripts, lacking the
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capability to engage in substantive dialogue [4]. Their
responses remain uniform, disregarding the diversity of
player inputs. The rigid nature of traditional interactions
between NPCs and players often leads to a monotonous
gaming experience. This monotony can significantly reduce
player engagement and satisfaction. To enhance the gaming
experience, it’s essential to integrate NPCs with capabilities
for sustained interactions and a memory system that more
closely resembles human-like recall [5].

To address these limitations in NPCs interaction, game
developers have traditionally relied on methods such as
scripting and behavior trees. These techniques have been
central to simulating an agent’s memory and creating an illu-
sion of forgetfulness. Originating in the early stages of video
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game development, scripting was first used to direct NPCs
behavior. Visionaries like John McCarthy, who played a
crucial role in the development of AI scripting languages, laid
the foundation for this approach [6]. As gaming complexity
escalated, behavior trees, introduced by figures like Damian
Isla in the context of ‘Halo 2’, became the preferred method,
offering enhanced flexibility and decision-making processes
for NPCs [7]. This transition marked a notable advancement
in the NPCs interaction paradigm, enabling more nuanced
and seemingly dynamic interactions.

Despite these developments, both scripting and behavior
trees require substantial designer intervention to attain
realism, a constant since their introduction. This reliance on
intensive designer input underscores the limitations of these
methods in achieving truly lifelike, adaptive NPCs behavior,
thus underscoring the ongoing quest for more advanced
solutions in modern game design [8]. The integration of
LLMs into virtual agent development marks a significant
leap forward in enhancing the authenticity of NPCs. This
innovative approach deviates from traditional methods,
leveraging the advanced capabilities of LLMs, which were
significantly progressed by visionaries like Zhao et al.
in their foundational work on neural network-based language
models [9]. Gallotta et al. in ‘‘Large Language Models and
Games: A Survey and Roadmap’’ demonstrated how LLMs
can generate dynamic and contextually rich dialogues for
NPCs [10]. Their research showed that LLMs, specifically
fine-tuned for game narrative datasets, could produce dia-
logues that adapt to the player’s actions and choices, signifi-
cantly enhancing the narrative depth and player engagement.
Zhou et al. in ‘‘Dialogue Shaping: Empowering Agents
through NPC Interaction’’ explored the impact of LLM
integration on the realism of NPC interactions [11]. They
found that NPCs powered by LLMs exhibit more natural and
believable behaviors, leading to a more immersive gaming
experience. Their work underscored the potential of LLMs to
transform static NPCs into dynamic entities that can evolve
based on in-game events and player interactions. These stud-
ies collectively highlight the rapid advancements in applying
LLMs to NPC development. By enabling more sophisticated
dialogue generation, enhancing realism, and incorporating
long-term memory, LLMs are redefining the possibilities
for NPC interactions in video games, contributing to the
creation of more engaging and lifelike virtual worlds. LLMs
enable NPCs to engage in conversational interactions that
are not confined to a predetermined response library but are
driven by the model’s sophisticated AI. This advancement
allows the application of LLMs in NPCs development,
a concept that has been explored in recent studies [12]. The
superior language processing prowess of LLMs empowers
NPCs to produce unique, context-sensitive responses. This
capability represents a departure from the predictability
of traditional scripted interactions, as noted in recent
research [13], thereby enhancing player engagement and
immersion.

However, a significant limitation of LLMs, as identified in
studies by researchers like Panwar [14], is their constrained
long-term memory. Although NPCs lacking long-term mem-
ory can engage in intelligent conversations through LLMs,
their dialogues lack coherence. These NPCs can generate
responses with AI-driven intelligence, but their inability to
recall previous interactions diminishes the user experience.
This deficiency impacts their ability to maintain coherent
storylines over extended periods, presenting challenges in
crafting evolving NPCs narratives. This means that most
games that require consistent interaction between NPCs and
players require NPCs to have long-term memory, especially
games with a role-playing nature like Stardew Valley.

While the implementation of LLMs in NPCs has enhanced
their interactivity, existing LLMs often lack long-term
interaction and human-like interaction, crucial for realistic
NPCs interactions [15]. To solve this problem, we devel-
oped MemoryRepository, an innovative memory mechanism
specially designed for LLMs in the field of AI NPC. This
mechanism mimics the human memory process, allowing
AI NPC to forget short-term memory, thereby freeing
up memory space [16]. Importantly, before this forgetting
process, it summarizes these memories to retain the essential
information in a more compact form. In some fields, it is
inappropriate to sacrifice some short-term memory details to
provide long-term memory. For the NPC field, this gradual
forgetting of short-term memory details and the gradual
accumulation of long-term memory make our NPCs more
human-like. This method is conducive to the effective use
of NPCs’s short-term and long-term memory capabilities.
ThroughMemoryRepository, NPCs can forget and succinctly
retell past events, thus promoting dynamic and long-lasting
interactions. The MemoryRepository mechanism we have
developed enhances the interactive capabilities of NPCs,
enabling them to demonstrate a nuanced understanding of
historical events and player dynamics, and possess stronger
human-like interactions. This sophisticated functionality
is pivotal for crafting complex storylines and propelling
dynamic character evolution, thereby augmenting the nar-
rative’s richness and the immersive quality of the gaming
experience. Our strategy not only elevates the realism and
engagement in NPC interactions but also sets the stage for
pioneering narrative and gameplay paradigms, ultimately
delivering a deeply enriched and satisfying player experience.

In our research, we developed a game case featuring AI
NPC based on LLMs integrated with MemoryRepository.
This game case demonstrates the practical significance of
MemoryRepository in several ways. Firstly, its adaptability to
various situations is evidenced by the fine-tuning of 50k dia-
logues from game characters, enhancing its effectiveness as
an NPCs [17]. Additionally, it employs both the open-source
ChatGLM and the closed-source ChatGPT models, showcas-
ing MemoryRepository’s adaptability across different LLM
platforms. To evaluate the effectiveness of MemoryReposi-
tory, we conducted both qualitative and quantitative analyses.
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The qualitative evaluation involved analyzing real-world user
conversations, comparing common LLMs with and without
the integration of MemoryRepository. For quantitative anal-
ysis, we employed simulated interactions. An in-memory
store of conversations was created, spanning ten days and
involving diverse virtual user personas, each characterized
with unique personalities as portrayed by ChatGPT [18]. This
approach allowed us to pose 400 exploratory questions to
assess the model’s memory recall and response relevance.
Furthermore, we conducted a case study to empirically
illustrate the enhancements MemoryRepository brings to
AI NPC in terms of human-like interactions and long-term
engagement effects. The results from this comprehensive
analysis unequivocally indicate that NPCs utilizing our
game case study excel in long-term interaction and human-
like engagement, affirming MemoryRepository’s potential
to significantly enhance LLM performance in scenarios
involving prolonged interactions. In conclusion, this paper
presents the following key contributions:

• We introduced MemoryRepository, a human-like long-
termmemory mechanism created for AI NPC. It enables
LLMs to forget and summarize, thus having short-term
and long-term memory similar to real humans, which
makes them more human-like.

• We created a sample, A game with AI NPC powered
by MemoryRepository and fine-tuned based on game
NPCs. NPCs in the game can have long-term interac-
tions and human-like conversations.

• We demonstrate the enhancements of MemoryReposi-
tory in the AI NPCfield from four key aspects: (1)Mem-
ory retrieval accuracy; (2) Human-like Interaction;(3)
Contextual coherence;(4) Answer correctness;

II. RELATED WORKS
The evolution of LLMs, exemplified by OpenAI’s GPT
series, has significantly impacted natural language pro-
cessing. The introduction of GPT-3 Brown et al. and its
successor [19], GPT-4 (OpenAI, 2023), marked substantial
advancements in language understanding and generation
[20]. The practical application of LLMs in NPCs devel-
opment has been validated by works such as ‘Genera-
tive Agents: Interactive Simulacra of Human Behavior’
Park et al. [7], showcasing the feasibility of LLMs in
this domain. However, this research also points out areas
needing improvement, especially in long-term interaction and
human-like qualities of NPCs. Building on this foundation,
our research aims to address these gaps, enhancing NPCs
interactions in virtual environments.

As LLMs continue to evolve, substantial research efforts
have been dedicated to enhancing neural models with
advanced memory capabilities. A significant development
in this domain is the progress in Memory-Augmented
Neural Networks (MANNs), which address traditional neural
networks’ limitations in handling complex mappings and
relearning from fresh data [21], [22]. A key advancement
in this field, as detailed by Geethan Karunaratne et al.

in Nature Communications (2021), is the introduction
of a robust architecture utilizing computational mem-
ory units for high-dimensional vector processing. This
approach employs a content-based attention mechanism
for efficient memory processing. Moreover, the unique
architecture of MANNs, integrating a neural network con-
troller with structured explicit memory, facilitates rapid
assimilation of new concepts without overwriting previ-
ously learned information [23]. The controller’s interac-
tion with content-addressable memory further highlights
the innovative strides in memory augmentation for neural
networks [24]. Another notable recent development in the
field is MemGPT: Towards LLMs as Operating Systems
Packer et al. [25], which introduces virtual context manage-
ment inspired by hierarchical memory systems in traditional
operating systems. This technique enables MemGPT to
effectively extend the context within LLMs’ restricted
context windows. By intelligently managing various memory
tiers and utilizing interrupts, MemGPT enhances long-term
interaction capabilities [25]. These developments mark
a significant leap in enhancing neural models’ memory
capabilities, paving the way for more complex and efficient
AI systems. For MANNs, despite the progress in the field
of LLMs, their long-term interaction capacity is constrained
by memory limitations, which hinder sustained interactions
and the input of sufficient preset information to achieve inter-
actions more akin to human-like ones [26], [27]. MemGPT
addresses some aspects of long-term interaction but lacks
truly human-like long-term interaction. Unlike other domains
that require long-term interaction, in the AI NPC field, our
demand extends beyondmere long-term interaction;What we
really pursue is human-like long-term interaction. Integrating
long-term and human-like interaction capabilities into LLMs
for AI NPC applications remains an unmet but critically
essential need [28], [29]. Our MemoryRepository initiative
aims to bridge this gap, proposing innovative solutions to
enhance the personalization and continuity of interactions in
LLMs. This approach not only resolves the existing memory
function gap but also notably strengthens the human-like
interaction capabilities of NPCs in the AI NPC domain.
Importantly, our proposal does not introduce a new model,
but rather a memory system mechanism that can be applied
to existing models.

III. ARCHITECTURE OF MEMORYREPOSITORY
We propose MemoryRepository, a tailored memory mech-
anism designed specifically for LLMs to enhance AI NPC
agents. In this section, we will detail the architecture of
MemoryRepository. The scheduling policy governing Mem-
oryRepository will be discussed in the following chapter.
A comprehensive glossary of the terms used for modeling and
formulating the data is presented in Table 1. Regarding the
architecture of MemoryRepository, as illustrated in Figure 1,
it contains three primary components.

• Memory Room: This serves as the memory storage area
and is further divided into two sub-parts: the Short-Term
MemoryRoom and the Long-Term MemoryRoom.
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TABLE 1. Notation used for modeling and scheduling.

FIGURE 1. MemoryRepository Structure.

• Memory interaction: This component facilitates the
retrieval and interaction with the stored memories in the
MemoryRoom.

• Memory renewal mechanism: This mechanism is
responsible for simulating human summarization and
forgetting processes by periodically updating and
refreshing the memories stored in the Memory-
Room.Composed of memory forgetting mechanism and
memory enhancement mechanism.

A. MEMORY ROOM
The MemoryRepository consists of numerous Memory-
Rooms, the number of which directly corresponds to the

FIGURE 2. MemoryRepository Processing.

count of NPCs. Each NPC’s memories are housed within
their own dedicatedMemoryRoom.Memory Room is similar
to the human short-term memory and long-term memory
systems. Through long-termmemory, humans can store more
information without changing the upper limit of memory.
Given that the total memory capacity is limited, for each
MemoryRoom, we strategically divide it into these two
rooms.The Short-Term Memory Room is designated for
storing recent information. This segment of memory, while
limited in capacity and less durable, is rich in detail, mirroring
the nature of human short-term memory in its precision
and immediacy. On the other hand, the Long-Term Memory
Room is reserved for storing more enduring memories.
The details in this section are comparatively broader and
less fine-grained, yet it benefits from a larger capacity and
greater persistence, akin to the human brain’s long-term
memory storage. This division allows for an efficient and
realistic simulation of memory processing in AI NPC agents,
enhancing their interaction capabilities and realism.

1) SHORT-TERM MEMORY ROOM
Short-term memory is responsible for storing recent mem-
ories and has a limited memory capacity. It can only retain
memories from the immediate past and cannot store distant
memories. Each conversation is assigned an index, which
creates an organized narrative of past interactions. This
detailed record not only enables accurate memory retrieval
but also facilitates the subsequent memory update process
by providing a comprehensive index of the conversation
history.

2) LONG-TERM MEMORY ROOM
Long-term memory plays a vital role in information reten-
tion by storing memories derived from previous short-
term memory. As short-term memory gradually forgets and
summarizes, long-term memory is formed, allowing for the
preservation of important knowledge and experiences.
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B. MEMORY INTERACTION
In our MemoryRepository framework, we’ve innovated NPC
dialogue interactions by integrating both short-term and long-
term memory. This integration is achieved through our novel
Interactive Dual-Tower DSSM (ID-DSSM), which evolves
the classic Deep Semantic Similarity Model (DSSM). The
classical DSSM, while effective in semantic understanding,
often struggles with dynamic context adaptation in ongoing
dialogues. Our ID-DSSM addresses this limitation by intro-
ducing a dynamic interaction feature, which significantly
refines memory retrieval, thus enhancing contextuality and
accuracy.

Drawing inspiration from advancements in Dense Passage
Retrieval, ID-DSSM employs a dual-tower architecture,
renowned for its enhanced knowledge extraction capabilities.
This architecture treats each dialogue exchange as an indi-
vidual memory unit, which undergoes contextual encoding.
This process transforms these units into a pre-processed set
of memories that are efficiently retrievable.

To facilitate rapid access to these memory vectors,
we utilize Approximate Nearest Neighbor Indexing (ANNI),
a technique akin to FAISS (Facebook AI Similarity Search).
FAISS is a library for efficient similarity search and clustering
of dense vectors, enabling the quick retrieval of data
from large datasets. In our model, ANNI aids in swiftly
accessing these memory vectors. Concurrently, the current
conversational context is vectorized, serving as a dynamic
guide to identify the most relevant memory unit for any given
dialogue instance.

The adaptability of the encoder within ID-DSSM is
particularly notable. It can be tailored for a variety of
conversational AI applications, making it a versatile tool
in our arsenal. This approach not only mirrors the nuances
of human conversation but also significantly elevates NPC
realism and engagement. By moving away from traditional,
script-dependent game development, we pave the way for
virtual characters that are not only more lifelike but also
dynamically responsive to player interactions.

C. MEMORY RENEWAL MECHANISM
For LLMs, the upper limit of memory capacity is constrained
by Tokens. The total Tokens consumed by the Prompt,
plus the Tokens consumed by Completions, plus the Tokens
consumed by Memory, must be less than a fixed Token limit,
as constrained by the following:

T (P) + T (C) + T (M ) ≤ Tlimit (1)

We will mainly put the content related to formulas in
the Scheduling Policy chapter. Through this mechanism,
we allow the MemoryRepository to store more information
without increasing the memory capacity.

1) MEMORY FORGETTING MECHANISM
The intricacies of human memory serve as a blueprint
for our innovative Memory Renewal Mechanism within
the MemoryRepository model. Human memory, despite

the brain’s limited capacity, demonstrates a remarkable
ability to learn and retain vast amounts of information.
This capability largely stems from the process of selective
retention, where crucial knowledge is reinforced and less
pertinent details are gradually forgotten. Long-term memory
enhancement is a direct outcome of this selective forgetting
and consolidation. In the realm of short-term memory,
humans naturally prioritize significant information, allowing
minor details to fade over time. This selective retention
is crucial in preventing cognitive overload, ensuring the
preservation of vital information, facilitating new skill
acquisition, and discarding inconsequential or adverse expe-
riences. Mimicking this process is essential for AI systems
aiming to replicate human memory dynamics. It involves
summarizing short-termmemory and distinguishing the value
of information to be retained or forgotten over time.

To emulate this selective forgetting in AI, we introduce
a novel Scheduling Policy within our MemoryRepository.
This strategy is designed to manage short-term memory by
gradually forgetting information deemed less important. This
mechanism not only simulates human memory processes but
also enhances the AI’s efficiency in handling and updating
information, making it more relevant and context-aware in
dynamic environments.

2) MEMORY ENHANCEMENT MECHANISM
The interplay between memory consolidation and memory
decline is complex and synergistic. Summarization and
forgetting in short-term memory do not function as two
independent mechanisms but occur simultaneously. This
simultaneous action is more consistent with the natural
workings of human memory.

Specifically, short-term memory is subject to wear and
tear through forgetting mechanisms, which purge irrelevant
conversations to free up memory space for long-term mem-
ory. When this forgetting process occurs, the summarizing
mechanism is also active. The formula that encapsulates this
process is:

M = Mmeta +Ml +Ms (2)

M is the overall storage system, Mmeta is initialization
memory, which is used to control the fixed personality of
AI NPC,Ms is short-term memory,Ml is long-term memory.
We have a short-term memory room to store short-term
memory, and a long-term memory room to store long-term
memory, which are updated through our Scheduling Policy:
at certain intervals, the contents of short-term memory will
be summarized and then transferred to long-term memory.
Then clear the contents of short-term memory to zero. This
suggests that the summarizing and forgetting mechanisms
are not sequential, but parallel processes, ensuring a more
human-like memory system.

In the context of AI NPC memory, current information is
stored in short-term memory chambers. This room can store
up to ten rounds of dialogue. By the eleventh round, the
previous ten conversations have gone through a process of
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summarizing and forgetting. The results of this process are
then transferred to the long-term memory chamber, while the
short-term memory that remains after forgetting remains in
the short-term memory chamber.

IV. SCHEDULING POLICY OF MEMORYREPOSITORY
Based on the description in the previous section, in this
section we focus on the algorithm and system modeling of
MemoryRepository.

A. MEMORYREPOSITORY ALGORITHM
We propose the MemoryRepository algorithm. This is a set
of mechanisms for AI-NPC to interact with MemoryReposi-
tory.The purpose is to allow AI-NPC to have a memory sys-
tem capable of long-term interaction, making the interaction
more Human-like.We provide an algorithmic description of
the execution process for the MemoryRepository, as shown
in Figure 2, and here is a description of the process:

Algorithm 1Memory Repository Processing
Step1.Initialize a MemoryRoom for each NPC
1.Create a short_term_memory_room to store all talks
2.Create a long_term_memory_room to store all summaries
3.Create a memory_room consisting of

short_term_memory_room and long_term_memory_room
Step2.Memory Renewal and Memory interaction
while true do

if MemoryInteraction detects a new talk occurs then
Append talk to short_term_memory_room

end if
if length of short_term_memory_room is a multiple of m then

1.Extract the last m talks items from short_term_memory_room
2.Summarize extracted items into one Summary
3.Add Summary to long_term_memory_room
4.Remove the extracted items from short_term_memory_room

end if
Through MemoryInteraction, the memory_room is output to the

NPC according to the needs of the NPC.
end while

B. USER INTERACTION TASK MODELING
1) PLATFORM MODELING AND TASK MODELING
First, we introduce our system modeling, including platform
model and task model. Our given experimental platform is
represented as a tuple:

P = ⟨LLM ,Tlimit ⟩ (3)

Among them, LLM and Tlimit represent the LLMs used
by the test platform and the maximum token of the LLMs
interface adopted by the experimental platform.

For LLM, the maximum number of tokens is equivalent to
the upper limit of LLM’s memory. Considering the variable
length of user conversation data and the fact that LLMs
often impose token limits, we assume that is expressed as
Tlimit . Therefore, the number of conversations is limited by
this token cap. The token limit is determined by the sum
of prompt tokens, completions tokens, meta memory tokens,

short-term memory tokens,long-term memory tokens, and
meta memory tokens. Each aggregation session (represented
by m) is subject to the following constraints:

T (P) + T (C) + T (Ml) + T (Ms) + T (Mmeta) ≤ Tlimit (4)

2) SINGLE DIALOGUE STATEMENT DESCRIPTION
For each interactive data ti, we apply a forgetting function f
designed to measure the importance of the data, allowing
the AI to simulate human memory retention, which typically
prioritizes important information. The forgetting function f
is defined as follows:

f = e−
t
S (5)

The variable t represents the number of rounds of interaction
with the AI, while s quantifies the frequency of dynamic
changes that occur between these rounds.

Second, for each unit of dialogue content, it is represented
by ti, which consists of two elements. We describe ti as
follows:

ti =
〈
fi,T (ti) ,Rlti

〉
(6)

where fi, T (ti), and Rl represent the forgetting parameter
of the current session, the token value of the current
session and the importance parameter of the current state-
ment,respectively.

3) SHORT-TERM MEMORY OPTIMIZATION METHODS
To mimic the natural tendency of human short-term memory
to forget, we developed a specially designed method for
selectively discarding the content of a user’s short-term
conversations. We define a summary set Mm for every m
dialogue turns. For this set Mm we will use the function S
to process the set and randomly forget several dialogues with
minimum parameters f to the collection, thereby obtaining a
new data setM ′ for long-term memory summary:

S
(
Mm,min fti

)
→ M ′ (7)

4) LONG-TERM MEMORY OPTIMIZATION METHODS
We propose a long-term memory mechanism that simulates
the human brain for long-term memory. People tend to
remember memories that are repeated more deeply. Based on
this principle, we will use LLM to summarize descriptions
that repeat more than B and save them permanently.

For the content of memory, we divide the storage priority
of conversations according to the following three levels:

Rl(b) =


ordinary b = 1,
important 1 < b < B,

forever b ≥ B,

(8)

In order to imitate the mechanism of human long-term
memory, every once in a while(every m dialogue turns),
we will summarize a ordinary conversation.Then the con-
versation priority of this summary will change to important .
If the conversation continues to be repeated, we will consider
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this memory to be forever , and change the storage priority
Rl(t) of this conversation to forever . We employ Prompt
Engineering to supply cues to LLMs, thereby enabling the
summarization capability.

We model this operation:

Ml = ⟨S(Mm),Rl⟩ (9)

where Ml , Mm and Rl respectively represent the long-term
memory, summary set Mm for every m dialogue turns, and
the importance parameter of the current statement.Here is
a simple implementation of a summary function prompt
provided to LLM:Please help me summarize the conversation
between the NPC and the user. The format is as follows:"""
NPC: How is the weather? User: The weather is sunny today.
Summary of the conversation between the NPC and the user:
The user knows that it is sunny today through the NPC."""
Now please help me summarize these conversations: Mm.

C. SYSTEM-ORIENTED INDICATORS
In order to ensure that the AI’s response comes from
its memory, we introduce a parameter W to evaluate the
completeness of the AI’s answer after reflection. For a given
set of n sets of session data M = {t1, t2, . . . , tn}, we use
the following formula to define the data integrity percentage
W : (Note: W value Higher indicates a more complete
answer).

W (m) =

∑n
0 E(S(Mm), ti)

m
(10)

where m represents the total number of conversations
included in the conversation set M , each ti corresponds
to the content of the ith conversation, S represents the
function to summary content of the conversation, E is the
embedding function, used for evaluation Similarity between
two conversations.

Of course, long conversations create a large memory
burden, so the memory optimization of the evaluation method
is an important metric. In addition to the above methods
of evaluating statement completeness, we also introduce
an additional metric, denoted Em, to measure the memory
optimization rate of a task. Em is calculated as follows
(note that the higher the Em value, the better the memory
optimization):

EMM (m) =

∑n
0T (ti)

T (sumM )
(11)

where M is the dialogue set used for evaluation, ti is the i-th
dialogue content in the data set, summ is the summary content
of the set M , and T is the calculated dialogue token quantity
function.

D. PROBLEM STATEMENT AND SCHEDULING OBJECTIVE
We provide a complete problem description here. The LLMs
used in the given test platform P has token limitations Tlimit ,
and the processing speed tLLMtoken of each token currently has
a call data queue 0 = {t1, t2, . . . }. For the number of

summaries m of interactive data ti, we weigh the minimum
processing time Rt and the LLMs tag limit Tlimit to determine
the optimal summarization strategy S and ensure the integrity
of the data.

The scheduling problem in this paper can be formalized as
follows

Given : P = ⟨LLM ,Tlimit ⟩ and 0 = {t1, t2, . . . }

find : S = ⟨S1∗, S2∗, . . . ⟩

maximizing : W ,Q

subjected to : si∗ =

〈
mi, f i

〉
, i ∈ [1, 2, . . . ] ,∑m

0 T (ti) ≤ Tlimit − T (P) − T (C) − T (S(Mm))

V. EXAMPLE: AN AI NPC GAME POWERED BY
MEMORYREPOSITORY
As shown in Figure 3 and Figure 4, to visually demonstrate
the effect of MemoryRepository in the field of AI NPC,
we created an example called StarUniverse and case study
through a series of controlled experiments, in which all
NPCs are represented by LLM embedded in MemoryRepos-
itory.The example allows players to converse with AI NPC
characters, each with their unique personality and design.
Our analysis focuses on the ability of these AI characters to
engage in long-term, human-like interactions.

FIGURE 3. StarUniverse.

FIGURE 4. StarUniverse.
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FIGURE 5. Prompt Structure of NPC in MemoryRepository.

We first describe the construction process of this case. The
first step is to fine-tune the LLM using open-source training
data related to NPCs dialogue. This fine-tuning process
enhances the dialogue capabilities of NPCs, allowing them
to provide users with more personalized and unique dialogue
data. The second step is to integrate MemoryRepository into
the example to achieve long-term interaction and human-like
interaction functions. By incorporating a MemoryRepository
into the example, NPCs can remember previous interactions
and use that information to provide more personalized and
context-aware responses.

After the case construction was completed, we used the
case to conduct an intuitive demonstration, comparing the
dialogue effects of NPCs without embedded MemoryRepos-
itory and those with embedded MemoryRepository.This
demonstration will show whether MemoryRepository can
enable LLM to enhance long-term conversations and make
them more human-like interactions.

A. BUILDING OF EXAMPLE
1) FINE-TUNING
The first step in example development involved fine-tuning
the LLM using open-source NPCs conversation data. This
dataset comprehensively covers aspects such as the back-
ground, worldview, relationships, and personal experiences
of NPCs. By incorporating these detailed layers, our approach
equips AI NPC agents with the nuanced capability to accu-
rately embody each character’s unique personality, memories,
and worldview. This enhanced representation leads to more
authentic and engaging AI NPC dialogues.

Our fine-tuningmethod can bemathematically represented
as follows:

W = W0 + 1W .W ∈ Rd×k ,W0 ∈ Rd×k (12)

In this equation, W denotes the weight matrix after fine-
tuning, and W0 represents the original pre-trained weight
matrix of the LLMbefore fine-tuning. The term1W signifies
the adjustments made to the weights, encapsulating the
gradient updates derived from the NPC conversation data.
The dimensions d × k of these matrices specify the size of
the weights, where d represents the number of features and
k denotes the number of output dimensions in the model.

These updates are critical as they modify the original model
to more accurately reflect and respond to the complex
characteristics and dialogues of NPCs in a gaming context.

2) POWERED BY MEMORYREPOSITORY
The second step entails incorporating the system into
MemoryRepository. This integration endows AI NPC with
dual memory storage capabilities within the MemoryRoom
feature, encompassing both short-term and long-term mem-
ory.The Memory Renew Mechanism is a key component
of our system, enabling NPCs to process, summarize,
and selectively forget information, thereby lending a more
authentic dimension to their interactions. These fundamental
functionalities are the essence of MemoryRepository, provid-
ing AI NPCs with the capability for extended conversations
and interactions that more closely resemble human behavior.

It is worth noting that the two-way interaction between
the AI NPC agent and the memory system is implemented
through LangChain in the form of Prompt Engineering.
LangChain is a sophisticated tool or methodology designed
to facilitate interactive communication processes. It allows
AI NPCs to interact with their memory systems in a
dynamic manner, significantly enhancing the realism of
their responses and actions. In the domain of LLMs like
ChatGPT, interaction is predominantly conducted through
prompts and completions. A prompt is essentially the input
given to an LLM, setting the context or query for its
processing. The LLM responds to this input with what is
known as completions, which are the outputs or answers
generated by the model. For example, in gaming scenarios
involving NPCs, prompts are carefully constructed to align
with the NPCs’ unique personalities and situational contexts.
This interaction, facilitated by prompts and completions,
is crucial in directing the LLM’s responses, ensuring that
the NPCs react in a manner that is consistent with their
character profiles and the immediate narrative circumstances
of the game environment. In reality, the method LLMs
use to preserve memory involves a technique of prompt
chaining. This means that when interacting with the LLM
a second time, the input is not just the new prompt (p2)
but a concatenation of the first prompt (p1), the response it
generated (c1), and then the second prompt (p2). To illustrate
this, suppose the initial input to the LLM, which is the first
prompt, is p1. This yields a response, denoted as c1. For the
subsequent interaction, when we input the second prompt
p2, the actual input the LLM receives is not merely p2 but
p1 + c1 + p2. This approach effectively builds a continuous
thread of interaction, allowing the LLM to ‘remember’ the
earlier parts of the conversation and respond in a way that
is coherent and contextually consistent with the ongoing
narrative of the NPC.

Such a method ensures that NPCs in games not only
react in accordance with their predefined personality traits
and the immediate context but also demonstrate a continuity
that mirrors human-like memory and conversational flow.
As depicted in Figure 5, Here is the prompt structure for NPCs
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FIGURE 6. Long-Term Comparable.

in StarUniverse can be formulated as:

P = Pm + Ps + Pl + Pt (13)

P stands for Prompt. The Pm is a meta prompt, that
corresponds to the character’s personality, worldview, etc.
Ps is a short-term memory prompt that will be passed into
short-term memory for the LLMs. Pl is a long-term memory
prompt, which will transfer long-term memory to LLMs,
corresponding to the sum of the character’s past short-term
memory, which is long-term memory.Here is a Pt is the
prompt representing the current conversation that will pass
the current conversation to LLMs.

B. CASE STUDY
To demonstrate the Human-Like and Long-Term Interaction
capabilities of the MemoryRepository, we integrated them
into the conversation and compared them with Base-LLM
without an embedded MemoryRepository. We have done a
set of controlled experiments, one is an Example without
embedded MemoryRepository, and the other is embedded.
We will first demonstrate the intuitive effect. In the
subsequent chapter, we will show a more scientific and
comprehensive data result analysis to illustrate the advantages
of the MemoryRepository.

1) LONG-TERM INTERACTIONS
As shown in Figure 6, we communicated with the NPC in
the game example and asked them the question, ‘‘How to
become a Jedi Master?’’. At this point, regardless of whether
a MemoryRepository was embedded or not, the responses
from the NPCs were satisfactory and roughly similar. Then,
we conducted a series of interrogations involving hundreds of
unrelated records over several days. For display convenience,
these dialogue records are hidden. Later, we asked again,
‘‘I once asked you how to become a Jedi Master, do you
remember?’’. In cases where the LLM is embedded with

a MemoryRepository, it can recall this previous question.
However, in cases without a MemoryRepository, it is unable
to recall the previous question. The results show that NPCs
with an LLM embedded in a MemoryRepository can recall
past interactions, but those without a MemoryRepository
cannot. This demonstrates that an LLM embedded with
a MemoryRepository is capable of performing long-term
interactions compared to a base LLM.

2) HUMAN-LIKE
We used 400 pieces of dialogue data to test the Human-Like
function of MemoryRepository. Here we show some rep-
resentative pieces of dialogue data. As shown in Figure 7,
Figure 7(a) uses LLM embeddedwithMemoryRepository for
NPCs proxy, and Figure 7(b) uses base-LLM for NPCs proxy.
We set the dialogue for the NPC named Anakin Skywalker
as: ‘‘Hello, Anakin Skywalker, I’m Luke Skywalker.’’ As
humans, we know that both Anakin Skywalker and Luke Sky-
walker are Jedis, and Luke Skywalker is Anakin Skywalker’s
son. The NPC without a MemoryRepository responded
mechanically, just like a standard LLM. In contrast, the
NPC embedded with MemoryRepository responded with an
awareness that Luke Skywalker is a Jedi and its son, even
uttering phrases like ‘‘I am proud of you.’’ Its farewell phrase
was ‘‘May the Force be with you’’, a common saying among
Jedis. These results vividly demonstrate that NPCs with an
LLM embedded with a MemoryRepository can exhibit more
human-like behaviors.

VI. EXPERIMENTS AND ANALYSIS
We evaluate our proposed MemoryRepository on a local
multi-GPU server. Our primary objective is to assess
the enhancement of performance in LLMs following the
integration of MemoryRepository, with a specific emphasis
on the improvement of capabilities in simulating NPCs
for human-like and long-term interactions. We included a
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FIGURE 7. Human-Like Comparable.

series of tests on well-known LLMs such as ChatGLM,
GPT-3.5, and GPT-4, to benchmark the performance of
MemoryRepository on different platforms. Subsequently,
we tested its robustness under various parameters.

In the following sections, we describe the configuration
of the experimental environment, details of the experimental
setup, and metrics to measure the success of the study.
We then show the performance results of MemoryRepository
when applied to various LLMs.

A. EXPERIMENTAL SETUP
Platform: We adopt the GPU platform as shown in
Table 2.The experimental platform is built based on a server
equipped with 20 CPU cores Intel(R) Xeon(R) E5-2640 CPU
and 4 NVIDIA GeForce RTX 3090 GPUs. In addition, the
server runs Ubuntu 20.04 LTS operating system and PyTorch
1.7.0 software environment.

Dataset:We collected a series of open sourceNPC dialogue
data from various fields on the Internet, and then organized
them into a series of dialogue history records.

Validation set: We employed ChatGPT to formulate an
initial set of 200 exploratory questions, each meticulously
sourced from the Dataset. In parallel, we manually developed
an additional set of 200 exploratory questions, ensuring they
too were firmly grounded in the Dataset. The amalgamation
of these 400 carefully curated questions constitutes the
extensive verification set that underpins our research.

Evaluation Metrics: The performance of the model is
evaluated based on the following metrics. (1) Memory
retrieval accuracy: determines whether the relevant mem-
ory can be successfully retrieved (labels: 0: no;0.5:partial
retrieved; 1: yes). (2) Response correctness: Evaluate whether
the response contains the correct answer to the probe
question (labels: 0: wrong; 0.5: partial correct; 1: correct).
(3) Contextual coherence: Evaluate whether the structure
of the response is natural and coherent, connecting the
conversation context and retrieval memory (labels: 0: inco-
herent; 0.5: partially coherent; 1: coherent). (4) Human-
like: The degree of human-like interaction manifested in
the interactive dialogue process. (labels: 0: dissimilar of

62590 VOLUME 12, 2024



S. Zheng et al.: MemoryRepository for AI NPC

TABLE 2. Platform Specifications.

FIGURE 8. StreamLit-Constructed Local Website for Experimental.

FIGURE 9. A segment of these historical records.

human; 0.5: partially similar of human; 1: completely similar
of human)).

B. EVALUATION
The primary focus centers on assessing the capabilities
of these models in simulating human-like and extended
interactions within the role of AI NPC agents, particularly
highlighting the enhancements brought about by their inte-
gration with MemoryRepository.

Our experimental approach is as follows: In the first step,
we prompt the LLMs to respond to the exploratory questions
in the validation set, thereby generating a series of answer
history records.As shown in Figure 8,We constructed a local
website using StreamLit to conduct tests and display results
of experimental question-and-answer sessions.A segment of
these historical records is depicted in Figure 9. In the second
step, our focus shifted to the evaluation of these previously
generated response histories. We enlisted human annotators
to critically assess the model’s responses to these exploratory
queries, scoring the model based on established evaluation
metrics. The mean of these scores was then calculated to
serve as the outcome. Following this, multiple experimental
iterations were conducted, with the scores obtained therein
being selected as the final score. To ensure the accuracy
of the data, we conducted multiple rounds of experiments
and expanded the scope of our experimentation by testing
and evaluating adjustments to the parameters of large
prediction models. This expansion is crucial for a deeper and
more comprehensive understanding of MemoryRepository’s
performance across different models. It also enables us to
assess its adaptability and scalability in various environments.

1) MEMORYREPOSITORY PERFORMANCE AND
COMPARISON
In this section, we endeavor to critically analyze the
performance disparities exhibited by LLMs when operational
as AI agents for NPCs. For model selection, we strategically
chose to evaluate MemoryRepository using three well-
known LLMs: GPT-4, GPT-3.5, and ChatGLM. ChatGLM
distinguishes itself as a lightweight model, optimized for
conversational AI, and boasting robust multilingual sup-
port.Following this, we explore GPT-3.5, the forerunner of
GPT-4, developed by OpenAI. It is celebrated for its broad
spectrum of language understanding and generation, pivotal
in orchestrating complex, text-based interactions. Lastly,
we integrate OpenAI’s advanced model, GPT-4, into our
evaluation. GPT-4 outshines its antecedents with superior
multilingual processing abilities and intricate problem-
solving capacities, exhibiting exceptional versatility for a
range of linguistic applications.

The results of Figure 10(a) and Figure 10(b) show that the
integration of the MemoryRepository (MR) into the system,
when compared with the baseline model, did not yield a
significant enhancement in the correctness indicator, and
it was observed that the retrieval indicator experienced a
decline.This performance degradation may be due to the
introduction of a forgetting mechanism into the algorithm
of this article, which selectively eliminates information that
is considered less important, and only retains the summary
memory and a part of the more repeated memory dialogue,
so the memory is correct but not very detailed. However, for
AI NPC, what we need more is Long-Term Interaction and
Human-Like Interaction, which are determined by the two
indicators of Correctness and Human-Like.As shown in Fig-
ure 10(c), the ChatGPT baseline model is significantly better
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TABLE 3. Comparison of MemGPT and MemoryRepository-embedded GPT-3.5 Performance in the 100th Round of Dialogue.

FIGURE 10. Comparative analysis of MemoryRepository strategy and original model performance.

than ChatGLM in this indicator, and MP can significantly
improve chatGLM. This is because the premade prompt
summary we provide can Improves conversational coherence
because it provides clear context for communication, guides
topic direction, limits the scope of ambiguity, and enables
language models to more effectively predict and generate
relevant responses. At the same time, it maintains topic
consistency and prevents conversations from straying from
themain line. In Figure 10(d), we can see thatMemoryRepos-
itory has made substantial progress in simulating human
interaction compared to the basic model. Over time, the
responses generated using the MemoryRepository strategy
gradually became more similar to real human interactions,
demonstrating the effectiveness of MemoryRepository in
optimizing the quality of interactions. At the same time,
due to the lack of similar optimization mechanisms, the
performance of the baseline model in terms of similarity does
not change much over time. Furthermore, we clearly observe
that GPT-4 outperforms GPT-3.5, which in turn outperforms
ChatGPT-3.

2) PERFORMANCE COMPARISON OF MEMORYREPOSITORY
AND MEMGPT
To further assess performance, we compared the perfor-
mance of MemGPT and GPT-3.5 embedded with Memory

Repository in the 100th round of dialogue,as shown in
Table 3, the results indicate that MemGPT performs similarly
to MemoryRepository in terms of correctness and coherence,
with its Retrieval is slightly better than MemoryRepository.
However, its Human-Like score is notably lower than
MemoryRepository.This is because MemGPT does not
incorporate the forgetting and summarizing mechanisms of
human memory, resulting in no performance decline in
Retrieval and no improvement in Human-Like performance.
This shows that in games where NPC’s Human-Like is
the main indicator, MemoryRepository has better overall
performance.

3) PERFORMANCE COMPARISON OF
MEMORYREPOSITORY-ENHANCED LLMS ACROSS DIVERSE
INFERENCE PARAMETERS
In this section, we aim to evaluate the robustness of LLMs on
two performance metrics: correctness and retrieval. To this
end, we conducted experiments by adjusting the two main
parameters of the model - temperature and top-p parameters.
When testing the impact of temperature parameters on
performance, we fixed the top-p parameter at 1 and selected
four different temperature parameter settings: 0.2, 0.7, 1,
and 2. These settings are designed to explore differences
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FIGURE 11. Performance Comparison of MemoryRepository-Enhanced LLMs Across Diverse Inference Parameters.
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FIGURE 11. (Continued.) Performance Comparison of MemoryRepository-Enhanced LLMs Across Diverse Inference Parameters.

in model performance at different sampling temperatures.
In contrast, when evaluating the impact of the top-p parameter
on performance, we fixed the temperature parameter at 0.7
and selected four different top-p parameter settings: 0.1,
0.4, 0.7, and 1. This is to analyze how the model’s output
diversity affects its performance under different probability
cutoff points. The following sections detail the experimental
design, analysis of the results, and the conclusions we draw
from them.

Figure 11(a) illustrates that with the escalation of the
temperature parameter, the information retrieval (Retrieval)
performance of LLMs exhibits a significant decline. Notably,
this decline is seemingly invariant to the number of dialogue
turns. Additionally, the integration of the Memory Repos-
itory marginally affects the retrieval performance across

different LLMs. Nonetheless, at a temperature setting of 2,
the influence of MemoryRepository on retrieval performance
is virtually imperceptible. Figure 11(b) demonstrates that
the information retrieval performance of LLMs remains
constant with increasing top-p parameter values, suggesting
a negligible effect of the top-p parameter on retrieval
efficacy. Figure 11(c) presents a notable decrease in the
correctness metric for LLMs as the temperature parameter
rises. Despite this, the models display a progressive increase
in correctness with the accumulation of dialogue turns, even
under elevated temperature conditions. Figure 11(d) indicates
a slight decrement in correctness as the top-p parameter is
augmented. Concurrently, there is an observed incremental
improvement in correctness with an increased number of
dialogue rounds.
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The comparative analysis of model performance includes
preliminary indications that GPT-4 ranks highest in terms of
accuracy, followed by GPT-3.5, with GLM3 in third place.
Additionally, the performance of MR is almost unaffected
by different hyperparameters, suggesting that MR possesses
sufficient stability.

VII. CONCLUSION
We present MemoryRepository, a dedicated memory mech-
anism designed for LLMs to enhance their adaptability to
AI NPC. MemoryRepository enables LLM agents to mimic
human-like capabilities of summarizing and forgetting infor-
mation. To visually demonstrate its effectiveness, we utilize a
Example where all NPCs are represented by AI, showcasing
the impact of MemoryRepository. By incorporating Memo-
ryRepository and fine-tuning the NPCs dialogue data, LLM
agents exhibit remarkable long-term dialogue interactions
while maintaining a more human-like conversational style.
With the implementation of these two fundamental functions,
LLM agents embedded with MemoryRepository can engage
in extended interactions without being constrained by mem-
ory limitations. Furthermore, it significantly enhances the
human-like qualities of AI NPC agents. We conducted an
experiment using 400 test data samples to evaluate Memo-
ryRepository’s advancements in human-Like capabilities and
Long-Term Interaction capabilities. MemoryRepository’s
versatility is exemplified by its compatibility with both
open-sourcemodels like ChatGLMand closed-sourcemodels
like ChatGPT 3.5 and ChatGPT 4.

In conclusion, MemoryRepository proves to be a valuable
addition to Language Model agents, enabling them to mimic
human-like abilities to summarize and forget information.
By incorporating MemoryRepository, LLM agents can
engage in extended interactions and maintain a more natural
conversational style. Its compatibility with various models
further enhances its versatility and applicability in different
scenarios.
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