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ABSTRACT Online information operations (IOs) refer to organized attempts to tamper with the regular flow
of information and to influence public opinion. Coordinated online behavior is a tactic frequently used by
IO perpetrators to boost the spread and outreach of their messages. However, the exploitation of coordinated
behavior within large-scale 1Os is still largely unexplored. Here, we build a novel dataset comprising around
624K users and 4M tweets to study how online coordination was used in two recent IOs carried out on Twitter.
We investigate the interplay between coordinated behavior and IOs with state-of-the-art network science and
coordination detection methods, providing evidence that the perpetrators of both I0s were indeed strongly
coordinated. Furthermore, we propose quantitative indicators and analyses to study the different patterns of
coordination, uncovering a malicious group of users that managed to hold a central position in the discussion
network, and others who remained at the periphery of the network, with limited interactions with genuine
users. The nuanced results enabled by our analysis provide insights into the strategies, development, and
effectiveness of the I0s. Overall, our results demonstrate that the analysis of coordinated behavior in I0s
can contribute to safeguarding the integrity of online platforms.

INDEX TERMS Coordinated behavior, information operations, disinformation, Twitter.

I. INTRODUCTION

Online social networks (OSNs) are increasingly central to the
dissemination of information in our society, allowing users
to express their opinions in unprecedented ways. However,
most of the information that spreads through OSNs comes
from unverified sources. As a consequence, false information
is pervasive across OSNs and many attempts are constantly
made to manipulate the online information landscape [1].
OSNs like Twitter/X and Facebook refer to information
operations (I10s) when describing organized communicative
activities that attempt to circulate problematically inaccurate
or deceptive information [2]. Some of these are planned and
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carried out by governmental entities, especially in the run-up
to major political events. The state-backed 1Os carried out
by the United Arab Emirates, Honduras, China, and Iran
are but some recent and notable examples of this kind [3],
[4], [5]. The most infamous case is however related to the
activities of the Russian Internet Research Agency (IRA),
who set up troll farms to tamper with the 2016 US Presidential
election [6]. During many IOs, the organizers purposely
entangle orchestrated manipulations with organic grassroots
activities, up to the point that genuine audiences may become
“willing but unwitting” collaborators that contribute to
achieving the 10’s goals [2]. Despite the growing relevance
of state-sponsored disinformation and IOs, the activity of
the different types of agents linked to such efforts has not
been thoroughly studied. Indeed, most of the studies focused
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on automated accounts (i.e., bots) and paid trolls [7], [8].
However, while many 1Os rely on these two types of accounts,
others also rely on the support of unaware genuine users or
on a combination of multiple strategies and agents [2].

Independently of the strategies, tools, and agents used to
carry out an IO, a certain degree of coordination among
the perpetrators is needed for the IO to spread and obtain
a significant outreach, and ultimately to be effective [9].
Because of the relevance of coordinated behavior (CB) in
large-scale manipulations, scholarly interest in the detection
and investigation of CB has arisen. As an example, some
methods were recently proposed for detecting coordinated
groups of users [10], [11] and for measuring the extent of
coordination among them [9]. Nonetheless, a large share of
the existing literature on the detection of online manipulation
is still based on the analysis and characterization of individual
accounts, as done in the well-known tasks of bot and troll
detection [6], [12], [13], [14]. These traditional approaches
are however limited in their capacity to contrast complex
10s, given the multitude of different accounts involved in
the manipulations. Thus, instead of attempting to accurately
classify the nature of each account, which is a notoriously
error-prone task [15], [16], it is more favorable to detect and
investigate suspicious patterns of coordination among them.
An emerging stream of research focused specifically on this
task, providing promising results [17], [18], [19]. Despite
these findings, however, the study of online coordination is
still relatively new and the role played by CB and coordinated
groups of accounts in the spread of IOs is still unclear. More
in detail, 10s originate from a core of coordinated users
and quickly spread through social networks. Effective 10s
eventually spread beyond the core perpetrators by reaching
and influencing other unaware users. Indeed, multiple groups
of coordinated accounts might be involved in the spread of
a single 10, each with its own motivations and dynamics of
coordination [2]. Thus, another important facet of 10s that
is poorly understood is the interplay between maliciously
coordinated groups of accounts (e.g., the original promoters
of the 10) and the unaware genuine users that are affected by
the IO [20]. A common cause for the scarcity of results on the
interplay between CB and IOs is the lack of reference datasets
that encompass both malicious and legitimate forms of online
coordination.

A. CONTRIBUTIONS

To advance research on the adoption of CB in 10s, we built
two datasets related to two important state-sponsored 10s
detected on Twitter/X: one from Honduras and the other from
the United Arab Emirates. Both datasets contain a ground
truth of malicious users who perpetrated the 10s, as well as
a large number of unaware users who discussed the main
topics of the I0s while those were unfolding (i.e., at the same
time of the 10s). Next, we analyzed the two datasets with a
state-of-the-art method for detecting coordinated groups of
users, thus investigating the interplay between CB and the two
IOs. By construction, our datasets encompass both malicious
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and genuine users, enabling us to compare inauthentic and
harmful patterns of coordination with organic ones.

Our results describe the existence of different patterns
of coordination. In particular, we uncovered a malicious
community of coordinated users that managed to hold
a central position in the network and that was strongly
connected to genuine users. At the same time, we also
discovered small groups of malicious coordinated users that
remained at the periphery of the network, with limited
interactions with genuine users. Other than shedding light
on the relationship between CB and 10s, our results are
also useful for understanding the strategies adopted by
the malicious users involved in the two IOs, and their
effectiveness at influencing unaware users. In addition, our
datasets and results might foster future research on the
automatic detection of harmful and harmless coordination.
Overall, our contributions can be summarized as follows:

o We built two datasets including both malicious and
genuine users involved in two large I0s on Twitter/X.
Collectively, our datasets contain around 624K users
and 4M tweets. These datasets are publicly available
for research purposes, as thoroughly explained in
Section II1.

o We investigated the adoption of CB in two large,
yet little-studied, 10s. Our results reveal that the
perpetrators of both I0s made use of CB, albeit with
important differences.

o We studied coordination networks and the resulting
patterns of coordination, uncovering commonalities and
differences between the two I0s. We discussed these
results in terms of the characteristics, strategies, and
effectiveness of the 10s.

o« We proposed measures to quantify the degree of
separation between malicious and other users in a
coordination network, and we discussed the implications
towards the automatic detection on of IOs.

B. SIGNIFICANCE

This work builds upon and improves the ongoing studies on
the interplay between coordinated behavior and information
operations [3]. To this end, we provide a novel tool to
analyze the strategies and the effectiveness of large-scale
information manipulation campaigns. Our work also makes
important contributions to the characterization of different
types of coordinated behavior. As such, it can inform
future methods for distinguishing between harmful and
harmless coordination, which still represents a largely open
problem [20].

Il. RELATED WORK
This section surveys previous work in the areas of information

operations and coordinated behavior, addressing each in a
separate subsection.

A. INFORMATION OPERATIONS
In recent years many works investigated major information
operations (IOs), which were studied in different contexts and
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from different perspectives. For what concerns our two 10s
analyzed in the present work, [20] carried out an analysis
of the Honduras 10, generating features to distinguish the
activity of a disinformation campaign from legitimate Twitter
activity, while [3], [4], [5] studied the IO in the United Arab
Emirates. In particular, network science is used to find on
each IO coordination patterns [3] and drivers [5]. Further,
the authors in [4] proposed a framework to identify bots and
coordinated inauthentic behaviors. However, the largest and
most studied 10 was carried out by the Internet Research
Agency (IRA), a Russian company operating in the informa-
tion sector and involved in multiple information manipulation
campaigns [21], [22]. In 2016, the IRA exploited thousands of
fake human-operated accounts to influence political events in
the US [6] and other countries [23]. Leveraging longitudinal
Twitter/X data, [24] qualitatively studied the evolution of
the activities and behavior of the IRA accounts, by means
of temporal user-hashtag graphs [24]. Pavliuc also applied
her methodology to some other IOs detected by Twitter/X
through the years.! Similarly, the authors of [25] investigated
the news shared by IRA accounts and compared them with
the ones reported by trusted sources. These analyses aimed at
quantifying the amount of disinformation shared by the IRA
and their agenda-setting capabilities.

1) TACTICS AND ACTORS INVOLVED IN 10S

Although Twitter/X represents by far the most frequent
source of data on IOs, these typically unfold and spread
across multiple platforms [26]. For this reason, the study
of 10s on alternative platforms, or even in multi-platform
settings, is particularly valuable. Reference [26] studied
the contested online debate about the While Helmets [27],
uncovering a network of alternative social media platforms
where IO content is produced before being integrated into
mainstream platforms [26]. The analysis also revealed the use
of the alternative platforms as a way to circumvent possible
“censorship” actions by the strictly-moderated mainstream
platforms [28], [29].

Another thriving area of research on IOs concerns
investigating the accounts that take part in, or that are
affected by, the manipulations. The authors of [2] analyzed
three IOs that employed different tactics to influence public
opinion, ultimately distinguishing between fully orchestrated
10s, explicitly coordinated ones, and the emergent, organic
behaviors of online crowds [2]. They also highlighted the
need to move beyond studies that solely consider bots or
trolls [6], [13] as the perpetrators of IOs, by also considering
the role played by unaware genuine users. The interplay
between malicious accounts and unaware users also has
important implications for the detection of 1Os. In the case
of an IO that tampered with the #BlackLivesMatter protests,
it was shown that the malicious perpetrators imitated genuine
users to systematically micro-target different audiences,

1 https://medium.com/swlh/watch-six-decade-long-disinformation-
operations-unfold-in-six-minutes-5f69a7e¢75fb3 (accessed: 11/30/2023).
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enhancing divisions and undermining trust in authoritative
information [30].

2) AUTOMATIC DETECTION OF IOS

The above descriptive works aimed to “dissect” known 10s
in order to make sense of their features, tactics, and effects.
Instead, others leveraged results on the characterization of
past 10s to develop methods for automatically detecting new
ones. For example, [31], [32] used standard classification
algorithms to analyze the textual content of shared messages,
demonstrating its informativeness towards detecting content
and users that are part of an I0. Other detection techniques
analyze network structures with the goal of identifying groups
of users that are involved in an 10 [3], [10], [19], [20], and
to estimate their influence on the rest of the network [33].
These techniques are typically based on community detection
or focal structure analysis methods. Other related literature
is about the detection of online campaigns. To this end, [34]
tackled the early detection of promoted campaigns with
supervised machine learning, by leveraging a combination
of features derived from diffusion patterns, content, timing,
and user information. Similarly, the authors of [35] released a
framework to identify users engaged in spreading conspiracy
theories. Others circumvented the scarcity of high-quality
ground-truth datasets by adopting unsupervised approaches
based on text stream clustering [36].

Independently of the approach, detection results in the
majority of previous works are mixed, showing good
detection performance for already known IOs, but rather poor
generalization capabilities.

3) OUR CONTRIBUTIONS TO THE 10 LITERATURE

In spite of the growing body of work investigating recent
I0s, we still have a partial understanding of the interplay
between the different types of accounts involved therein,
and their strategies of coordination. Our present study builds
upon recent work that jointly considered multiple coordinated
actors involved in IOs [3], but covers new ground by
carrying out a full-fledged analysis of coordinated behavior,
identifying coordinated communities, and investigating their
patterns of coordination. In turn, better knowledge about
the coordinated groups of accounts involved in an IO might
inform future strategies for promptly detecting unfolding IOs,
which still represents an open problem [20]. Moreover, out
of all the I0s detected and shared by Twitter/X, the vast
majority of works analyzed the one related to the activities of
the IRA [2], [6], [23], [24], [25], [37], [38], [39]. Other 10s
that received some scholarly attention are those perpetrated
by Egypt [20], [39], China [31], [39], and Iran [40]. Instead,
our present study complements and extends the existing
literature by analyzing the 1O0s carried out by Honduras and
the United Arab Emirates, which are still largely unexplored
despite their global scale and relevance. In fact, both involved
a large number of users and mostly spread English language
messages.
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B. COORDINATED BEHAVIOR

Since its introduction by Facebook,” the analysis of coor-
dinated online behavior (CB) has become frequent among
studies on online manipulation. This is because CB underpins
the very fabric of information disorder in digital spaces,
including the spread of disinformation, online propaganda,
and information operations. For example, CB emerges as
one of the features of online propaganda — a form of
communication that attempts to achieve a response that
furthers the desired intent of the propagandist [41] — as a
consequence of the reliance on computational tools such
as automation and algorithms to disseminate and amplify
discourses for ideological control and manipulation [17],
[42]. Similarly, CB is instrumental for the success of
large-scale 10s, since it enables the involvement of online
communities and the effective spread of the IO narratives [3],
[43]. CB can thus serve as a linchpin for comprehending
large-scale online information manipulations. Its systematic
and thorough analysis is useful for discerning the motives,
tactics, and impact of orchestrated efforts, fostering the
development of effective countermeasures to safeguard the
integrity of online discourse and information ecosystems.

1) AUTOMATIC DETECTION OF CB

The majority of existing approaches for detecting CB are
based on network science. In these works, coordination is
often defined as an unexpected or exceptional similarity
between the actions of two or more users. User similarity
networks are thus built based on common activities between
users, and studied, for example by means of community
detection algorithms [9], [10], [11], [44], [45]. The typical
output of these methods is a network where coordinated
groups of users are highlighted. Such rich networks lend
themselves to many subsequent investigations, such as those
aimed at distinguishing between genuine and malicious forms
of coordination [20], [43]. Some network-based methods do
not only detect coordination as in a binary classification
task but also quantify the extent of coordination between
users, thus providing more nuanced results [9]. Other than
with user networks, online coordination was also studied by
means of temporal point processes that model user activities
on an OSN as the realization of a stochastic process [46],
[47] or was studied using a text stream clustering [36].
Another important area of analysis is the coordination among
astroturfing or automated agents. Here, state-of-the-art works
move beyond the traditional classification of single accounts,
by adopting sophisticated pattern recognition approaches
aimed at identifying the inorganic coordination behind fake
grassroots movements [19], [48], [49] and that distinctive
of groups of automated agents (e.g., social bots) [12], [16].
Finally, other works adopted traditional feature engineering
approaches to find similarities between users [50], [51],
or exploited language processing to find common content

2https://about.fb.com/news/ZO 18/12/inside-feed-coordinated-inauthentic-
behavior/ (accessed: 11/30/2023).
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FIGURE 1. Univariate bubble chart of the 10s detected and shared by
Twitter/X at the time of writing. Bubbles are chronologically ordered
along the x axis. Vertical space along the y axis results from the
application of some jitter to mitigate overplotting. Bubble size is
proportional to the number of malicious accounts in the 10. Red bubbles
denote the HoN and UAE 10s studied in this work.

alphabets [4], or focused on some specific action such as URL
sharing [52].

2) PATTERNS OF CB

Rather than proposing methods for detecting CB, some
scholars focused on analyzing the patterns of coordination
and the behavior of the coordinated groups of users.
As an example, [45] investigated coordinated authentic and
inauthentic groups based on their URL-sharing behavior.
They traced back to the websites of the posted URLs,
assessed their reliability, and finally drew insights into the
harmfulness or harmlessness of the CB [45]. The study
described in [43] had the similar aim of differentiating
harmful versus harmless patterns of coordination. To reach
their goal, [43] adopted machine learning methods for
identifying the use of propaganda techniques in tweets, and
cross-checked their use by coordinated groups of users,
labeling as harmful those coordinated communities featuring
extensive use of propaganda [43]. Finally, a challenging —
and thus frequently overlooked — research question is the
one about the effectiveness of coordinated behaviors. Authors
in [53] leveraged reconstructed information cascades on
Twitter/X to analyze the extent to which non-coordinated
users that participated in a cascade were influenced by the
coordinated ones, finding that the latter had a significant
influence on the former. One of the emerging challenges is the
lack of ground-truth information on CB [54], which explains
why several works tried to differentiate harmful and harmless
coordinated communities after their detection [10], [20], [43],
[45], [52], [55].

3) OUR CONTRIBUTIONS TO THE CB LITERATURE

We extend the extant literature on CB by applying a
state-of-the-art coordination detection method [11] to two
novel datasets, thus yielding new results on the activity of
two overlooked threat actors and, more in general, on the
exploitation of CB for online information manipulation.
Furthermore, our design choices allow for building datasets
where malicious coordinated users are known beforehand.
We therefore contribute to increasing the limited availability
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of such datasets [54], thus providing an orthogonal contribu-
tion with respect to the majority of the existing works. Finally,
our analyses of the interactions between the malicious and the
other users involved in an IO, allow us to draw insights into
the strategies and effectiveness of the coordinated groups of
users, an area for which few results were achieved so far [2].

Ill. DATA

A. MALICIOUS USERS

We built our datasets for this work starting from official data
provided by Twitter/X’s Moderation Research Consortium
(TMRC).? Since 2018, Twitter/X boosted its transparency
efforts in moderation by providing tweets and account
information of banned users involved in state-sponsored
10s. Through the years, many datasets were published by
TMRC, ranging from tens to thousands of removed users
and covering different languages and regions of the world,
as sketched in Figure 1. Because of this, Twitter/X’s official
datasets are often considered as an authoritative ground-truth
of malicious users involved in IOs [31], [56], [57]. Out of
all the IOs detected and removed by Twitter/X, we focused
on one promoted by the government of Honduras between
2019 and 2020 (HON) and on another one promoted by the
United Arab Emirates in 2019 (UAE). Both are red-colored
in Figure 1. This choice allows us to focus and analyze
two recent and large — yet essentially unstudied — I1O0s
that involved thousands of malicious users. Notably, while
both HON and UAE encompass a large number of English
tweets, which eases content analyses, the two 10s employed
different strategies. According to Twitter/X, HON includes
3,104 inauthentic users that showed fake grassroots support
for the Honduras President Juan Orlando Herndndez, in office
from January 2014 to January 2022, by artificially boosting
the popularity and engagement of his tweets. They did so by
mass-retweeting the President’s account (@JuanOrlandoH)
from a single IP range in Honduras. Instead, UAE involves
4,248 users operating uniquely from the United Arab
Emirates. Their activity was mainly directed against Qatar
and Yemen by employing false personae tweeting about
controversial and divisive regional issues, such as the Yemeni
Civil War [58] and the Houthi Movement [59]. For each
removed IO, Twitter/X releases anonymized versions of all
tweets published by all banned users since their creation
(i.e., their full timelines). While analyzing full timelines may
enable interesting longitudinal analyses [24], we constrained
our study to the activity that the users carried out in the
last 4 months prior to their ban, which represents a good
coverage of their involvement in the IOs. For HON, this results
in analyzing all tweets produced between 11 September,
2019 and 8 January, 2020. For UAE instead we analyzed
all tweets produced between 27 January and 26 May, 2019.
Accounts that did not tweet in the 4 months time span of their
respective IO were not included in our datasets.

3https://transparency.Twitter/X.com/en/reports/information—
operations.html (accessed: 11/30/2023).
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TABLE 1. Statistics about malicious and genuine users included in the
HON and UAE datasets, together with the tweets they produced during the
considered time span.

users tweets

I0 class number % number %

malicious 1,867  0.83 137,252 10.87
HON genuine 222,819 99.17 1,125,578 89.13 11/09/19 —08/01/20
total 224,686 100.00 1,262,830 100.00

malicious 1,991  0.50 387,338 13.59
UAE genuine 397,025 99.50 2,462,130 86.41 27/01/19 —26/05/19
total 399,016 100.00 2,849,468 100.00

time span

B. GENUINE USERS

In spite of the usefulness and authoritativeness of Twit-
ter/X’s datasets of IOs, such datasets are seldom used in
computational works on the study and detection of online
manipulations since they only include data about malicious
users. For the datasets to be really useful, comparable data
about genuine users should also be collected [3]. To reach this
goal, we built a new dataset leveraging Twitter/X APIs with
elevated Academic access,* which contains genuine users
that discussed the same topics of the two IOs, while the
I0s were unfolding. This allowed to complement Twitter/X
provided data about malicious users. Similar sampling
strategies have been profitably adopted in some recent works
on disinformation [31], astroturfing [3], and on the study of
online behaviors [4]. In detail, for each 10, we selected the
top hashtags used by the malicious users. Then, we collected
all tweets that included at least one of such hashtags that
were published during our 4 months observation window by
non-banned users. We chose to rely on hashtags, which are
the most widely used method of performing content-based
Twitter data collection and filtering [4], [60]. Based on the
ranked lists of each IO’s top hashtags, our data collection step
stops upon collecting data about a few hundreds of thousands
of genuine users [9], [43]. We imposed this constraint to make
our analyses computationally feasible, given that studying CB
entails constructing and analyzing massive user interaction
networks [11]. We remark that similar choices and limitations
are frequent in computational works on CB [9], [10],
[27], [43]. In summary, regarding HON we collected tweets
about the following top-9 hashtags: #AlivioDeDeuda, #Par-
queVidaMejor, #NavidadCatracha, #HondurasEnLaONU,
#FiestasPatrias2019, #VivaHonduras, #VidaMejor, #EEUU,
#FeriadoMorazanico. Instead for UAE we leveraged the
following top-3 hashtags: #UnitedArabEmirates, #Yemen,
#Video. Finally, for each IO we merged Twitter/X data about
malicious users with our data about genuine users, obtaining
the final HON and UAE datasets reported in Table 1.

C. REMARKS
As shown, despite using only the top-3 hashtags for UAE,
we ended up with significantly more genuine accounts than

4Twitter/X Academic APIs have been unavailable since February 2023.
However, results reproduction can be achieved via Twitter/X’s paid API
access levels: https://developer.twitter.com/en/docs/twitter-api.
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FIGURE 2. Overview of our coordination detection method.

HON. Table 1 also reports the percentages of malicious and
genuine users, and of their tweets, with respect to the total
users and tweets in our datasets. This highlights the large
imbalance between genuine and malicious users, which is
representative of the reality of OSNs [61], [62]. Since the
malicious users are removed from Twitter/X, the collected
datasets do not include direct interactions (e.g., retweets)
between genuine and malicious users. However, this does not
represent a limitation of our study given that we are interested
in detecting and studying latent coordination between users,
rather than direct interactions [11]. On the contrary, surfacing
meaningful patterns of coordination without considering
direct interactions increases the relevance of our results.
For these reasons, studying coordination networks based on
co-retweets is an established and profitable way to investigate
coordinated online behaviors, including those carried out as
part of malicious campaigns [9], [11], [27].

D. DATA AVAILABILITY

Our datasets are publicly available for research purposes.’ In
detail, we are releasing for scientific purposes the user IDs
of the genuine users in our datasets, while information about
the malicious users — that are now suspended — are available
from Twitter/X upon motivated request.

IV. METHOD
For our quantitative analysis of CB, we adapted the state-

of-the-art, network-based, coordination detection method
proposed by [11]. We specifically selected this framework
over other comparable state-of-the-art methods such as those
proposed by [9] and [10] because the authors of the former
provided a publicly available Python implementation.® Our
adapted method is composed of the following 6 analytical
steps, which are also summarized in Figure 2:

1) Co-actions. As anticipated in Section II, many dif-
ferent co-actions might be indicative of CB [10].
Therefore, each coordination detection method starts
with the selection of the co-action to use for modeling
coordination among users. On Twitter/X, common
examples of co-actions are co-retweets, co-mentions,

5 https://zenodo.org/doi/10.5281/zenodo.10619747
6https://github.com/webf:rdc/find7h~:cS (accessed: 11/30/2023).
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2)

3)

and co-hashtags. Here, we used co-retweets (i.e.,
two users who retweet the same tweet) to model
coordination, as done in the majority of existing
works [9], [10], [48], [63].

Time windows. For a co-retweet to be indicative of
CB, the two users must have retweeted the same
tweet at around the same time. In other words,
co-actions must occur within a given time win-
dow [11].In literature, short time windows (e.g., some
seconds or minutes) are preferred by works that specif-
ically aim to detect malicious behaviors, as this choice
contributes to highlighting inorganic activity [10],
[44]. On the contrary, works that explicitly consider
all instances of coordination, including spontaneous
coordination by independent users, tend to use long
time windows (e.g., some days or weeks) [9], [43].
Here, we set the time window length = 7 days,
which allows evaluating both medium- and long-term
interactions [64], as well as to model the activity of
both malicious and genuine users in our networks.
A second methodological choice regards the adoption
of overlapping or non-overlapping time windows. Here
we resort to non-overlapping time windows since
these are preferred when relatively long windows are
used [20], [63], such as in our work, and also as done
in [11] from which our method is derived. Therefore,
given that both our datasets cover 4 months in time,
each is split into 17 non-overlapping time windows.
Then, we sort tweets (and retweets) in chronological
order and we assign them to the corresponding time
window. Only co-retweets that occur within the same
time window are used for computing coordination.
Latent coordination networks. We build a latent
coordination network (LCN) for each time window.
An LCN is a weighted undirected user similarity
network G(V, E, W), where V is the set of nodes (i.e.,
the users) and E is the set of edges between them [11].
An edge between two users exists if they co-retweeted
at least one tweet within the time window. Edges are
weighted proportionally to the number of co-retweets
so that users who perform many co-actions are strongly
tied in the network G, which makes strong ties a good
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proxy for coordination [9]. W is the set of edge weights
in G.

4) Network filtering. The LCNs resulting from the analy-
sis of real-world IOs are typically too big to be analyzed
quantitatively, and often even to be visualized [9].
For this reason, all coordination detection methods
proposed to date carry out some sort of filtering [9],
[10], [11]. To make the analysis of our coordination
networks feasible and meaningful, we first prune each
LCN by discarding all edges whose weight = 1, which
is a common choice in literatures [3] and [19]. The
resulting disconnected nodes are discarded as well.
While this quick filtering operation allows discarding
all trivial interactions, it is however insufficient to
adequately reduce the size of our LCNs. For this
reason we also perform a more fine-grained filtering,
as suggested by [9]. Specifically, we apply FSA_V to
aggregate adjacent nodes that form influential commu-
nities [11], [65]. FSA_V is an agglomerative clustering
algorithm with a stopping criterion, which aggregates
nodes connected by strong ties. The stopping criterion
makes it so that only nodes connected by edges with
a significant weight are aggregated. For this reason,
FSA_V can be used both as a community detection and
as a network filtering algorithm [11]. Here we use it for
the latter goal, to further prune our LCNs.

5) Merged coordination network. The previous filtering
step allows obtaining LCNs with a tractable size. Since
we are interested in studying the overall patterns of
coordination among users of our datasets, we can now
merge the LCNs [11]. This process produces a merged
coordination network (MCN), where nodes and edges
are obtained as the union of the nodes and edges of the
filtered LCNs. Then, each edge weight in the MCN is
recomputed as the sum of the weights that the same
edge had, if present, in the filtered LCNs.

6) Coordinated communities. The last analytical step
in coordination detection methods involves detecting
coordinated communities [11]. We perform community
detection on the MCN with the well-known greedy
modularity algorithm [66], [67]. Since our MCN con-
tains nodes and edges that encode significant coordina-
tion, performing community detection on MCN allows
identifying coordinated groups of users [9], [10].

We applied the above steps to both our HON and UAE
datasets, obtaining one coordination network per 10. The
networks include all users that are highly coordinated
independently of their class (i.e., malicious or genuine), and
are complemented with information about the coordinated
communities that took part in the online debate. In the next
section we provide results of the analysis of the coordination
networks.

V. RESULTS
We initially present and analyze the HON and UAE coor-

dination networks. Subsequently, we investigate patterns of
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TABLE 2. Number and fraction of highly coordinated users in HoN and
UAE. For both 10s, the filtering step discarded the majority of genuine
users due to low coordination. Conversely, a much larger fraction of
malicious users were retained as highly coordinated.

HON UAE
all users coord. users % all users coord. users %
malicious 1,867 1,217 65.18 1,991 745 37.42
genuine 222,819 23,564 10.58 397,025 28,228 7.11
total 224,686 24,781 11.03 399,016 28,973 7.26

coordination and we leverage the ground-truth in our dataset
to introduce measures for quantifying the extent to which a
coordination network separates malicious users from the rest.
Finally, we evaluate the robustness of our results.

A. HONDURAS

Some first insights into the presence of CB in the HON 10
can be obtained by evaluating the results of the filtering step
of our method. Table 2 reports the number and fraction of
users in the HON dataset before and after the application
of the coordination detection method. Overall, the filtering
step discarded around 89% of the initial users due to low
coordination. Interestingly, the fraction of discarded users
varies markedly based on the user class. While around 90%
of all genuine users exhibited low coordination, only 35% of
the malicious users were discarded. This initial result already
highlights the presence of CB in the HON IO. Specifically,
it shows that the malicious users who organized the 10 did so
in a largely coordinated fashion.

Next, we qualitatively visualize and quantitatively analyze
the HON coordination network. Across the 4 months of
our observation time, users in the HON dataset produced
980,699 retweets that were split across the 17 time windows.
Each LCN in this IO, which corresponds to one time
window, includes on average 9K nodes and 668K edges.
Instead, the MCN obtained by merging all the LCNs includes
561,565 edges and 24,781 nodes, as reported in Table 2.
The coordinated communities found in the HON MCN are
shown in Figure 3. To visualize our coordination networks
we adopted the Yifan Hu proportional layout algorithm,
which combines a high efficiency for large networks and
the high-quality of force-directed drawing algorithms [68].
As shown in Figure 3, the HON coordination network is
characterized by 3 large and dense communities (i.e., yellow-,
blue-, and orange-colored in figure), and by a multitude of
smaller communities that hold peripheral positions in the
network. Figure 4 shows the same network where the nodes
are colored according to their class (i.e., either malicious
or genuine). By comparing the communities highlighted in
Figure 3 with the positions of the red-colored malicious users
shown in Figure 4, we uncover that almost all malicious
users involved in the HON IO belong to the blue-colored
community. Table 3 reports quantitative results about the
main coordinated communities in HON and about the presence
of malicious users in each community. For any given com-
munity i we report the number of nodes (»;) and edges (e;),
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FIGURE 3. Coordination network for the HON dataset, obtained at the end
of the last step of the coordination detection method described in

Figure 2. Each node represents a user and is colored according to the
coordinated community to which it belongs. The network is characterized
by 3 large and dense communities (yellow-, blue-, and orange-colored),
and by several other smaller and peripheral ones.

TABLE 3. Statistics about the coordinated communities in the HoN
dataset. Communities are color-coded as in Figure 3. The highlighted
table row shows that 92.52% of all malicious users in the network are
clustered in the blue-colored community.

community nodes (n;) edges (¢;) malicious (m;) mi/n; m; /Mo
10,022 269,102 0 0% 0%

8,591 98,853 0 0% 0%

o 1,816 156,264 1,126  62.00% 92.52%
[ ] 830 8,402 0 0% 0%
[ ] 830 6,412 0 0% 0%
[ ] 786 7,013 0 0% 0%
[ ] 211 6,345 0 0% 0%
others 1,695 4,236 91 5.37% 7.48%
total 24,781 561,565 1,217 491% 100.00%

the number of malicious nodes (m;), and the percentages of
malicious users with respect to all users in that community
(m;/n;) and with respect to all malicious users in the network
(m;/my,;). Table 3 highlights that the blue-colored community
of Figure 3 is composed of 1,816 users, out of which 1,126
(62%) are malicious. Furthermore, the malicious users in this
community account for 92.52% of all malicious users in HON.

These results provide interesting insights into the behavior
of the perpetrators of the HON I0. Results in Table 2 and
Table 3 support the finding that the malicious users involved
in the IO were indeed coordinated. This is evident from both
the large fraction (65.18%) of malicious users that are part
of the coordination network, as well as from their position in
the network. Indeed, the vast majority (92.52%) of malicious
coordinated users in HON are tightly clustered in a single
community (blue-colored in Figure 3). At the same time
however, that community also contains many genuine users,
which account for a minority yet significant share (38%) of
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FIGURE 4. Coordination network for the HoN dataset, where nodes are
colored based on their class (malicious or genuine). Red nodes
correspond to malicious users and green nodes to genuine ones. The vast
majority of malicious users are clustered in a portion of the network that
corresponds to the blue-colored coordinated community of Figure 3.

all nodes in the community. These results can have multiple
implications about the strategies used by the perpetrators of
the IO, their success at influencing unaware genuine users,
and the possibility of automatically detecting IO perpetrators.
These points are discussed in Section VI.

B. UNITED ARAB EMIRATES

Similarly to our analysis of the HON IO, we begin our study
of UAE by looking for evidence of CB. Table 2 reveals
that, again, the vast majority (93%) of all users in the
UAE dataset were filtered out due to low coordination. This
time however, contrarily to HON, also the majority (62.58%)
of malicious users were discarded. Nonetheless, malicious
users still display overall higher coordination than genuine
ones (37.42% versus 7.11%). These results surface that the
perpetrators of the UAE IO made use of CB to spread their
messages, but to a lower extent than in HON.

Next, we focus on the UAE coordination network. Users
involved in this IO produced 2,183,767 retweets during the
4 months of observation. Each LCN in this IO includes,
on average, 15K nodes and 711K edges per weekly time
window. Finally, after the merging step, the MCN is
composed of 288,247 edges and 28,973 nodes, as reported in
Table 2. Figures 5 and 6 show the UAE coordination network.
We observe that this network is more fragmented than that
of HON. This is reflected by the larger number of small
communities. In particular, the many communities that are
displayed as grey-colored in Figure 5 are composed of up to a
few hundreds of nodes and lay in the periphery of the network.
Figure 6 shows the same network where nodes are colored
according to their class (i.e., either malicious or genuine).
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FIGURE 5. Coordination network for the UAE dataset, obtained at the end
of the pipeline described in Figure 2. Each node represents a user and is
colored according to the coordinated community to which it belongs.
Contrary to Figure 3, this network does not feature any large and central
community. Instead, the network is sparse and characterized by a
relatively large number of small communities.

Interestingly, many of the grey-colored small and peripheral
communities shown in Figure 5 correspond to groups of
malicious coordinated users (red-colored). Conversely, the
main communities of the UAE coordination network, both
according to their size and central position in the network, are
completely composed of genuine users. Table 4 provides ana-
lytical results for each of the UAE coordinated communities,
confirming the previous observations. In particular, the six
rows highlighted in table correspond to small and peripheral
communities that are exclusively composed of malicious
users. Together, they account for 69% of all malicious users in
the network. The remaining malicious users belong to other,
even smaller, communities.

Opverall, our results about the use of CB in UAE are slightly
different from those of HON. In fact, on the one hand both 1Os
made use of coordination to amplify their messages. On the
other hand however, a larger fraction of malicious users in
HON appeared to be coordinated. Such malicious users are
also more central in the network and strongly intertwined with
genuine users. Conversely, fewer malicious users in UAE were
coordinated. Moreover, they are scattered throughout the
periphery of the network. These latter results about UAE hold
also when modifying the initial selection of hashtags used
to collect the genuine users, as discussed in Section V-D4.
The implications of these findings are instead discussed in
Section VI.

C. INVESTIGATING PATTERNS OF COORDINATION

In the previous sections we analyzed the overall structure
of the HON and UAE coordination networks. Here we delve
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FIGURE 6. Coordination network for the UAE dataset, where nodes are
colored based on their class (malicious or genuine). Red nodes
correspond to malicious users and green nodes to genuine ones.
Malicious users in this network are grouped in several small and
peripheral communities.

TABLE 4. Statistics about the coordinated communities in the UrAE
dataset. Communities are color-coded as in Figure 5. The highlighted
table rows show that the malicious users in this 10 are grouped in several
small, homogeneous, and peripheral communities. Contrarily, the main
communities (topmost rows) are fully genuine.

community nodes (n;) edges (¢;) malicious (m;)  mi/n; m; /Mo
[ 5,803 64,052 0 0% 0%
° 5,319 28,697 0 0% 0%
2,095 41,459 0 0% 0%

[ 1,696 23,321 0 0% 0%
1,669 15,750 0 0% 0%

1,574 25,880 0 0% 0%

() 1,269 6,453 0 0% 0%
® 912 8,340 0 0% 0%
223 2,133 223 100% 29.93%

102 4,949 102 100% 13.69%

58 80 58 100% 7.79%

52 154 52 100% 6.98%

49 103 49 100% 6.58%

29 84 29 100% 3.89%

others 8,123 56,174 232 2.86% 31.14%
total 28,973 288,247 745 2.57%  100.00%

deeper by investigating the patterns of coordination of the
different communities within such networks, with a particular
focus on the communities of malicious users. Given that,
in general, different IOs make use of different strategies,
tools, and agents to carry out the manipulations [2], this
analysis allows for a more nuanced understanding of the
characteristics of the two I0s and how they unfolded.

1) QUANTIFYING THE EXTENT OF COORDINATION

We investigate the patterns of coordination by following
the approach introduced in [9]. In detail, we characterize
each coordinated community with some network-based
measures that provide information about their structure and
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organization. Additionally, we repeat this characterization
at multiple degrees of coordination, so as to uncover the
characteristics of the most coordinated users and to compare
them with those of the weakly coordinated ones. Likewise,
this approach also allows comparing the characteristics of the
communities of malicious users with those of genuine users,
drawing insights into the tactics of the former. In practice,
let G(V,E,W) be a coordination network and W; =
{wit,wia,...,win} € W be the set of weights associated
to the edges of node i € V. We define the coordination
score ¢; of node i as the maximum weight of its edges:
¢; = max(w; ;) Vj € V. To this end, we recall that the weight
of an edge between two nodes in a coordination network is a
proxy for the extent of coordination between the two linked
nodes [9], [11]. Finally, for the sake of clarity we normalize
coordination scores in the [0, 1] range, so that max(c;) = 1.
All other coordination scores are rescaled proportionally.

We are now able to analyze the different communities in
light of the coordination scores of their members. Specif-
ically, we compute the size, density, and assortativity [69]
of each community by only considering nodes whose
coordination score exceeds a certain threshold ¢; > ¢ Vi €
V. To explore the full spectrum of coordinated behavior in
our data, we iteratively repeat this analysis by progressively
increasing the threshold, starting from ¢ = Oupto ¢ = 1.
Increasing the threshold allows finding, at each iteration k,
a set of nodes that is more coordinated than those at iteration
k — 1. This effectively avoids fixing an arbitrary coordination
threshold, as typically done in those works that exclusively
focus on malicious behaviors [10], [52]. Conversely, this
analysis allows characterizing the patterns of coordination of
each community in terms of standard network measures, as a
function of the extent of coordination between users. Figure 7
shows the results of this analysis, which we discuss in the
following.

2) COMMUNITY SIZE, DENSITY, AND ASSORTATIVITY

Figure 7a shows how the size of the different communities
in the HON network change when considering increasingly
coordinated users. In figures, for each community, size is
expressed as the fraction of users whose coordination score
¢ > ¢, with respect to the total number of users in that
community. In other words, the figure shows whether the
members of the different HON communities are strongly or
weakly coordinated. Figure 7a reveals that the majority of
communities are composed of weakly coordinated users,
as shown by the trends in community size rapidly plummeting
when ¢ > 0.2. Two communities, brown- and purple-
colored, stand out as significantly more coordinated than
the others. By cross-checking with Figure 3 and Table 3,
we note that such communities are small, very peripheral
in the network, and exclusively composed of genuine users.
A particularly relevant community in the HON network is the
blue-colored one, which contains ~93% of all perpetrators
of the 10. However, regarding its size, Figure 7a does not
show significant differences with respect to the communities
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of genuine users. Figure 7b, however, reveals that the
blue-colored community of malicious users features the
highest density out of the whole HON network. Density
is a measure of the degree of interconnectedness in a
network or community [69]. Therefore this result indicates
that the malicious users responsible for the HON information
operation are very well connected between one another.
Furthermore, the density trend in Figure 7b steeply increases,
up to the point that, for ¢ > 0.35, the malicious users form a
clique. This result reinforces the idea that the perpetrators of
this 10 are well organized. Finally, Figure 7c shows trends
in assortativity, a measure of the extent to which nodes
with a high degree are connected to other nodes with a
high degree, and vice versa. In the context of coordinated
communities, this property is interesting as it indicates
whether influential users in a community are connected to
other influential users, which again provides information
on the structure and organization of the community [9].
Figure 7c shows that the blue-colored community in the
HON network is largely non-assortative,” which reflects
the lack of correlation between the degree of malicious
nodes and that of their neighbors. Contrarily, some genuine
communities exhibit opposite behaviors. For example, the
yellow-, red-, and orange-colored communities are strongly
assortative when considering strongly coordinated users
(p = 0.5). Instead, the green-colored community appears
as largely disassortative. Overall, these results highlight the
informativeness of investigating the patterns of coordination
as a way to make sense of the internal structure and
organization of coordinated communities.

Figure 7d shows interesting results about the size and
coordination of the communities in the UAE network. Indeed,
all but one of the grey-colored communities are composed
of users whose coordination scores are markedly larger
than those of genuine users. This result is particularly
relevant considering that the grey-colored communities in the
UAE network are solely composed of malicious users and
collectively account for ~69% of all perpetrators of the IO,
as reported in Table 4. Results for community density and
assortativity are respectively presented in Figures 7e and 7f.
Among the notable findings in Figure 7¢ is that a grey-colored
community of malicious users is fully connected indepen-
dently of the coordination threshold (i.e., even for ¢ ~
0). All other malicious communities have lower densities.
Finally, Figure 7f shows that all malicious UAE communities
are moderately or even strongly assortative. Three genuine
communities also feature strong assortativity — namely, the
blue- and red-colored communities, and to a lower extent,
the purple-colored one — while the two remaining ones
are slightly disassortative. Taken together, results about the
UAE coordination network reveal that, although holding
a peripheral position in the network, the malicious users

TWhen interpreting results of Figures 7c and 7f, we recall that cliques are
perfectly assortative, which explains why all assortativity trends eventually
reach the maximum value of 1, and particularly so for large values of
coordination.
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FIGURE 7. Network measures computed for some coordinated communities in each 10, as a function of the extent of coordination among the
members of such communities. Dashed lines denote communities characterized by malicious users, while solid lines denote genuine
communities. HON communities (top row, subfigures a, b, c) are colored as in Figure 3 and Table 3. UAE communities (bottom row, subfigures d,
e, f) are colored as in Figure 5 and Table 4. Diverging trends in community size (a, d), density (b, ), and assortativity (c, f) are shown for some
communities, revealing marked differences in the patterns of coordination exhibited by those communities.

involved in the IO were strongly coordinated and organized.
In Section VI we further compare results about the patterns
of coordination found in the HON and UAE information
operations with those reported in previous works [9], [43].

D. FORMALIZATION AND SENSITIVITY ANALYSIS

The previous analyses provided nuanced results about the
different use of CB in the HON versus the UAE 10. Despite
the differences however, the analysis of CB provided valuable
results for both I10s. Among the interesting findings is that
the malicious communities showed clear signs of internal
organization and featured peculiar and distinctive coordinated
behaviors with respect to the genuine communities, in both
10s. For example, malicious HON users were almost entirely
grouped in a single coordinated community, albeit mixed
with some genuine users. Conversely, malicious UAE users
spread across six small and peripheral communities, which
however did not contain a single genuine user. In other
words, malicious users in both HON and UAE featured some
degree of separation with respect to the genuine users.
These results indicate that the analysis of CB in 1Os can
provide valuable information for identifying the organized
groups of users behind IOs. In the following, we provide
measures to formalize the previous intuitions and to quantify
the separation between malicious and genuine users in a
coordination network. Furthermore, we investigate whether
the previous results are robust to small variations of the
parameters in our datasets and methods.
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1) QUANTIFYING DIFFERENCES IN CB BETWEEN MALICIOUS
AND GENUINE USERS
The results reported in Tables 3 and 4 highlight two desirable
properties of coordination networks: (i) the capacity to group
together all perpetrators of an 10, and (ii) the capacity to
differentiate the perpetrators from the remaining users in the
network. We formalize and measure the extent to which coor-
dination networks possess the two aforementioned properties
by leveraging the Fowlkes-Mallows score (FM-score) [70].
The FM-score is a well-known external evaluation metric
that can be used to compare the results of a clustering with
some ground-truth labels. Here we employ it to measure the
extent to which the perpetrators of the HON and UAE 10s
are separated from the other unaware users in the respective
coordination network. Let frue positives (TP) be the number
of pairs of users that belong to the same cluster in both the
ground-truth clustering and in our clustering, false negatives
(FN) the number of pairs of users that belong to the same
cluster in the ground-truth clustering but not in our clustering,
and false positives (FP) the number of pairs of users that
belong in the same cluster in our clustering but not in the
ground-truth clustering. Then, the FM-score is defined in the
[0, 1] range as:
TP
FM-score = (1)
V(TP + FP) - (TP + FN)

FM-score = 1 occurs in case a clustering yields only two
communities: one exclusively composed of malicious users
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FIGURE 8. Relationship between FM-score (i.e., separation between
malicious and genuine users) and class imbalance.

and the other exclusively composed of genuine users, which
implies perfect separation. Instead, FM-score >~ 0 occurs
when a clustering results in many communities that feature
a balanced mix of both genuine and malicious users, a much
less informative scenario. We can now leverage the FM-score
to quantitatively evaluate the characteristics of the HON and
UAE coordination networks. In Section V-A we showed that
the blue-colored community in HON includes almost all of the
malicious users in the network, although mixed with some
genuine users. This is correctly reflected by FM-score =
0.59, denoting a considerable separation between malicious
and genuine users. Differently, in Section V-B we highlighted
that all the UAE communities are completely homogeneous
(i.e., exclusively composed of either genuine or malicious
users), which contributes to increasing the FM-score because
of FN = 0. On the other hand however, the UAE coordination
network features almost twice the number of communities of
the HON network, which lowers the FM-score due to a large
number of FP. In fact, the resulting FM-score for UAE =
0.35, versus FM-score = 0.59 for HON. In spite of these
differences, these results demonstrate that the coordination
networks obtained from the application of our method
provide valuable information for telling apart the genuine and
malicious users that take part in 1Os.

2) SENSITIVITY ANALYSIS: CLASS IMBALANCE

In this paragraph we delve deeper into the properties of
the HON and UAE coordination networks. In particular,
we evaluate their capacity to separate malicious and genuine
users, quantified by FM-score, in relation to the imbalance
between the two classes of users. As typically done in
classification tasks, we measure imbalance as the proportion
between the majority and the minority classes [71]. Thus in
our context, imbalance can be measured as the proportion
between the number g;,; of genuine users with respect to
the number my, of malicious ones: %. To assess the
sensitivity of our results to class imbalance, we started from
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FIGURE 9. Relationship between FM-score (i.e., separation between
malicious and genuine users) and the resolution y of the community
detection algorithm.

the maximum imbalance in our dataset, highlighted with
dashed lines in Figure 8 and corresponding to the statistics
in Table 1, and we progressively lowered it by discarding
genuine users based on their activity, so that users who
tweeted less recently were discarded first. Figure 8 shows that
both datasets are extremely imbalanced, which is typical of
studies on online harms [61], [62]. In addition, FM-score is
always higher in HON than in UAE, which is mainly due to the
higher number of communities in the UAE network, which
leads to a higher value of FP. Interestingly, we also observe
that FM-score (i.e., separation) increases between malicious
and active genuine users. This is evident in both low and
high imbalance areas of the plot. In the former, FM-score
initially increases for both HON and UAE as we increase
the imbalance, which corresponds to adding active genuine
users to the malicious ones. In the high imbalance conditions,
FM-score drops as we add increasingly less active users. This
result suggests that malicious users in HON and UAE were not
particularly active, in spite of their coordination.

3) SENSITIVITY ANALYSIS: RESOLUTION

The previous results showed that the different FM-score
measured for HON and UAE largely depend on the number
and size of the communities in the two networks. Thus,
here we investigate the relationship between FM-score and
the resolution (y) of our community detection algorithm.
Specifically, larger y yield fewer but larger communities,
while decreasing it results in more communities of small
size.® Figure 9 shows the relationship between FM-score
and y. Dashed lines denote FM-score at y = 6, which is
the setting used for the results presented in Sections V-A
and V-B. Generally, we measured a slightly increasing trend
in FM-score when (y) is increased, mainly due to the smaller
number of detected communities, which is a fundamental

8This is the Gephi 0.9.7 implementation of greedy modularity
and its y parameter. Other implementations use y differently:
https://tinyurl.com/networkx-greedy-modularity (accessed: 11/30/2023).
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influencing factor for FM-score, because the higher the
number of communities, the higher the value of FP.

4) SENSITIVITY ANALYSIS: HASHTAGS SELECTION

In Section III-B we explained the criterion that we used
to collect a comparable set of genuine users with which to
enrich Twitter/X’s datasets of malicious users involved in IOs.
Specifically, for each IO we collected genuine users that used
in their tweets the most frequent hashtags also used by the
perpetrators of that IO, at around the same time. We applied
this criterion equally for both the HON and UAE IOs, so as
to avoid biasing our data collection. However, differences
in the content tweeted by the malicious users involved in
the two IOs resulted in selecting many IO-specific hashtags
for the HON dataset, contrarily to UAE for which many of
the most tweeted hashtags were rather generic. Considering
that the choice of hashtags directly influences the genuine
users that are part of the coordination networks, we are
interested in evaluating whether selecting a different set of
hashtags for one of the 10s yields qualitatively different
results. For this reason, we repeated the data collection step
for the UAE dataset and all subsequent analyses. This time
we only used 10-specific hashtags for UAE, similarly to what
we already did for HON. In particular, we selected genuine
users with which to contrast the malicious UAE users based
on the following two highly-specific hashtags: #Yemen and
#Houthi.? The resulting new UAE dataset contains 132K users
and 1.3M tweets, respectively corresponding to 33% of the
users and 46% of the tweets of the original UAE dataset
described in Table 1.

Figure 10 shows the coordination network obtained with
the application of our method to the new dataset, which
we compare to the original network of the UAE dataset
displayed in Figure 5. As shown, the network obtained by
using only IO-related hashtags is smaller as a consequence
of the reduced set of genuine users. Nonetheless, its overall
topology and structure are similar to that of Figure 5: a
few sizeable communities in the center of the network,
surrounded by many smaller and peripheral ones. More
importantly, also the positioning and clustering of the
malicious users in the networks are similar, as shown in
Figures 11 and 7. Indeed, in both networks the malicious
users (red-colored) lay at the periphery and belong to a few
small and homogeneous communities. In summary, results in
Figures 10 and 11 show that considering a different selection
of hashtags did not significantly alter our results for the UAE
dataset, which were robust to this choice.

V1. DISCUSSION
Our analyses provide multiple interesting results about the

adoption of CB in two so far unexplored IOs, as summarized
in the following:

9Twitter/X Moderation Research Consortium described the 10 as in the
following: “We suspended a separate group of 4,248 accounts operating
uniquely from the UAE, mainly directed at Qatar and Yemen. These accounts
were often employing false personae and tweeting about regional issues, such
as the Yemeni Civil War and the Houthi Movement.”
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o The perpetrators of the HON and UAE IOs were both
coordinated and organized.

o The perpetrators of the HON IO held a central position
in the network and were well-connected with many
genuine users.

o The perpetrators of the UAE IO were split across
multiple small coordinated groups and held a marginal
position in the network, with few connections with
genuine users.

We verified that the above findings are robust to a number of
variations in our data selection criteria and in the parameters
of our method. Furthermore, in addition to being relevant on
their own, our results also open up the possibility to explore
the possible strategies, organization, and influence exerted
by the two I0s. We discuss these and other points in the
remainder of this section.

A. STRATEGIES
In addition to surfacing coordinated behaviors, our analyses
also uncovered marked differences between the two IOs.
While the majority of malicious HON users ended up
tightly clustered in a single community, only a subset of
malicious UAE users were considered to be significantly
coordinated. Moreover, such coordinated users ended up
scattered across multiple small communities, rather than
grouped together. A possible explanation for this result is
related to the strategies exploited in the two IOs. As described
in Section III, malicious HON users massively retweeted the
former Honduras President. As such, our choice of using
co-retweets to model user similarities allowed capturing
the full extent of coordination exhibited by HON users.
Conversely, malicious UAE users mainly tampered with
hashtags, in an effort to sow discord in Qatar and Yemen.
In this case, we likely captured only part of their coordinated
behaviors, which could explain the lower coordination found
for the UAE IO. Therefore, on the one hand, we showed the
extent to which the analysis of CB is capable of surfacing
important differences between IOs in terms of their strategies
and tactics [2]. On the other hand however, our own results
could be influenced by the different strategies adopted by
the perpetrators of the two I0s. We expand on this latter
point in Section VI-E, while in the following we discuss the
implications of this observation for future work in this area.
Indeed, we broaden the above observation by noting
that, in general, thorough investigations of CB require the
simultaneous modeling of multiple user activities (e.g.,
co-retweets, co-mentions, co-hashtags, and more) [9], [10],
which however are seldom considered conjointly. For exam-
ple, this can be achieved by studying coordination with
multi-layer networks, where each layer models one activity
type [44]. Therefore, a promising direction for future work
involves experimenting with rich and multidimensional user
representations, such as multi-layer networks [44], [64],
[72] or multivariate time series [73], to jointly model the
multifaceted behavior of online users, thus surpassing one
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FIGURE 10. Coordination network for the urE dataset built using only
two 10-specific hashtags. Similarly to Figure 5, the network is relatively
sparse and characterized by many small communities.

of the limitations of existing coordination detection methods
that almost exclusively rely on unidimensional networks.

B. ORGANIZATION
Investigating the patterns of coordination can provide valu-
able information towards understanding the structure and
organization of the coordinated communities. To this end,
in Section V-C2 we computed standard network measures,
such as density and assortativity, for individual communities
rather than for the whole network, as typically done.
Furthermore, we examined trends in such measures as
a function of the extent of coordination. For example,
computing the density of a coordinated community with
this approach allows assessing the interconnectedness of the
most coordinated users, which is a proxy for the degree of
orchestration and organization of that community [9]. In this
regard, our findings confirm those of previous work, showing
that malicious communities indeed exhibit high density when
considering their strongly coordinated users. Then, analyzing
the assortativity of a coordinated community allows to draw
insights into the possible inorganic nature of such coordina-
tion. Indeed, recent works showed that disassortative network
structures are associated with the inorganic behaviors of
malicious botnets [74], [75]. Conversely, assortative network
structures were recently linked to the behavior of grassroots
movements [9]. With respect to this body of literature, our
results provide new findings. In fact, we measured moderate
to strong assortativity for all of the malicious communities
involved in the HON and UAE IOs. Considering that I1Os are
typically carried out by trolls rather than bots, this result
remarks the differences between these two types of agents
that are often involved in online manipulations [76]. In turn,
this can inform future strategies for detecting these threats [6].
Moreover, our results also mandate care in interpreting
assortativity as a sign of grassroots behavior [9].

Despite these compelling results, however, still little is
known about the ways in which complex IOs unfold. In this
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FIGURE 11. Coordination network for the UAE dataset built using only
two 10-specific hashtags. Nodes are colored based on their class.
Similarly to Figure 6, the malicious nodes (red-colored) are split across a
few small communities in the network periphery.

regard, future research and experimentation efforts should
aim at investigating a broader array of measures. This effort,
possibly in combination with the analysis of ground-truth
datasets where the activity of the malicious actors is known
a priori, would allow gathering a deeper understanding of the
ways in which the analysis of CB can contribute to contrast
online information manipulations.

C. INFLUENCE

In studies on online information manipulation, the position
of the actors in a network is used to estimate the influence
exerted by such actors [77], [78]. Therefore, our results
about the centrality of the malicious HON and UAE users
in their respective networks also provide insights into the
possible influence obtained by the two IOs. Specifically,
malicious HON users held a central position in their network.
Additionally, such users were also tightly interconnected with
one another, with the genuine users in their own community,
as well as with those of neighboring communities. This
network layout is akin to that of highly influential users,
both genuine [65], [79] and malicious [77]. Contrarily,
malicious UAE users were dispersed in the periphery of their
network and featured limited connections with genuine users.
As such, it is unlikely that they managed to exert a strong
external influence. Notably, this scenario resembles the one
recently measured for some botnets involved in political
manipulation [78]. In any case, the examples provided by
the analysis of the HON and UAE I0s demonstrate the
usefulness of coordination networks for gaining insights into
the effectiveness of online manipulations — an important yet
largely unexplored area of research [53]. To this regard, our
present work complements and extends the existing literature
on IOs, which rarely investigated the position of the involved
actors in the discussion networks [3], [4], [20], as well as their
interactions, including possible coordination.
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D. DETECTION

We present a network science-based methodology to examine
information operations (IOs) and their perpetrators, while
also investigating their interactions with genuine users.
Our findings hold promise for informing future efforts
aimed at enhancing automatic detection mechanisms. Future
works could focus on extracting a comprehensive set of
features to automatically identify involved entities (e.g.,
state-sponsored trolls) [6], leveraging advanced machine
learning techniques. Current state-of-the-art works in this
area either leverage the content shared by the malicious
users [31], [32], or interaction and coordination networks [3],
[10], [20] such as those studied in our work. However,
different from our work, the common assumption when
studying coordination networks is that the most coordinated
groups are those responsible for the manipulations [3],
[10]. As a consequence, all strongly coordinated users are
typically flagged as malicious. However, this assumption
was proven wrong both in recent literature [43] and in our
present work, where we uncovered multiple genuine — yet
strongly coordinated — communities. Specifically, here we
go beyond the existing literature, by analyzing coordination
networks that contain both strongly coordinated genuine
and malicious users. Nonetheless, we demonstrate that
carefully-built coordination networks still embed a certain
degree of separation between genuine and malicious users,
as shown by our results about the HON and UAE IOs.
In Section V-D we quantified this characteristic by leveraging
the FM-score [70]. In the future, we could leverage the
analysis of coordination networks to compute even other
informative machine-learning features to be used for this
challenging task, thus possibly improving current detection
performances. The FM-score with which we experimented
in the present work already proved informative when used
in isolation. In the future, it could therefore be even more
valuable when used in conjunction with other additional
features.

E. LIMITATIONS

1) DATA SELECTION AND GENERALIZABILITY

Our data selection for this study is based on two large-scale
IOs that used the English language. In addition, we also
aimed at studying campaigns carried out in relatively
understudies contexts, because that contributes to increasing
the diversity in an area that is dominated by studies on
manipulations targeted at the US [20], [80] or the main
European countries [9], [43], or carried out by well-known
threat actors such as Russia [22], [24], Iran [40], and
China [31], [42]. Nonetheless, our choice of studying some
little-explored datasets negatively affects our work in terms
of the possibility of comparing our results to those of
other studies. In addition, having tested our approach only
against two datasets provides relatively limited evidence
of the usefulness of our proposed approach. Unfortunately
however, carrying out network analyses of massive online
social datasets typically require multiple weeks of processing.
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This represents a further drawback that hinders the possibility
of analyzing multiple large datasets. In fact, this is one of the
reasons why the majority of existing studies on coordinated
online behavior are based on the analysis of either one single
dataset [43], [53], [63], [81], or two [11], [24]. In this respect,
our present work is on par with the current state-of-the-art
in the field. For future work however, it would be important
to carry over our methodology to one or more additional
reference datasets, in order to assess the generalizability of
our findings.

Furthermore, an additional limitation arises from the
significant imbalance between the volume of malicious and
genuine content within our dataset. Specifically, malicious
tweets constitute merely 11% of the entire HON dataset
and 14% of the UAE dataset. Moreover, the segments
of our datasets pertaining to the activities of malicious
users encompass all tweets authored by such users within
the designated time frame. Conversely, as delineated in
Section III, our datasets concerning the activities of genuine
users solely encompass tweets containing at least one of
the most prevalent hashtags circulated within the same
time frame. Introducing either the inclusion of all tweets
from genuine users or the exclusion of certain tweets
from malicious users would exacerbate this imbalance. It is
noteworthy that this limitation is widely acknowledged in
the literature on online harms and even in the realm of
security in general, resulting in various adverse implications
for downstream tasks [61], [62].

2) DATA COLLECTION AND TRANSPARENCY

Another limitation arises from the use of historical Twitter/X
APIs for data collection, in relation to possible data deletions
and suspensions. Specifically, spontaneous user deletions are
relatively infrequent and, as a consequence, they typically
have a minor impact on social media analyses. On the
contrary, suspensions can involve the mass removal of a large
number of accounts and tweets. As such, failing to account
for Twitter/X suspensions can severely affect an analysis.
However, suspensions are related to the behavior of malicious
users, for which we obtained data directly from Twitter/X
via its repository of 10s, rather than from the APIs. As such,
our approach gives access to all malicious users (as detected
by Twitter/X), almost all genuine users, and all interactions
of malicious users with genuine content. What it does not
give access to are possible interactions between genuine users
and malicious content, for which there currently exists no
viable solution. Moreover, data about the malicious users
involved in the two considered I0s was provided directly by
Twitter/X. However, Twitter/X’s methodology for detecting
such accounts is currently unknown. As such, there is no
guarantee that Twitter/X identified all malicious accounts
involved in the 10s, nor that all accounts flagged as malicious
were actually so. The datasets released by Twitter/X do not
contain any additional information apart from the raw data,
which hinders possible validation efforts. Future research
could augement existing data sources via comparisons or by
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carrying out validations using alternative datasets — possibly
including synthetic datasets — focusing specifically on known
IOs. Based on these limitations, it is thus impossible to assess
the impact that Twitter/X’s detection methodology could have
had on our results.

On the one hand, the above considerations highlight
the importance of transparency in content moderation,
since that can enable research and validation that would
otherwise be impossible [82]. At the same time however,
even more transparency is needed in order to gain a thorough
understanding of current content moderation processes and of
their impact on the integrity of the online environment [83],
[84].

3) METHODOLOGICAL CHOICES AND VALIDATION

As explained in Section IV, some of our methodological
choices can have significant repercussions on the results of
our analyses. For example, the adoption of overlapping vs.
non-overlapping time windows, and the length of such time
windows, are two important parameters of our methodol-
ogy [85]. Similarly, as anticipated in Section VI-A, also the
choice of the action with which to compute user similarities
(e.g., co-retweets, as in our case) can deeply influence the
shape and structure of coordination networks [3]. Here,
we based the selection of the parameters of our method on
the current best practices and on the latest results in the
field [11], [64], [85]. In addition, in Section V-D we carried
out extensive sensitivity analyses to assess the robustness of
our results to small variations of the parameters in our datasets
and method. Nonetheless, a thorough validation of our
method would require extensive experiments on an author-
itative reference or ground-truth dataset. However, building
a ground-truth dataset of coordinated behaviors currently
represents a crucial open challenge [19]. For this reason,
reference or ground-truth datasets of coordinated behavior
are still few and far between, and the majority of recent works
resorted to partial or reconstructed ground-truths as done in
the present work [3], [4], [20].

VII. CONCLUSION

We investigated the presence and patterns of coordinated
behavior (CB) in two large information operations (IOs)
on Twitter/X. By leveraging two novel datasets and a
state-of-the-art coordination detection method, we found
that perpetrators of both I0s were markedly coordinated.
Additionally, our nuanced results revealed that while the
perpetrators of the first IO held a central position in their
network and established strong connections with other users,
the perpetrators of the second IO remained in the periphery
of their network, with limited interconnections with genuine
users. We discussed these results in terms of the strategies,
organization, and influence of these IOs. Finally, we proposed
measures to quantify the extent to which the analysis of
CB can contribute to distinguishing between malicious and
genuine users. This latter contribution goes in the direction
of improving the automatic detection of IOs and their
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perpetrators, which we will tackle in future works. For the
future, we also aim to extend current coordination detection
methods by leveraging multi-layer networks to conjointly
analyze multiple dimensions of online user behavior. Finally,
a better characterization of the detected communities, for
example in terms of the discussed topics, would allow a
deeper understanding of the content they produced and,
in turn, of their aims and intent.
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