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ABSTRACT K-12 educators within the University of Missouri’s Network for Educator Effectiveness (NEE)
utilize the EdHub Library for professional development (PD), hosting over 500 self-paced activities since
2014. Despite the common use of click-through rates (CTR) to gauge user engagement in search engines,
this metric needs to be more accurate due to their lack of ordinality in analyzing search terms. Also, CTR
calculations of search terms ranging from 0% to 100% do not represent user engagement with search results
that satisfy educators’ search goals. This study proposes a model predicting CTR, using SelectKBest for
feature selection and ranking search terms by the Chi-square statistic. Out of 1,317 search terms, 296
(22.5%) were relevant. After outlier removal of extreme CTR values and one-hot encoding of relevant search
terms, two regression models achieved over 0.98 accuracy, categorizing 47 search terms into four groups
representing the NEE teacher evaluation system components, PD resources for teachers, Teacher Standards,
and PD resources for school administrators. The study suggests that 36 of the most searched terms need
optimization to reduce users’ cognitive load in search results. Notably, the most searched terms had around
40 search results, oscillating between 0.04 and 0.87 CTR, revealing educators’ search priorities and tolerance
for browsing search results. Overall, this research contributes ordinality to the search engine dataset, shedding
light on educators’ preferences and guiding improvements in search result relevance and usability.

INDEX TERMS Educational data mining, information retrieval, teacher professional development.

I. INTRODUCTION
The EdHub Library has been part of Missouri’s Network of
Educator Effectiveness (NEE) since the fall of 2014. NEE
provides teacher evaluation solutions and professional devel-
opment to school districts in the U.S. states of Missouri,
Kansas, and Nebraska, as well as internationally. School
district members can access over 500 asynchronous online
professional development (PD) organized by Teacher Stan-
dards. NEE school districts have access to a video library
of best practices in classroom teaching, examples for scor-
ing classroom observations, a catalog of self-paced online
modules, copyrighted assessment instruments, journal reflec-
tion activities, and annual calibration training sessions for
school administrators [1]. The EdHub Library is embedded
within the existing classroom observation data collection and
reporting tools. The library underwent a significant interface
redesign in 2017 to provide educators with improved mech-
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anisms for searching and browsing PD materials by Teacher
Standards [2].

The EdHub Library is divided into two clearly defined
sections, as shown in Figure 1. In the first section, book-
marks of important content are at the top of the interface
to bring users’ attention to getting started with EdHub. The
second section provides K-12 educators with the ability to
search for PD materials using the topic directory, Teacher
Standards sitemaps, and the search engine. The EdHub home-
page lists all the topics alphabetically with brief descriptions
and respective Teacher Standards. The Teacher Standards
sitemaps contain all modules listed by topic categories and
Teacher Standards that can be filtered by keyword and indi-
cator. The search engine component provides users with a
flexible way to search for PD materials across multiple topic
categories and Teacher Standards.

SiteSearch360 is the search engine service that organizes
all available PD and allows for custom curation of resources
that mirror the topic structure of the EdHub homepage. It also
allows for the custom creation of search term dictionaries
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FIGURE 1. The EdHub library homepage interface.

FIGURE 2. The EdHub library search engine interface.

to provide users with more targeted search results across
topic categories. Users can perform query searches based
on keywords. As shown in Figure 2, for instance, educa-
tors can search for PD modules related to assessment, and
topic categories organize search results. Users can either
review the search results or filter by topic category. Indi-
vidual search results provide snippets of information about
the module to help educators find the PD of interest aligned

FIGURE 3. Search engine administration interface.

with a particular Teacher Standard from the search engine
interface.

A. SEARCH ENGINE ADMINISTRATION
SiteSearch360 tracks users’ queries, total searches per-
formed, the number of times the queries were performed,
and click-through rates (CTR), as shown in Figure 3. These
variables can be downloaded from the administrative search
console and are described in detail in Section III.

B. CLICK-THROUGH RATE AS A KEY METRIC OF USER
ENGAGEMENT
In identifying the most used search terms in the Site-
Search360 dashboard, CTR is a standard evaluation metric
expressed as a percentage describing how many users have
clicked through the search results. CTR values are calculated
automatically from the administrative dashboard. However,
CTR values are misleading toward misspelled and longer
queries. In the first instance of misspelled search terms, these
terms are generally reported with a CTR of 0 or 0% user
engagement, meaning that users have not engaged with the
results provided. The second instance of longer queries is
when search terms are shown with 1 or 100% user engage-
ment CTR. Search terms with a CTR of 1 present end users
with many results that cause increased browsing without
satisfying the user’s search goal. Thus, search terms with
extreme CTR values present users with either no results due
to misspellings in the query (i.e., CTR is 0) or many results
when queries are too long (i.e., CTR is 1). The second issue
in analyzing this data type is that search terms are nominal
features whose values represent categorical descriptions with
no particular meaning about their order that are mutually
exclusive classes [3].

C. PURPOSE AND RESEARCH QUESTIONS
This study aims to extract and rank relevant search terms
used in an online teacher professional development platform.
By removing the extreme values of CTR, users’ search terms
accurately describe users’ intent to search for PD materials.
This study proposes a method for building a model to predict
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CTR rates by selecting essential features in the search engine
and users’ search terms with one-hot encoding and feature
selection techniques. Feature selection techniques generate a
list of features ranked from strongest to lowest predictors of
the target variable (i.e., CTR).

The study’s motivations were to provide a quantitative
evaluation method for search terms in educational settings,
establish a culture of continuous improvement by periodi-
cally evaluating search terms used by educators, and mitigate
potential cognitive overload in search results that may impact
user experience with PD. The significance of the study is
that it allows educational administrators in higher education
and K-12 to perform evaluations of teacher PD programs.
Program managers can understand educators’ search prefer-
ences for PD materials on EdHub by understanding search
terms’ ranking through feature selection. The study’s con-
tributions involve a proposed methodology for extracting
relevant search terms in a large online community of practice
(CoP) delivering targeted search engine results, and identi-
fying patterns in search behavior. The study’s results inform
program managers about the search terms that require cus-
tomization of specific search queries that lead to a reduction
of users’ cognitive load in search results. The study explores
the following research questions:

RQ1:What are the characteristics of search terms utilized
in CTR and keyword frequencies in the online K-12 environ-
ment?

RQ2: What are the top and bottom search terms used in the
online K-12 environment?

RQ3: Which features strongly predict click-through rate
(CTR) in the online K-12 environment?

The contributions of this proposed methodology involve
the following:

• Identify the search terms that require further optimiza-
tion to reduce users’ cognitive load in search results.

• Determine the characteristics of the most search terms
based on CTR rates.

• Describe educators’ tolerance level for browsing search
results.

• Rank search terms to establish importance or ordinality
to educators’ search priorities through quantitative mea-
sures.

• Showcase a practical application of the methodology for
cleaning, encoding, and preparing search engine data for
algorithmic uses.

The rest of the article is organized as follows. Section II
provides a review of the literature and related concepts.
Section III describes the proposedmethodology for extracting
relevant search terms, including exploratory data analysis,
outlier removal, one-hot encoding, and feature selection.
Section IV provides the results of the analysis organized by
the research question. Section V contains the results, opti-
mization of the identified search terms from the analysis, and
implications for research and practice. Section VI concludes
the article and provides future research directions.

II. LITERATURE REVIEW
The following literature review describes the characteristics
of online teacher professional development, origins of the
search engine and metrics, and methodologies for analyzing
search terms.

A. ONLINE TEACHER PROFESSIONAL DEVELOPMENT
1) BENEFITS OF ONLINE TEACHER PROFESSIONAL
DEVELOPMENT
Numerous studies have explored the role of online teacher
professional development as a critical factor that impacts
student achievement [4], [5], [6]. The core features of effec-
tive teacher professional development involve five aspects,
including content focus, active learning, coherence, duration,
and collective participation, when professional development
activities are aligned with teachers’ subject matter and the
school district’s goals and policies [7]. Teacher PD can
also influence teachers’ career progression and workplace
retention [8], [9], [10]. Teachers are more likely to stay in
the profession when engaged and motivated in professional
development activities and can validate the knowledge that
improves their teaching practices.

2) IMPROVING AND UNDERSTANDING EDHUB USERS
Prior studies have used machine learning to improve educa-
tors’ experiences by analyzing web analytics data from the
EdHub Library. Prior to the interface redesign of the library
in 2021, the first generation of EdHub posed significant
navigation challenges for locating and aligning PD materials
to Teacher Standards. Additionally, the analysis of the first
generation of EdHub using a clustering algorithm revealed
the general access patterns to the site and its resources [1].
The result of the 2018 study showed that principals performed
essential activities related to supporting the PD of teachers,
including reviewing teachers’ journal reflections and access-
ing examples of teaching practices and teaching videos after
reviewing collected data from classroom observation reports.
The redesigned the interface of the professional library was
designed to help with two critical information tasks to support
educators regardless of PD experience: (1) aligning PDmate-
rials to Teacher Standards regardless of how educators browse
for materials and (2) facilitating such alignment through
Teacher Standards sitemaps, homepage directory, and search
engine [2].

Leung [11] investigated educators’ self-regulated learning
behaviors of frequent users and all users using a process
mining algorithm before and during the COVID-19 pan-
demic. Before the pandemic, frequent library users relied
more on browsing PD materials through the Teacher Stan-
dards sitemaps and less on the search engine. Principals also
tended to open browser tabs and leave activities idle while
performing principal duties throughout the day. At the onset
of the pandemic, library users accessed four topic areas out
of the 27 topic categories related to the Introduction to NEE,
Beginning Teacher Support, Social-Emotional Learning, and
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Cognitive Engagement. The events from all users across
the above categories showed how educators accessed PD
materials on EdHub to support remote teaching efforts while
providing students with social-emotional support and cogni-
tively engaging them via conferencing tools.

B. SEARCH ENGINE ORIGINS AND EVALUATION
1) ORIGINS OF THE SEARCH ENGINE
Search engines are web-based information retrieval systems
that search several indexed websites and their databases to
match query terms [12].While several types of search engines
exist, search engines rely on three methods for searching
text: keyword searching, concept searching, and meta-search
engines. Most search engines perform text query and retrieval
functions. The second method involves concept searching,
where the search engine attempts to determine the meaning
behind the queries. The third method relies onmultiple search
engines to aggregate search results.

Archie was the first search engine created by Adam
Emtage, a student at McGill University in Montreal, in 1990,
using UNIX commands to look for file directories from
hundreds of systems [12]. Though several keyword-based
search engines came after Archie in the early 1990s, web
crawling became the primary means for search engines to
index massive amounts of information on websites in the late
1900s. In 1998, Google became the most successful search
engine that relied on the PageRank algorithm to determine
the importance of a resource among similar websites. Web
pages are ranked based on importance by calculating the
probability of random clicks on a link and the quality of links
to a page [13].

2) EVALUATING SEARCH ENGINES
Prior studies have investigated how users interact with search
engine services in the early days of the search engine using
server web logs [14], [15], [16], [17]. Although early search
engine keyword analysis relied on the server’s log data in
earlier studies that required extensive data cleaning, search
engines can now automatically calculate performancemetrics
of individual search queries through the CTR metric that
measures how many users clicked on a result after looking
up a query. CTR is the total number of clicks on results
divided by the number of times the results were shown to
the user. CTR data is interpreted from 0 to 1, with 1 being
the highest probability of 100% that users were engaged
with their query results. Studies pointed out that CTR data
from search engines is a valuable feature for measuring the
relevance of search terms, users’ satisfaction, frustration, and
intent with search queries, and predicting user engagement
through predictive modeling of CTR [18], [19], [20], [21].
However, relying solely on CTR has limitations in evaluating
user satisfaction and relevance. Also, CTR doesn’t account
for users who don’t click any links from search results. The
specificity and quality of search queries can significantly
influence the CTR metric.

Furthermore, Lewandowski [22] stated that other
approaches to evaluating search engines’ performance are
user satisfaction, click signals, and credibility assessment
of search results. User satisfaction stems from user-oriented
evaluations of the utility of the information retrieval capa-
bilities of search engines while satisfying users’ information
needs. Although it is challenging to generalize the search
behaviors of users due to the significant variability of infor-
mation needs, user satisfaction with search engines can be
estimated with a click signal analysis in which search queries
are analyzed in terms of the first click, the rank of a click, and
the fraction of abandoned search queries, including queries
without any click. Regarding users’ assessment of search
results, Kammerer and Gerjets [23] reported that users often
rely on the search engine’s ability to rank search results
without paying attention to the credibility of sources.

C. QUANTITATIVE METHODOLOGIES FOR SEARCH
ENGINE ANALYSIS
Although user studies and methodologies in search engines
are valuable for understanding search queries and user behav-
iors, these can be impractical to conduct on a large scale
because of the cost of recruiting participants, limited scala-
bility of interventions, intrusiveness, and lack of privacy. For
these reasons, quantitative methodologies that use log data
and machine learning approaches are better suited to analyze
vast amounts of data for the whole population of interest
while ensuring data privacy and validity of results.

The standard search engine keyword analysis methodolo-
gies are exploratory data analysis, one-hot encoding, and
feature selection. These methodologies rely on search engine
logs to understand search intent and the effectiveness of
search queries.

1) EXPLORATORY DATA ANALYSIS
The goal of exploratory data analysis involves visually and
statistically exploring the data to gain insights, identify pat-
terns, and detect anomalies through summary statistics, data
visualization, term co-occurrence analysis, temporal analysis,
and sentiment analysis [24], [25].

2) ONE-HOT ENCODING
One-hot encoding is used in search engine keyword analysis
to represent categorical data, such as terms or keywords,
as binary vectors that machine learning algorithms or sta-
tistical models can use. One-hot refers to transforming
categorical data as binary values to represent values as ‘‘hot’’
(1) and the rest as ‘‘cold’’ (0). The advantages of one-hot
encoding include simplicity of implementation and running
efficiency. However, one-hot encoding consumes storage,
carries little information about similarity and ordinality, tends
to overfit with high variance, and fails to generalize unseen
data [26]. Even though the limitations of one-hot encoding are
noted, one-hot encoding is preferable for nominal over label
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encoding because nominal data does not carry information on
ordinality among categories [27].

3) FEATURE SELECTION AND FEATURE IMPORTANCE
Feature selection involves identifying and choosing the most
pertinent and meaningful attributes (or variables) from a
larger pool of available features. The objective of feature
selection is to enhance the accuracy, efficiency, and inter-
pretability ofmodels or analyses by concentrating on themost
informative features and reducing the overall complexity of
the data. Feature selection techniques include filter, wrapper,
and embedded methods [28]. Filter methods select subsets of
variables as a preprocessing step for reducing dimensionality
and overfitting by eliminating redundant features and rank-
ing variables in ascending order with top-n features using
information gain, correlation measures, Chi-square, and Gini
index. Chi-square is commonly used as a filter method to
rank predictive attributes of one-hot encoded data and the tar-
get variable. Wrapper methods involve forward or backward
elimination strategies where predictive variables are progres-
sively incorporated into larger subsets or variables with less
predictive power are eliminated. Although filter methods lack
a clear cut-off point for ranking features due to the top-n
features, wrapper methods can be computationally expensive
for identifying predictive subsets [29]. In embeddedmethods,
feature selection is performed during training, and internal
parameters are adjusted to determine the weight of each
predictive feature. Feature selection is generally done before
training amodel, whereas feature importance ranks and quan-
tifies the distribution and contribution of principal features to
the overall predictive model after model training [30], [31].

III. PROPOSED METHODOLOGY
Although exploratory data analysis, one-hot encoding, fea-
ture selection, and feature importance can be used indi-
vidually to understand search queries and users’ behav-
ior, implementing such methodologies individually without
understanding the shortcomings of CTR can lead to bias,
assumptions, and limited depth of analysis. The proposed
methodology aims to leverage these methodologies in a series
of steps to understand the characteristics of search engine data
by addressing the downsizes of CTR through outlier removal
of extreme CTR values before one-hot encoding, feature
selection, and feature importance. The proposed method-
ology follows a feature engineering approach to cleaning,
encoding, and preparing the dataset for further algorithmic
uses [24]. The proposed methodology aims to identify the
search terms relevant to the K-12 educator community. Once
ordinality is established among relevant search terms, search
terms can be scrutinized individually and modified to reduce
cognitive overload in search results.

In the first step, an exploratory data analysis is carried
out to determine the dataset’s overall distribution and iden-
tify outliers for reducing dimensionality. Once outliers are
removed during the exploratory phase, search terms are
one-hot encoded to create numerical representations while

TABLE 1. Feature engineering approach and python packages.

dropping the categorical column (i.e., query). Although con-
verting search terms from nominal to continuous features
does not carry any order or hierarchy, the next step involves
running a feature selection algorithm as a filter method,
using top-n (50) features in SelectKBest to establish ordinality
among the one-hot encoded search terms and continuous
variables that predict the target variable (i.e., CTR)—two
attempts aim to reduce dimensionality in the exploratory and
feature selection steps. Although data normalization is stan-
dard inmachine learning, it is not always required because the
one-hot encoded data only indicates the presence or absence
of a variable [32]. Once the one-hot encoded search terms are
identified and ranked by Chi-square scores, two regression
tasks are performed to obtain accuracies and rootmean square
errors. As a final step, program managers use the search
engine console to optimize the identified search terms that
yield 40 or more search results. Table 1 summarizes the
steps of the proposed methodology. The remainder of this
section describes the details of the data collection procedures,
environment, and Python packages used for exploratory data
analysis, one-hot encoding, and feature selection.

A. DATA COLLECTION
A search engine service called SiteSearch360 provides a
mechanism for curating and crawling online professional
development resources. This study used the dataset of 1,317
search terms from May 2018 to November 2021 to identify
five variables:Query, Total Searches,Unique Searches, Total
Search Results, and CTR [33]. The Query field is a categor-
ical variable that tracks users’ search terms. Total Searches,
Unique Searches, Total Search Results, and CTR fields are
continuous variables that track different aspects of users’
search queries. The Total Searches variable tracks the number
of times a query has been searched for, including non-unique
entries. The Unique Searches variable collects the number
of unique entries, not including the multiple instances of the
query performed by the same user. The Total Search Results
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variable is the total number of results displayed to the user
when a query is entered. CTR is calculated automatically to
identify the percentage of users who clicked on a result after
looking up a query.

B. EXPLORATORY DATA ANALYSIS AND ENVIRONMENT
In the exploratory data analysis phase, the Pandas Profiling
package in Pythonwas used to explore the frequency distribu-
tion of Query, Total Searches, Unique Searches, Total Search
Results, and CTR [34]. Bar charts and tables were generated
to visualize the most and least searched terms against CTR
rates. A total of 836 (63.5%) and 185 (14%) search terms
with CTR of 0 and 1 were removed, respectively, leaving a
final count of 296 (22.5%) search terms for analysis.

The analyses were performed in Jupyter notebooks using
Python 3.7.7. The Pandas Profiling package was used to visu-
alize the distribution of queries across the three continuous
variables before removing outliers [35]. Once outliers were
removed, Plotly generated heatmap bar charts to explore the
characteristics of top and bottom search terms against CTR
and Total Search Results [36]. These heatmap bar charts are
particularly useful in understanding which search terms have
an overwhelmingly large number of search results presented
to users and the level of user engagement with search results.

C. ONE-HOT ENCODING
One-hot encoding is a technique used in search term anal-
ysis to represent categorical data, such as search terms or
keywords, as binary vectors. It is a way to transform tex-
tual data into a numerical format used by machine learning
algorithms. The term ‘‘one-hot’’ refers to the fact that each
query is represented by a vector of binary values, where only
one element is ‘‘hot’’ (1) and the rest are ‘‘cold’’ (0). After
removing the CTR outliers, 296 search terms were one-hot
encoded as continuous variables to prepare the dataset for the
CTR prediction tasks. The Pandas get_dummies method con-
verted the search terms, or categorical attribute, into a dummy
continuous variable while dropping the existing categorical
Query column. Also, data normalization is not applicable
because one-hot encoded data are transformed into binary
vectors, which would not affect their value. After all, numer-
ical features are centered on the mean with a unit standard
deviation [32].

D. UNIVARIATE FEATURE SELECTION
The univariate SelectKBest function can still perform fea-
ture selection when working with one-hot encoded data to
evaluate one-hot encoded search terms based on Chi-square
to identify the significant relationships to the target vari-
able [37]. The univariate SelectKBest function evaluates the
relationships between each feature (i.e., search term) and the
target variable (i.e., CTR) and ranks the predictive features
by Chi-square. Chi-square scores obtained for each one-hot
encoded search term reflect the strength of the association
between a search term and CTR.

TABLE 2. Descriptive statistics of relevant search terms after outlier
removal.

The Gaussian Naive Bayes (GaussianNB) and the Random
Forest Regression (RFR) were utilized for regression tasks to
measure the predictive accuracies and rootmean square errors
(RSME). The predictive scores were 0.984 and 0.998, while
RSME scores were 0.008 and 0.202 for GaussianNB and
RFR, respectively. Out of the 50 features, three search engine
features (i.e., Unique Searches, Total Searches, and Total
Search Results) and 47 search terms were strong predictors
of the CTR target variable. The 47 search terms were ranked
based on feature scores to identify their relevance. Unsurpris-
ingly, the three search engine features were the top three most
important features since CTR is a percentage calculation of
the number of clicks a search term receives by the number
of times it is shown to the user. The critical aspect of the
proposed methodology is to bring ordinality to search engine
data by ranking one-hot encoded search terms by Chi-square
scores. The ordinality of search terms can well reflect educa-
tors’ search preferences for PD materials on the platform.

IV. FINDINGS
The following findings are organized by the research question
below.

A. WHAT ARE THE CHARACTERISTICS OF SEARCH TERMS
UTILIZED IN CTR AND KEYWORD FREQUENCIES IN THE
ONLINE ENVIRONMENT?
A total of 1,317 search terms were extracted from the search
engine console, including 836 (63.5%) search terms with a
CTR of 0, 185 (14%) with a CTR of 1, and 296 (22.5%) with
CTR values greater than 0 and less than 1. Figure 4 shows
the search term distribution based on CTR before removing
outliers.

After removing the search terms with CTR of 1 and 0,
296 search terms were filtered as relevant with an average
of 9.91 Total Searches and 0.73 CTR, as shown in Table 2
and Figure 5a. The most frequent search terms were indicator
(77), learning (75), nee (56), scoring (50), and rubric (48),
as shown in the word cloud in Figure 5b.

B. WHAT ARE THE TOP AND BOTTOM SEARCH TERMS
USED IN THE ONLINE K-12 ENVIRONMENT?
As shown in Figure 6, the most searched terms (e.g., ethical,
superintendent, and principal evaluation) with CTR above

VOLUME 12, 2024 69081



J. Leung: Improving Educators’ Search Engine Experience

FIGURE 4. Distribution of search terms prior outlier removal.

0.80 are in blue and purple shades that presented users with
approximately 20-40 search results, indicating a high level
of user engagement with the search results. Figure 7 shows
the least searched terms (e.g., critical thinking skills, indi-
cator 4.1, and 1.1) with a CTR below 0.25 in an orange
shade, indicating the low level of user engagement when
presented with an overwhelmingly large number of search
results. However, it is essential to note that search terms such
as exemplar, cooper, and remotewere the least searched terms
but displayed search results between 20-40 without satisfying
users’ information needs, as shaded in blue and purple in
Figure 7.

C. WHICH FEATURES STRONGLY PREDICT
CLICK-THROUGH RATES IN THE ONLINE K-12
ENVIRONMENT?
The feature selection using SelectKBest showed the highest
model accuracies of 0.984 for GaussianNB and 0.998 for
RFR using 50 features, including three search engine fea-
tures and 47 one-hot encoded search terms, for predicting
CTR. The three search engine features were the most relevant
based on the Chi-square scores, and the prediction scores
were as follows:Unique Searches (74,890.47), Total Searches

(66,552.65), and Total Search Results (11,528.17). Not sur-
prisingly, the search engine features were relevant since CTR
is a calculation using these variables. Table 3 shows the
47 search terms in four groups based on Chi-square for
predictive scores and the corresponding continuous variables
from the original dataset for further optimization of search
results in the administrative console.

V. DISCUSSION
The proposed methodology leverages search engine analysis
in a series of steps to filter out misleading search terms with
extreme CTR values, one-hot encode relevant search terms
and perform univariate feature selection to rank the predictive
search terms of CTR as the target variable. After observing
search terms by the Chi-Square scores, patterns among search
terms emerge, revealing users’ search patterns. Then, the
identified search terms can be mapped to the original search
engine dataset to understand which queries are used the most
and cause cognitive overload in the Total Search Results vari-
able. By understanding the search terms that cause cognitive
overload in search results, proactive steps can be taken to
improve user experience with the search engine by updating
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FIGURE 5. CTR distribution and search term frequency after outlier
removal.

FIGURE 6. Search terms with high user engagement.

search term dictionaries and creating custom search results in
the search engine administrative console.

In the context of online teacher PD, it is critical to remove
search terms with extraneous CTR values (i.e., 0 and 1)
that do not represent users’ search intent. After removing
the CTR outliers and performing univariate feature selection,
search terms were related to the NEE teacher evaluation
system components, PD resources for teachers, Teacher
Standards, and PD resources for school administrators. The
proposed methodology comprehensively eliminates biased

FIGURE 7. Search terms with low user engagement.

search terms caused by the shortcomings of the CTR metric.
Also, it serves as the foundation of machine learning classi-
fication tasks that have the potential to classify search terms
based on the types of resources and navigation functions in
EdHub.

The most searched terms, shaded in blue and purple, were
characterized by around 40 search results with a maximum of
0.85 CTR, as shown in Figure 6. This exploratory finding of
the most searched terms showed that users were more likely
to browse search results when their queries yielded around
40 search results or less. This finding shows the tolerance
level among educators willing to find particular PD materials
that satisfied their search goals. However, a few of the most
searched terms (e.g., teacher professional development plan
and 4.2 activities) are shaded in orange and yellow, indicating
low user engagement when search results were above 100 in
Figure 6. Regarding the least searched terms, as shown in
Figure 7, these search terms yielded above 100 search results
with a maximum of 0.25 CTR, shaded in orange and yellow,
indicating a low user engagement with search results. This
finding shows educators’ unwillingness to browse the search
results provided due to extraneous cognitive load in search
results.

Based on the Chi-square scores in Table 3, search terms
appeared to be ranked in four distinct groups, revealing edu-
cators’ search priorities when using the search engine. In the
first group, the search terms involved broad searches about
Teacher Standards and rubrics, video exemplars, and PD
resources for critical thinking, dyslexia, culturally responsive
teaching, and technology integration. In the second group, the
search terms were more specific regarding Teacher Standards
(4.1, 4.2, 4.2b, 5.1, and 7.4), teacher evaluation components,
units of instruction, and subject-specific PD resources related
to the journaling component. In the third group, the search
terms were associated with PD resources for school adminis-
trators and specific modules for building instructional skills
and stimulating critical thinking. In the fourth group, the
search terms were related to video examples for Teacher
Standard 4.1, examples of classroom observation scoring, and
formative assessment modules.
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TABLE 3. Search terms in four clusters ranked by feature score. TABLE 3. (Continued.) Search terms in four clusters ranked by feature
score.

Although the 47 search terms identified reflect the educa-
tors’ search priorities, 36 search terms (Table 3 in bold) that
contained higher than 40 search results need to be optimized
to reduce cognitive load on users by curating specific instruc-
tional modules from the search engine administrative console
and triggering a suggestion from the search results page to
indicate an alternative way to narrowing the search task using
the Teacher Standards sitemaps. It is important to note that
there is no clear cut-off regarding the ideal number of search
results. The selection of roughly 40 search results as the ideal
tolerance level for browsing search results was because the
top search terms exhibited increased user engagement when
the CTR metric was above 0.5 as the median CTR, as shown
in Figure 4(d). Interestingly, users relied on generic search
terms using one to five words to perform search queries.

A. IMPLICATIONS
The study has implications for research and practitioners of
standards-based PD. First, this research shows search behav-
iors and levels of success in finding PDmaterials that address
educators’ PD needs. This research also builds the founda-
tion for artificially intelligent search engine tools that make
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FIGURE 8. Custom dictionary from the administrative console.

inferences about users’ information goals based on the dis-
tinct clusters found in the predictive model of CTR. Second,
the results allow PD developers to develop custom dictio-
naries that generate search recommendations for generic
terms and classroom observation evaluation terminologies.
Third, 36 search terms with significant search results are
a foundation for a data-driven approach in evaluating and
improving the search engine function for the most utilized
search terms. Thus far, a dictionary of synonym terms was
created to address acronyms to develop more targeted search
results from the administrative search engine console, includ-
ing the Principal Professional Development Plan (PPDP),
Teacher Professional Development Plan(TPDP), and Cul-
turally Responsive Teaching (CRT). The present dictionary
will be expanded based on the 36 search terms to reduce
cognitive load in search results. Figure 8 shows an example
of the custom dictionary for classroom observation evaluation
terminologies created to date.

B. LIMITATIONS
The study presented a limitation regarding the grammatical
correction feature when interacting with the search engine.
The grammatical correction feature in the search engine
is disabled to reduce the large number of search results.
Even with the grammatical correction feature turned on,
such corrections are not tracked in the search engine dash-
board, which may lead to misleading CTR values. Although
the proposed methodology included two steps in reducing
the dimensionality in the exploratory and feature selection
phases, this approach only examined each predictive attribute
independently in relation to the target variable based on the
Chi-square statistic. It did not analyze mutual information
among one-hot encoded search terms.

VI. CONCLUSION
In the analysis of 1,317 search terms, 296 (22.5%) search
terms were selected for feature engineering using one-hot
encoding and feature selection. Excluded terms comprised
836 (63.5%) search terms with a CTR of 0 and 185 (14%)
with a CTR of 1. In predicting CTR based on predictor
variables, feature scores showed Unique Searches, Total
Searches, and Total Search Results as the top three search
engine features, followed by 47 search terms ranked in
four groups based on their feature scores. The search terms
described in the four groups represented the search priorities
of educators when looking for PD materials. Program man-
agers can use this proposed methodology to assess educators’
PD priorities and the effectiveness of search terms, leading
to appropriate search term customization efforts each school
year.

The future directions of the study involve the following:

• Explore educators’ navigation trajectories with process
mining techniques when interacting with the search
engine.

• Examine related or associated search terms through
SelectKBest mutual information statistics and asso-
ciation rule mining to understand educators’ search
intentions.

• Develop data ingestion pipelines and end user interfaces
to support the automatic ranking of search terms with
Streamlit and Tableau.
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