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ABSTRACT Global warming, driven by excessive carbon emissions, harms nature and society. Gov-
ernments’ carbon reduction policies are crucial for sustainable industrial growth, integrating eco-friendly
practices into production decisions. In addition, sellers often demand upfront payment for goods as a
performance guarantee, receive a portion upon delivery, and finalize the transaction on credit. This advance-
cash-credit (ACC) payment scheme is becoming increasingly common. Based on the above, this study
proposes a production–inventory model with a carbon cap-and-trade policy and an ACC payment scheme
and discusses optimal production and replenishment strategies. We also consider deteriorating rawmaterials,
deteriorating finished products, and an imperfect production system. Mathematical methods and numerical
examples are discussed to clarify the solution process, and a sensitivity analysis of parameters is performed.
We demonstrate that under the two-stage trade credit and ACC scheme, a larger credit payment component
enables the production–inventory system to generate higher total profits, and that a lower charged interest,
higher earned interest, or later overall payment (for the ACC scheme) leads to lower carbon emissions.
Furthermore, changing carbon emission quota does not affect annual carbon emissions but increasing carbon
trading price does, thereby encouraging companies to reduce annual carbon emissions under a carbon cap-
and-trade policy.

INDEX TERMS Production–inventory model, advance-cash-credit payment, deterioration, defective item,
carbon emissions.

I. INTRODUCTION
In today’s highly competitive market environment, com-
panies must apply strategies involving effective produc-
tion and inventory management to reduce operating costs.
Companies must consider how they can establish a bet-
ter production–inventory management mechanism to reduce
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internal and external costs and enhance their competitiveness
and corporate image. In 1913, Harris proposed the Economic
Order Quantity (EOQ) model, which was applied in a quan-
titative ordering strategy that achieves profit optimization
by balancing inventory and ordering costs [1]. The Eco-
nomic Production Quantity (EPQ) model proposed by Taft
is an extension of Harris’s EOQ model for simultaneously
addressing production and inventory optimization [2]. Tra-
ditional EPQ models assume a perfect production process
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in manufacturing; that is, all products are non-defective.
However, the production system is imperfect in practice;
defective products are produced because of problems such
as imperfect production procedures, operator negligence,
and aging equipment. Incomplete production systems affect
optimal production–inventory decisions. Therefore, when a
production batch contains defective products, production and
replenishment strategies should be modified to minimize
inventory costs and maximize profits.

Moreover, problems such as item corruption, deterioration,
and damage may occur during the inventory management
process of most items; these problems are collectively
referred to as item deterioration. The characteristics of dete-
riorating items affect the production–inventory management
decisions of a company or supply chain system. To address
this problem, scholars have proposed the implementation of
production–inventory models for deteriorating items. How-
ever, most studies have only discussed the effect of finished
product deterioration on production–inventory decisions and
total cost or profit. A realistic supply chain system imple-
ments inventories for multiple items, including raw materials
and finished products. Therefore, the deterioration charac-
teristics of raw materials and finished products must be
considered when developing production–inventory models.

Traditional EPQ and EOQ models usually assume that the
buyer pays cash on delivery; however, fixed cash transaction
is not the only form of transaction that is used. To increase
orders and consumption, numerous companies now allow
credit transactions. However, when the manufacturer’s pro-
duction cost or retailer’s purchase volume is high, a full credit
transaction arrangement is adopted, exposing the seller to a
high level of credit risk. Therefore, in practice, a supplier
typically requires a purchaser to pay a deposit as a guarantee
for order fulfillment during an order placement and, subse-
quently, a proportion of the purchase price upon delivery of
goods. Payment of the remaining amount can be postponed
through a credit period. In contrast to full credit transactions,
this scheme of advance-cash-credit (ACC) payment not only
increases purchase orders but also reduces default risks.

Global warming and climate change are increasingly
affecting the natural world and human life. Carbon emis-
sions caused by production activities are a key contributor
to extreme climate events. In 2021, numerous countries are
vying to implement carbon reduction measures. The United
States has committed to reducing its net carbon emissions by
52% relative to 2005 levels by 2030, and Japan has pledged to
reduce its net carbon emissions by 46% relative to 2013 levels
by 2030. China has set a carbon emissions peak for 2030 and
has pledged to become carbon neutral by 2060. Governments
worldwide are actively promotingmeasures such as the devel-
opment of renewable energy sources, introduction of energy
efficiency directives, promotion of carbon trading markets,
and levying of carbon taxes. Among these practices, carbon
emission trading allows for the establishment of emission
quotas for factories and facilities through market transactions
and under a mechanism involving total volume control and

trading rules. When an enterprise exceeds its emission quota,
it can achieve its production goals by purchasing emission
rights from others that still have surplus quotas. The European
Union currently has theworld’s largest carbon tradingmarket.
Notably, China has established a carbon trading platform in
Shanghai that is projected to become the world’s largest.
From the corporate perspective, an enterprise must consider
not only profit maximization but also the means to reducing
the adverse environmental and social effects of their operating
activities [3]. In line with global efforts to promote carbon
reduction policies, most companies are focusing on mea-
sures such as improving physical processes, phasing out less
energy-efficient equipment, updating product packaging, and
utilizing low-polluting energy sources [4]. However, schol-
ars have discovered that companies can also reduce carbon
emissions through operation improvements such as the opti-
mization of production–inventory management, which does
not substantially increase costs [5].
On the basis of the aforementioned findings, the present

study proposes a production–inventory model for deteriorat-
ing items with defective products in which the ACC payment
scheme is applied. Moreover, we introduce a carbon cap-
and-trade policy and establish a corresponding total profit
function. Through mathematical analyses, we determine the
adequate and necessary conditions for the implementation
of optimal solutions. Numerical examples are provided to
clarify the solution procedure and compare payment schemes.
In addition, managerial implications and decision-making
considerations are presented.

II. LITERATURE REVIEW
Our studymainly relates to four topics covered by the existing
literature, namely ACC payment, carbon emissions, deterio-
rating items and imperfect EPQ systems.

The traditional EOQ model assumes the use of cash-
on-delivery transactions. Such transactions are only one of
multiple forms of transactions that are relatively used today.
In a rapidly changing market, companies often use credit
transactions to achieve mutual benefits for both buyers and
sellers. Goyal [6] was the first to add credit transaction
conditions under which a seller can allow a buyer to post-
pone payments in the EOQ model. Since then, scholars have
conducted more extensive and in-depth research on inven-
tory models of credit transactions. Huang and Chung [7]
extended Goyal’s [6] model by integrating a cash discount
component. Teng et al. [8] established modes in which the
manufacturer simultaneously receives the supplier’s trade
credit and provides the customer’s trade credit. Yang et al. [9]
proposed that a supplier may offer its retailers either a cash
discount or credit period to increase sales and reduce default
risks. Moradi et al. [10] constructed an inventory model for
imperfect quality items considering learning effects and par-
tial trade credit policy. Lin et al. [11] discussed optimizing
order policy and credit term for items with inventory-level-
dependent demand under trade credit limit. Akhtar et al. [12]
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developed an interval valued inventory model for deteriora-
tion, carbon emissions and selling price dependent demand
considering buy now and pay later facility.

Li et al. [13] developed a supplier–retailer–customer chain
in which the retailer receives an upstreamACC payment from
the supplier and, in return, makes a downstream cash-credit
payment to customers. Wu et al. [14] formulated an inventory
model for ACC payment schemes for perishable products
with expiration dates. Li et al. [15] discussed sellers’ optimal
replenishment policies and payment terms for advance, cash,
and credit payments. Li et al. [16] discussed optimal pricing,
lot sizing, and backordering decisions that are involved when
a seller in a supplier–retailer chain demands an ACC pay-
ment. Tsao et al. [17] developed an EPQmodel for perishable
products with an ACC payment scheme, and they determined
the optimal selling price and time cycle for maximizing profit
by performing a discounted cash flow analysis. Shi et al. [18]
discussed the optimal replenishment strategies for deterio-
rating items under carbon tax regulation and ACC payment
conditions. Tsao et al. [19] discussed optimal production and
predictive maintenance decisions for deteriorated products
under ACC payments.

The challenge of carbon reduction is widely discussed in
inventory management research. Hua et al. [20] investigated
how firms manage carbon footprints in inventory manage-
ment through a carbon emission trading mechanism. Song
and Leng [21] proposed a single-period inventory (Newsven-
dor) model that incorporates mandatory carbon emission
capacity, carbon tax, and cap-and-trade policies. Zhang and
Xu [22] discussed the application of a carbon cap-and-trade
mechanism to address amulti-item production planning prob-
lem, reporting that carbon trading is an effective means to
reduce carbon emissions. Battini et al. [23] incorporated the
concept of carbon footprint management into a sustainable
EOQ (S-EOQ) model and compared it with the traditional
EOQ model. Toptal et al. [24] established an EOQ model to
determine the optimal carbon reduction investment and order
quantity. He et al. [25] employed an EOQmodel in examining
the production lot sizing problems of a firm subjected to cap-
and-trade and carbon tax regulations. Dye and Yang [26]
established an inventory model for determining the opti-
mal credit transaction periods and replenishment strategies
for various carbon emission policies and credit transaction
types. Qi et al. [27] discussed inventory and pricing strate-
gies in a supply chain subjected to a carbon cap policy.
Xu et al. [28] discussed governmental subsidy policies and
supply chain decisions with carbon emission limit and con-
sumer’s environmental awareness. Wee and Daryanto [29]
proposed two EOQ models considering carbon emissions
and imperfect quality under various out-of-stock conditions.
Datta et al. [30] analyzed a production–inventory systemwith
a mixed carbon policy that combines carbon tax and cap-and-
trade components. Lu et al. [31] used the Stackelberg game
method to explore competitive and cooperative problems
associated with a production–inventory model subjected to

carbon reduction policies. Mashud et al. [32] proposed the
implementation of green technology investment and preser-
vation technology to reduce carbon emission and product
deterioration in a sustainable inventory model. Jauhari et al.
[33] discussed pricing and green inventory decisions for a
supply chain system with green investment and carbon tax
regulation. Priyan [34] established a blockchain-based inven-
tory system with lot size-dependent lead times and uncertain
carbon footprints.

Numerous inventory models for deteriorating items have
been formulated. Ghare and Schrader [35] first integrated
deteriorating items into an EOQ model and proposed that
deterioration rate exhibits an exponential distribution. Covert
and Philip [36] extended this model, establishing an EOQ
model in which deterioration rate is a Weibull distribution of
two parameters. Philip [37] further constructed an inventory
model in which deterioration rate is a Weibull distribution of
three parameters. Wu et al. [38] proposed the first generalized
inventory model for non-instantaneous deteriorating items.
Hsu et al. [39] were the first to explore the effect of preser-
vation technology investment on a deteriorating inventory
model to identify the optimal replenishment and investment
strategies for maximizing the retailer’s total profits. Lee
and Dye [40] formulated a deteriorating inventory model
with stock-dependent demand by considering preservation
technology cost as a decision variable. Dye [41] extended
the inventory model by incorporating a general deteriora-
tion rate, concluding that investing more in preservation
technology leads to higher service standards. Yang et al.
[42] examined trade credit conditions and explored inven-
tory models that allow technology investments to alleviate
deterioration. Zhang et al. [43] investigated and clarified the
optimal dynamic pricing strategy and replenishment cycle for
non-instantaneous deteriorating items with respect to situa-
tions where consumer demand is dependent on sales price and
the quantity of items displayed in stores. Pal et al. [44] studied
an inventory model for non-instantaneous deteriorating items
that are characterized by constant demand and inventory
shortages. Khakzad and Gholamian [45] discussed the effect
of inspection time on average deterioration rate during the
replenishment period and established an inventory model
for deteriorating items. Mishra et al. [46] considered carbon
emission reduction and established a sustainable inventory
model for deteriorating items.

For imperfect production systems, Porteus [47] and
Rosenblatt and Lee [48] were the first to consider the effect
of imperfect production processes on EPQ models. Lee and
Rosenblatt [49] and Groenevelt et al. [50] added maintenance
and repair factors (relating to production equipment) to an
EPQmodel with incomplete production procedures. Salameh
and Jaber [51] proposed an inventory model based on EPQ
and EOQ models to analyze item quality. Chan et al. [52]
established an EPQmodel for comprehensive item inspection
and classified defective products as low priced, reworked,
or discarded. Huang [53] examined an inventory model in
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which defective products are inspected by the buyer. Chiu
et al. [54] determined the optimal run time for an imperfect
finite production rate model with scrap, rework, and stochas-
tic machine breakdown. Wee and Widyadana [55] developed
EPQ models for deteriorating items that incorporated rework
and stochastic preventive maintenance time. Taleizadeh et al.
[56] considered an EPQmodel that allows for defective prod-
ucts to be reprocessed and reshipped to determine the optimal
price and replenishment strategies. Hsu and Hsu [57] formu-
lated EPQ models to determine the optimal production lot
size and backorder quantity for a manufacturer with an imper-
fect production process. Tsao et al. [58] discussed imperfect
EPQ models that consider the predictive maintenance and
reworking of defective products to obtain the optimal pro-
duction runtime and minimize total projected cost. Khanna
et al. [59] discussed integrated vendor–buyer strategies for
imperfect production systemswithmaintenance andwarranty
policy.

The main differences between the present study and the
studies discussed thus far are outlined in Table 1. In contrast
to previous studies, the present study incorporates the two
characteristics of imperfect production process and inventory
deterioration, which can make a model more realistic. The
model assumption of payment type has gradually developed
from the assumption of early cash payment to that of a
comparative decision involving scenarios such as payment
in advance, cash on delivery, permissible delayed payment,
and trade credit. ACC payment, the most recently proposed
scheme of payment, can be regarded as a general setting for
the aforementioned forms of payment under dynamic adjust-
ments. Furthermore, ACC payment is a relatively flexible
and comprehensive scheme. Although studies have discussed
the production–inventory problem in relation to deteriorat-
ing items and defective products in the presence of carbon
emission policies, no study has discussed the effect of ACC
payment on carbon emissions and carbon reduction policies.
With countries continually working to improve their carbon
tradingmarkets, cap-and-trade policies have become themost
common industrial carbon policies; therefore, we selected the
cap-and-trade policy as the carbon reduction policy constraint
of our proposed model. The present study fills a research gap
relating to the production–inventory model and discusses the
effect of ACC payment on carbon emissions and carbon cap-
and-trade policy.

III. NOTATION AND ASSUMPTIONS
To establish the production–inventory model, the following
notation and assumptions are used.

A. NOTATION
α Percentage of payment in advance
β Percentage of cash on delivery
γ Percentage of credit payment (α + β + γ = 1)
D Demand for finished products per unit time
P Production quantity per unit time

λ Defective rate of finished products
S Setup cost per production cycle
Ŝ Fixed carbon emissions per production

setup
A Ordering cost of raw materials per pro-

duction cycle
Â Fixed carbon emissions from rawmaterial

orders per production cycle
cm Unit purchase cost of raw materials
ĉm Carbon emissions from procurement of

raw materials per unit
c Unit production cost
ĉ Carbon emissions from production of one

unit of finished product
s Unit selling price of finished products

(s > c)
hm Unit holding cost of materials per unit

time (excluding interest charged)
hi Unit holding cost for i product per unit

time (excluding interest charged), with an
i of 1 and 2 denoting non-defective and
defective products, respectively

ĥm Carbon emissions from storage of raw
materials per unit per unit time

ĥi Carbon emissions from storage of i prod-
uct per unit per unit time, with an i of
1 and 2 denoting non-defective and defec-
tive products, respectively

k Unit disposal cost of defective products
pc Unit price of carbon emissions trading
θm Deterioration rate of raw materials
θf Deterioration rate of finished products
r Quantity of raw materials required to pro-

duce one unit of finished product
ϖ Carbon emission quota
N Trade credit period provided to retailer

(N ≥ 0)
M Trade credit period offered by supplier

(M ≥ N ≥ 0)
l Length of period during which manufac-

turer pays in advance (l ≥ 0)
Ic Interest charged per dollar per unit time
Ie Interest earned per dollar per unit time
t1 Length of production period (a decision

variable)
T Length of replenishment cycle (a decision

variable)
Im(t) Inventory level of raw materials at time

t ∈ [0, t1]
I1(t) Inventory level of finished products at

time t ∈ [0, t1]
I2(t) Inventory level of finished products at

time t ∈ [t1,T ]
TPW (t1,T ) Total profits per production cycle (without

charged and earned interest) as a function
of t1 and T
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TABLE 1. Principal characteristics of related studies and the present study.

TP(t1,T ) Total profits per unit time as a function of
t1 and T

∗ Representation of optimal value.

B. ASSUMPTIONS
1) The production–inventory model considers raw materi-

als and finished products simultaneously.
2) When the purchase price is high, the upstream com-

pany usually requires the downstream company to pay
a partial deposit (assuming a ratio of α) for an order
placement and then a part of the price (assuming a ratio
of β) upon delivery of goods. Payment of the remaining
amount (assuming a ratio of γ ) can be postponed, with
0 ≤ α, β, γ ≤ 1 and α + β + γ = 1 (see Li et al. [13];
Wu et al. [14]; Li et al. [16]; Tsao et al. [17]).

3) The trade credit period offered by the supplier is longer
than or equal to that offered by the manufacturer; that is,
M ≥ N .

4) The replenishment rate of raw materials is unlimited,
whereas the production rate of finished products is lim-
ited and greater than the market demand rate.

5) The lead time for material replenishment is 0.
6) A shortage of finished products is not allowed, and the

production of finished products is immediately termi-
nated upon the exhaustion of the raw materials.

IV. MODEL FORMULATION AND SOLUTION
A. MODEL FORMULATION
On the basis of the aforementioned notation and assump-
tions, the production-inventory system, encompassing raw
materials and finished goods, is described as follows. At the
beginning of each cycle, the manufacturer purchases and
receives qm units of raw materials and then starts production.
The rawmaterials are continuously used in production, simul-
taneously deteriorate gradually, and are exhausted by time t1.
Regarding finished goods, the manufacturer begins produc-
ing and selling production batches that contain defective
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FIGURE 1. Inventory levels of raw materials and finished products in a
production cycle.

products. Because the production rate of non-defective prod-
ucts is greater than the demand rate, the inventory of
finished goods gradually accumulates until the materials are
exhausted. At this time, the inventory level peaks. Thereafter,
at the end of the cycle, the inventory level is reduced to
zero because of the demand and deterioration. In addition,
defective products are detected immediately and gradually
accumulate until the end of production, at which point the
entire batch is processed. This entire process is then repeated.
The relationship between inventory level and timeline for raw
materials and finished goods is presented in Figure 1.

Figure 1 indicates that the change in inventory level for
raw materials during [0, t1] is related to production input and
deterioration. Therefore, Im(t) at time t can be expressed by
the following differential equation:

dIm(t)
dt

+ θmIm(t) = −rP, 0 < t < t1.

(1)

With the application of the boundary condition Im(t1) = 0,
Eq. (1) is solved to obtain the inventory level at this stage:

Im(t) =
rP
θm

[
eθm(t1−t) − 1

]
, 0 < t < t1. (2)

Subsequently, the manufacturer’s order quantity of materials
per production cycle can be obtained:

qm = Im(0) =
rP
θm

(eθmt1 − 1). (3)

For finished goods, during [0, t1], the inventory level changes
because of the production of non-defective goods, demand,
and deterioration. Therefore, I1(t) at time t can be expressed
as the following differential equation:

dI1(t)
dt

+ θf I1(t) = (1 − λ)P− D, 0 < t < t1. (4)

With the application of the boundary condition I1(0) = 0,
Eq. (4) is solved to obtain the inventory level at this stage:

I1(t) =
(1 − λ)P− D

θf
(1 − e−θf t ), 0 ≤ t ≤ t1. (5)

Similarly, during [t1,T ], the change in inventory level is
affected by demand and deterioration. Therefore, I2(t) at time
t can be expressed as the following differential equation:

dI2(t)
dt

+ θf I2(t) = −D, t1 ≤ t ≤ T . (6)

With the application of the boundary condition I2(T ) = 0,
Eq. (6) is solved to obtain the inventory level at this stage:

I2(t) =
D
θf
[eθf (T−t)

− 1], t1 ≤ t ≤ T . (7)

Next, t1 is substituted into Eqs. (5) and (7), and because
I1(t1) = I2(t1), the length of the production period t1 is
obtained using the following equation:

t1 =
1
θf

ln
[
1 +

D
(1 − λ)P

(eθf T − 1)
]

. (8)

The total profits per production cycle of the production–
inventory system comprises sales revenue, setup cost, mate-
rial ordering and purchase costs, production cost, holding
costs for materials and finished products, and disposal cost
of defective products. TPW (t1,T ), the total profits excluding
interests charged and earned per production cycle can be
calculated as follows:

TPW (t1,T ) = sDT − S − A− cmqm − cPt1

− h1

[∫ t1

0
I1(t)dt +

∫ T

t1
I2(t)dt

]
−
h2λPt21

2
− hm

∫ t1

0
Im(t)dt−kλPt1

= sDT − S − A− cmqm − (c+ kλ)Pt1

− h1

{
(1 − λ)P− D

θ2f
(e−θf t1 + θf t1 − 1)

+
D

θ2f
[eθf (T−t1) − θf (T − t1) − 1]

}

−
h2λPt21

2
−
hmrP
θ2m

(eθmt1 − θmt1 − 1). (9)

Interest charged for raw material (represented by ICm)
The downstream company pays a deposit of α percent of

the purchase price first when placing an order and then cash-
on-delivery payment of β percent of the purchase price after
a period of l. Payment of the remaining γ percent of the
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FIGURE 2. Interest charged for raw materials when M ≤t1.

FIGURE 3. Interest charged for raw materials when M ≥t1.

purchase price can be postponed for a period ofM . Regarding
the interest charged, the trade credit period M offered by the
upstream supplier differs from the production period t1; thus,
two possible scenarios apply, namely M ≤ t1 and M ≥ t1
(Figs. 2 and 3, respectively). Denoted as ICm, the interest
charged per replenishment cycle is calculated as follows:

ICm =

{
IC1m ifM ≤ t1,
IC2m ifM ≥ t1,

where

IC1m = cmIc

{
+(α + β)

∫ t1

0
Im(t)dt + γ

∫ t1

M
Im(t)dt

}
= cmIcrP

{
[α(M + l) + βM ]

θm
(eθmt1 − 1)

+
(α + β)

θ2m
(eθmt1 − θmt1 − 1)

+
γ

θ2m

[
eθm(t1−M )

− θm(t1 −M ) − 1
]}

, (10)

and

IC2m = cmIcrP
{
[α(M + l) + βM ]

θm
(eθmt1 − 1)

+
(α + β)

θ2m

(
eθmt1 − θmt1 − 1

)}
. (11)

Interest charged for finished products (represented by
ICg)

The credit transaction period provided by the manufac-
turer to the downstream retailer is N , and interest is charged
due to prior inventory cost. As N , the production period t1
and replenishment cycle T are different, three scenarios are

FIGURE 4. Interest charged for finished products when N ≤t1.

possible, namely N ≤ t1, t1 ≤ N ≤ T , and N ≥ T
(Figs. 4, 5, and 6, respectively). The interest charged per
replenishment cycle is expressed as follows:

ICg =


IC1g, ifN ≤ t1,
IC2g, ift1 ≤ N ≤ T ,

IC3g, ifN ≥ T ,

where

IC1g = cIc

∫ N

0
I1(t)dt

=
cIc[(1 − λ)P− D]

θ2f
(e−θf N + θf N − 1), (12)

IC2g = cIc

[∫ t1

0
I1(t)dt +

∫ N

t1
I2(t)dt

]
= cIc

{
(1 − λ)P− D

θ2f
(e−θf t1 + θf t1 − 1)

+
D

θ2f

[
eθf (T−t1) − eθf (T−N )

− θf (N − t1)
]}

, (13)

and

IC3g = cIc

[∫ t1

0
I1(t)dt +

∫ T

t1
I2(t)dt

]
= cIc

{
(1 − λ)P− D

θ2f
(e−θf t1 + θf t1 − 1)

+
D

θ2f

[
eθf (T−t1) − θf (T − t1) − 1

]}
. (14)

Interest earned (represented by IE)
The upstream supplier provides a trade credit period M ,

and the manufacturer can earn interest through sales income
before payment. As M , the credit transaction period N pro-
vided to the retailer, and replenishment cycle T are different,
two scenarios are possible, namely M ≤ T + N and M ≥

T + N (Figs. 7 and 8, respectively). Therefore, the interest
earned per replenishment cycle is:

IE =

{
IE1 if M ≤ T + N ,

IE2 if M ≥ T + N ,
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FIGURE 5. Interest charged for finished products when t1≤ N ≤ T .

FIGURE 6. Interest charged for finished products when N ≥ T .

where

IE1 =
γ sIeD(M − N )2

2
, (15)

and

IE2 = γ sIe

[
DT 2

2
+ DT (M − T − N )

]
. (16)

Therefore, we can obtain TP(t1,T ), the total profits of the
manufacturer per unit time, as follows:

TP(t1,T ) =



TP1(t1,T ), if M ≤ t1,
TP2(t1,T ), if N ≤ t1 ≤ M ≤ T + N ,

TP3(t1,T ), if N ≤ t1 ≤ T + N ≤ M ,

TP4(t1,T ), if t1 ≤ N ≤ M ≤ T + N ,

TP5(t1,T ), if t1 ≤ N ≤ T + N ≤ M ,

TP6(t1,T ), if T ≤ N ≤ M ≤ T + N ,

TP7(t1,T ), if N ≤ T + N ≤ M ,

(17)

where

TP1(t1,T )

= [TPW (t1,T ) − IC1m − IC1g + IE1]/T

= sD−
1
T

{
S + A+

cmrP
θm

(eθmt1 − 1) + cPt1

+ h1
(1 − λ)P− D

θ2f

(
e−θf t1 + θf t1 − 1

)

FIGURE 7. Interest earned when M ≤ T + N .

FIGURE 8. Interest earned when M ≥ T + N .

+
D

θ2f
[eθf (T−t1) − θf (T − t1) − 1]}

+
h2λPt21

2
+
hmrP
θ2m

(eθmt1 − θmt1 − 1)

+ kλPt1 + cmIcrP
{
[α(M + l) + βM ]

θm

×(eθmt1 − 1) +
(α + β)(eθmt1 − θmt1 − 1)

θ2m

}
+

γ

θ2m

[
eθm(t1−M )

− θm(t1 −M ) − 1
]}

+
cIc[(1 − λ)P− D]

θ2f
(e−θf N + θf N − 1)

−
γ sIeD(M − N )2

2

}
, (18)

TP2(t1,T )

= [TPW (t1,T ) − IC2m − IC1g + IE1]/T

= sD−
1
T

{
S + A+

cmrP
θm

(eθmt1 − 1) + cPt1

+ h1

{
(1 − λ)P− D

θ2
(e−θf t1 + θf t1 − 1)

+
D

θ2f
[eθf (T−t1) − θf (T − t1) − 1]

}
+
h2λPt21

2
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+
hmrP
θ2m

(eθmt1 − θmt1 − 1) + kλPt1

+ cmIcrP
{
[α(M + l) + βM ]

θm
(eθmt1 − 1)

+
(α + β)

θ2m
(eθmt1 − θmt1 − 1)

}
+
cIc[(1 − λ)P− D]

θ2f
(e−θf N + θf N − 1)

−
γ sIeD(M − N )2

2

}
, (19)

TP3(t1,T )

= [TPW (t1,T ) − IC2m − IC1g + IE2]/T

= sD−
1
T

{
S + A+

cmrP
θm

(eθmt1 − 1) + cPt1

+ h1

{
(1 − λ)P− D

θ2f

(
e−θf t1 + θf t1 − 1

)
+
D

θ2f

[
eθf (T−t1) − θf (T − t1) − 1

]}

+
h2λPt21

2
+
hmrP
θ2m

(eθmt1 − θmt1 − 1) + kλPt1

+ cmIcrP
{
[α (M + l) + βM ]

θm

(
eθmt1 − 1

)
+

(α + β)

θ2m

(
eθmt1 − θmt1 − 1

)}
+
cIc [(1 − λ)P− D]

θ2f
(e−θf N + θf N − 1)

− γ sIe

[
DT 2

2
+ DT (M − T − N )

]}
, (20)

TP4(t1,T )

= [TPW (t1,T ) − IC2m − IC2g + IE1]/T

= sD−
1
T

{
S + A+

cmrP
θm

(eθmt1 − 1) + cPt1

+ h1

{
(1 − λ)P− D

θ2f

(
e−θf t1 + θf t1 − 1

)
+
D

θ2f

[
eθf (T−t1) − θf (T − t1) − 1

]}

+
h2λPt21

2
+
hmrP
θ2m

(eθmt1 − θmt1 − 1)

+ kλPt1 + cmIcrP
{
[α (M + l) + βM ]

θm

(
eθmt1 − 1

)
+

(α + β)

θ2m

(
eθmt1 − θmt1 − 1

)}
+ cIc

{
(1 − λ)P− D

θ2f
(e−θf t1 + θf t1 − 1)

+
D
θ2

[
eθf (T−t1) − eθf (T−N )

− θf (N − t1)
]}

−
γ sIeD(M − N )2

2

}
, (21)

TP5(t1,T )

= [TPW (t1,T ) − IC2m − IC2g + IE2]/T

= sD−
1
T

{
S + A+

cmrP
θm

(eθmt1 − 1) + cPt1

+ h1

{
(1 − λ)P− D

θ2f
(e−θf t1 + θf t1 − 1)

+
D

θ2f
[eθf (T−t1) − θf (T − t1) − 1]

}
+
h2λPt21

2

+
hmrP
θ2m

(eθmt1 − θmt1 − 1) + kλPt1

+ cmIcrP
{
[α(M + l) + βM ]

θm
(eθmt1 − 1)

+
(α + β)

θ2m
(eθmt1 − θmt1 − 1)

}
+ cIc

{
(1 − λ)P− D

θ2f
(e−θf t1 + θf t1 − 1)

+
D

θ2f

[
eθf (T−t1) − eθf (T−N )

− θf (N − t1)
]}

− γ sIe

[
DT 2

2
+ DT (M − T − N )

]}
, (22)

TP6(t1,T )

= [TPW (t1,T ) − IC2m − IC3g + IE1]/T

= sD−
1
T

{
S + A+

cmrP
θm

(eθmt1 − 1) + cPt1

+ h1

{
(1 − λ)P− D

θ2f
(e−θf t1 + θf t1 − 1)

+
D

θ2f
[eθf (T−t1) − θf (T − t1) − 1]

}

+
h2λPt21

2
+
hmrP
θ2m

(eθmt1 − θmt1 − 1) + kλPt1

+ cmIcrP
{
[α(M + l) + βM ]

θm
(eθmt1 − 1)

+
(α + β)

θ2m
(eθmt1 − θmt1 − 1)

}
+ cIc

{
(1 − λ)P− D

θ2f
(e−θf t1 + θf t1 − 1)

+
D

θ2f

[
eθf (T−t1) − θf (T − t1) − 1

]}

−
γ sIeD(M − N )2

2

}
, (23)
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and

TP7(t1,T ) = [TPW (t1,T ) − IC2m − IC3g + IE2]/T

= sD−
1
T

{
S + A+

cmrP
θm

(eθmt1 − 1) + cPt1

+ h1

{
(1 − λ)P− D

θ2f
(e−θf t1 + θf t1 − 1)

+
D

θ2f
[eθf (T−t1) − θf (T − t1) − 1]

}
+
h2λPt21

2

+
hmrP
θ2m

(eθmt1 − θmt1 − 1) + kλPt1

+ cmIcrP
{
[α(M + l) + βM ]

θm
(eθmt1 − 1)

+
(α + β)

θ2m
(eθmt1 − θmt1 − 1)

}
+ cIc

{
(1 − λ)P− D

θ2f
(e−θf t1 + θf t1 − 1)

+
D

θ2f

[
eθf (T−t1) − θf (T − t1) − 1

]}

−γ sIe

[
DT 2

2
+ DT (M − T − N )

]}
. (24)

The manufacturer’s carbon emissions per production cycle
are related to production, setup, material ordering and pur-
chase, disposal of defective products, and inventory levels.
Thus, the carbon emission per unit time, denoted as E(t1,T ),
can be computed as follows:

E(t1,T ) =
1
T

{
Ŝ + Â+

ĉmrP
θm

(eθmt1 − 1) − ĉPt1

− ĥ1

{
(1 − λ)P− D

θ2f
(e−θf t1 + θf t1 − 1)

+
D

θ2f
[eθf (T−t1) − θf (T − t1) − 1]

}

+
ĥ2λPt21

2
+
ĥmrP
θ2m

(eθmt1 − θmt1 − 1) + k̂λPt1.

(25)

Under the carbon cap-and-trade policy, the manufacturer’s
total carbon emissions are subjected to a quota limit of ϖ .
When the manufacturer’s carbon emissions exceed this limit,
the excess portion must be purchased at a market price of pc.
By contrast, when the manufacturer does not reach its carbon
emission limit, the unused portion of the quota can be sold at a
price pc. In this context, we assume that emission allowances
can be sold and purchased in the market. Under the cap-and-
trade policy, the total profits of themanufacturer per unit time,
denoted as TPCC (t1,T ), is calculated as follows:

TPCC (t1,T ) = TP(t1,T ) − pc[E(t1,T ) − ϖ ], (26)

where TP(t1,T ) andE(t1,T ) are expressed using Eq. (17) and
Eq. (25), respectively.

B. MODEL SOLUTION
The present study aims to determine the optimal production
and replenishment cycle lengths for maximizing the total
profits per unit time under a carbon cap-and-trade policy.
Eq. (8) indicates that T is a function of t1, suggesting that
TPCCi (t1,T ) can be reduced to TPCCi (t1), i = 1, 2,. . . ,7.

To verify the concavity of TPCCi (t1,T ) with respect to t1,
the following lemma is required.
Lemma 1: T is increasing and concave in t1.
Proof: Based on Eq. (8), the first and second derivatives

of T with respect to t1 are used to obtain the following
equations:

dT
dt1

=
(1 − λ)Peθf t1

(1 − λ)P(eθf t1 − 1) + D
> 0,

and

d2T

dt21
=

−(1 − λ)Pθf eθf t1 [(1 − λ)P− D]

[(1 − λ)P(eθf t1 − 1) + D]2
< 0.

Therefore, T is increasing and concave in t1. Thus, the proof
is complete.

Next, the concavity of TPCCi (t1), i = 1, 2, 3, 4, 5, 6, 7 with
respect to t1, and the solution process for multiple scenarios
are described.

Situation 1.M ≤t1.
The necessary condition for maximizing the total profits

per unit time TPCC1 (t1) is
dTPCC1 (t1)

dt1
= 0, from which the

following equation can be derived:

dTPCC1 (t1)
dt1

=
1

[T (t1)]2

(
dT
dt1

){
(S + A) + pc(Ŝ + Â)

+
(cm + pcĉm)rP

θm
(eθmt1 − 1)

+ [(c+ λk) + pc(ĉ+ λk̂)]Pt1

+

(
h1 + pcĥ1

)
[(1 − λ)P− D] t1

θ2f

+

(
h2 + pcĥ2

)
λPt21

2
+

(
hm + pcĥm

)
rP

θ2m
(eθmt1

− θmt1 − 1) + cmIcrP
{
[α (M + l) + βM ]

θm

(
eθmt1 − 1

)
+

(α + β)

θ2m
(eθmt1 − θmt1 − 1) +

cIc [(1 − λ)P− D]

θ2f

×(e−θf N + θf N − 1)

+
γ

θ2m

[
eθm(t1−M)

− θm (t1 −M) − 1
]}

−
γ sIeD(M − N )2

2

}
−

1
T (t1)

{)

+ pc(ĉ+ λk̂)]P+

(
h1 + pcĥ1

)
[(1 − λ)P− D]

θf
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+ (h2 + pcĥ2)λPt1 +

(
hm + pcĥm

)
rP

θm
(eθmt1 − 1)

+ cmIcrP[α(M + l) + βM ]eθmt1

+
(α + β)

θm

(
eθmt1 − 1

)
+

γ

θm

[
eθm(t1−M)

− 1
]}}

= 0. (27)

Based on Lemma 1, the following theorem is obtained:
Theorem 1: The total profits per unit time TPCC1 (t1) is

concave and reaches its local maximum at point t11; that is,
the point that satisfies Eq.(27) and M ≤ t11.

Proof: Please see Appendix A.
Situation 2. N ≤t1≤ M ≤ T + N .
The necessary condition for maximizing total profits per

unit time TPCC2 (t1) is
dTPCC2 (t1)

dt1
= 0, from which the follow-

ing equation can be derived:

dTPCC2 (t1)
dt1

=
1

[T (t1)]2

(
dT
dt1

){
(S + A) + pc(Ŝ + Â)

+
(cm + pcĉm)rP

θm
(eθmt1 − 1

+ [(c+ λk) + pc(ĉ+ λk̂)]Pt1

+

(
h1 + pcĥ1

)
[(1 − λ)P− D] t1

θ2f

+

(
h2 + pcĥ2

)
λPt21

2

+

(
hm + pcĥm

)
rP

θ2m
(eθmt1 − θmt1 − 1)

+ cmIcrP
{
[α (M + l) + βM ]

θm

(
eθmt1 − 1

)
+

(α + β)

θ2m

(
eθmt1 − θmt1 − 1

)}
+
cIc [(1 − λ)P− D]

θ2f
(e−θf N + θf N − 1)

−
γ sIeD(M − N )2

2

}
−

1
T (t1)

{

+pc(ĉ+ λk̂)]P+
(h1 + pcĥ1)[(1 − λ)P− D]

θf

+ (h2 + pcĥ2)λPt1 +
(hm + pcĥm)rP

θm

×(eθmt1 − 1)+cmIcrP
{
[α(M + l)+βM ]eθmt1

+
(α + β)

θm
(eθmt1 − 1)

}}
= 0. (28)

Subsequently, the following theorem is obtained:
Theorem 2: The total profits per unit time TPCC2 (t1) is

concave and reaches its local maximum at point t12; that

is, the point that satisfies Eq.(28) and N ≤ t12 ≤ M ≤

T (t12) + N .
Proof: Please see Appendix B.

Situation 3. N ≤t1≤ T + N ≤ M .
The necessary condition for maximizing total profits per

unit time TPCC3 (t1) is
dTPCC3 (t1)

dt1
= 0, from which the follow-

ing equation can be derived:

dTPCC3 (t1)
dt1

= −
γ sIe
2

(
dT
dt1

)
+

1
[T (t1)]2

(
dT
dt1

)
{(S + A)

+pc(Ŝ + Â) +
(cm + pcĉm)rP

θm
(eθmt1 − 1)

+ [(c+ λk) + pc(ĉ+ λk̂)]Pt1

+
(h1 + pcĥ1)[(1 − λ)P− D]t1

θ2f

+
(h2 + pcĥ2)λPt21

2

+
(hm + pcĥm)rP

θ2m
(eθmt1 − θmt1 − 1)

+ cmIcrP
{
[α(M + l) + βM ]

θm
(eθmt1 − 1)

+
(α + β)

θ2m
(eθmt1 − θmt1 − 1)

}
+
cIc[(1 − λ)P− D]

θ2f
(e−θf N + θf N − 1) −

1
T (t1)

{

+ pc(ĉ+ λk̂)]P+
(h1 + pcĥ1)[(1 − λ)P− D]

θf

+ (h2 + pcĥ2)λPt1 +
(hm + pcĥm)rP(eθmt1 − 1)

θm
)

+cmIcrP
{
[α(M + l) + βM ]eθmt1

+
(α + β)

θm
(eθmt1 − 1)

}}
= 0. (29)

Subsequently, the following theorem is obtained:
Theorem 3: The total profits per unit time TPCC3 (t1) is

concave and reaches its local maximum at point t13; that is,
the point that satisfies Eq.(29) and N ≤ t13 ≤ T (t13) +

N ≤ M .
Proof: Please see Appendix C.

Situation 4. t1≤ N ≤ M ≤ T + N .
The necessary condition for maximizing total profits per

unit time TPCC4 (t1) is
dTPCC4 (t1)

dt1
= 0, from which the follow-

ing equation can be derived:

dTPCC4 (t1)
dt1

=
1

[T (t1)]2

(
dT
dt1

){
(S + A) + pc(Ŝ + Â)

+
(cm + pcĉm)rP

θm
(eθmt1 − 1)
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+ [(c+ λk) + pc(ĉ+ λk̂)]Pt1

+

(
h1 + pcĥ1

)
[(1 − λ)P− D] t1

θ2f

+

(
h2 + pcĥ2

)
λPt21

2

+

(
hm + pcĥm

)
rP

θ2m
(eθmt1 − θmt1 − 1)

+ cmIcrP
{
[α (M + l) + βM ]

θm

(
eθmt1 − 1

)
+

(α + β)

θ2m

(
eθmt1 − θmt1 − 1

)}
+ cIc

{
(1 − λ)P− D

θ2f

(
e−θf t1 + θf t1 − 1

)
+

(
e−θf t1 − e−θf N

)
θ2f

{
(1 − λ)Peθf t1 − [(1 − λ)P− D]

}
−
D
θf

(N − t1)
}

−
γ sIeD(M − N )2

2

}
−

1
T (t1)

{

+ [(c+ λk) + pc(ĉ+ λk̂)]P

+

(
h1 + pcĥ1

)
[(1 − λ)P− D]

θf

+ (h2 + pcĥ2)λPt1 +

(
hm + pcĥm

)
rP

θm
(eθmt1 − 1)

+ cmIcrP[α(M + l) + βM ]eθmt1

+
(α + β)

θm
(eθmt1 − 1)}

+
cIc(1 − λ)P

θf
[1 − e−θf (N−t1)]

}
= 0. (30)

Subsequently, the following theorem is obtained:
Theorem 4: The total profits per unit time TPCC4 (t1) is

concave and reaches its local maximum at point t14; that
is, the point that satisfies Eq.(30) and t14 ≤ N ≤ M ≤

T (t14) + N .
Proof: Please see Appendix D.

Situation 5. t1≤ N ≤ T + N ≤ M .
The necessary condition for maximizing total profits per

unit time TPCC5 (t1) is
dTPCC5 (t1)

dt1
= 0, from which the follow-

ing equation can be derived:

dTPCC5 (t1)
dt1

= −
γ sIe
2

(
dT
dt1

)
+

1
[T (t1)]2

(
dT
dt1

)
{(S + A)

+pc(Ŝ + Â) +

(
cm + pcĉm

)
rP

θm
(eθmt1 − 1)

+ [(c+ λk) + pc(ĉ+ λk̂)]Pt1

+

(
h1 + pcĥ1

)
[(1 − λ)P− D] t1

θ2f

+

(
h2 + pcĥ2

)
λPt21

2

+

(
hm + pcĥm

)
rP

θ2m
(eθmt1 − θmt1 − 1)

+ cmIcrP
{
[α (M + l) + βM ]

θm

(
eθmt1 − 1

)
+

(α + β)

θ2m

(
eθmt1 − θmt1 − 1

)}
+ cIc

{
(1 − λ)P− D

θ2f

(
e−θf t1 + θf t1 − 1

)
+

(
e−θf t1 − e−θf N

)
θ2

{
(1 − λ)Peθf t1

− [(1 − λ)P− D]} −
D
θf

(N − t1)
}}

−
1

T (t1)
{

+ pc(ĉ+ λk̂)]P+

(
h1+pcĥ1

)
[(1−λ)P−D]

θf

+ (h2 + pcĥ2)λPt1

+

(
hm + pcĥm

)
rP

θm
(eθmt1 − 1)

+ cmIcrP
{
[α(M + l) + βM ]eθmt1

+
(α + β)

θm
(eθmt1 − 1)

}
+
cIc(1 − λ)P

θf
[1 − e−θf (N−t1)]

}
= 0. (31)

Subsequently, the following theorem is obtained:
Theorem 5: The total profits per unit time TPCC5 (t1) is

concave and reaches its local maximum at point t15; that is,
the point that satisfies Eq.(31) and t15 ≤ N ≤ T (t15) +

N ≤ M .
Proof: Please see Appendix E.

Situation 6. T ≤ N ≤ M ≤ T + N .
The necessary condition for maximizing total profits per

unit time TPCC6 (t1) is
dTPCC6 (t1)

dt1
= 0, from which the follow-

ing equation can be derived:

dTPCC6 (t1)
dt1

=
1

[T (t1)]2

(
dT
dt1

){
(S + A) + pc(Ŝ + Â)

+
(cm + pcĉm)rP

θm
(eθmt1 − 1)

+ [(c+ λk) + pc(ĉ+ λk̂)]Pt1
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+
(h1 + cIc + pcĥ1)[(1 − λ)P− D]t1

θ2f

+
(h2 + pcĥ2)λPt21

2

+
(hm + pcĥm)rP

θ2m
(eθmt1 − θmt1 − 1

+ cmIcrP
{
[α(M + l) + βM ]

θm
(eθmt1 − 1)

+
(α + β)

θ2m
(eθmt1 − θmt1 − 1)

}

−
γ sIeD(M − N )2

2

}
−

1
T (t1)

+ [(c+ λk)

+ pc(ĉ+ λk̂)]P

+
(h1 + cIc + pcĥ1)[(1 − λ)P− D]

θf

+ (h2 + pcĥ2)λPt1

+
(hm + pcĥm)rP

θm
(eθmt1 − 1)

+cmIcrP
{
[α(M + l) + βM ]eθmt1

+
(α + β)

θm
(eθmt1 − 1)

}}
= 0. (32)

Subsequently, the following theorem is obtained:
Theorem 6: The total profits per unit time TPCC6 (t1) is

concave and reaches its local maximum at point t16; that is,
the point that satisfies Eq.(32) and T (t16) ≤ N ≤ M ≤

T (t16) + N .
Proof: Please see Appendix F.

Situation 7. T ≤ N ≤ T + N ≤ M .
The necessary condition for maximizing total profits per

unit time TPCC7 (t1) is
dTPCC7 (t1)

dt1
= 0, from which the follow-

ing equation can be derived:

dTPCC7 (t1)
dt1

= −
γ sIe
2

(
dT
dt1

)
+

1
[T (t1)]2

(
dT
dt1

)
{(S + A)

+pc(Ŝ + Â) +

(
cm + pcĉm

)
rP

θm
(eθmt1 − 1)

+ [(c+ λk) + pc(ĉ+ λk̂)]Pt1

+

(
h1 + cIc + pcĥ1

)
[(1 − λ)P− D] t1

θ2f

+

(
h2 + pcĥ2

)
λPt21

2

+

(
hm + pcĥm

)
rP

θ2m
(eθmt1 − θmt1 − 1)

+ cmIcrP
{
[α (M + l) + βM ]

θm

(
eθmt1 − 1

)
+

(α + β)

θ2m

(
eθmt1 − θmt1 − 1

)}
−

1
T (t1)

{

+ pc(ĉ+ λk̂)]P+
(h1 + pcĥ1)[(1 − λ)P− D]

θf

+ (h2 + pcĥ2)λPt1 +
(hm + pcĥm)rP

θm
(eθmt1 − 1)

+cmIcrP
{
[α(M + l) + βM ]eθmt1

+
(α + β)

θm
(eθmt1 − 1)

}}
= 0. (33)

Subsequently, the following theorem is obtained:
Theorem 7: The total profits per unit time TPCC7 (t1) is

concave and reaches its local maximum at point t17; that is,
the point that satisfies Eq.(33) and T (t17) ≤ N ≤ T (t17) +

N ≤ M .
Proof: Please see Appendix G.

Next, the following algorithm is applied to ensure that t1
and T are within the feasible range and determine whether the
optimal solution for the entire problem has been identified.
Numerous examples are examined using the Mathematica
12.0 software (Wolfram Research, Inc., Champaign, IL) to
identify the optimal solution under given parameters.

C. ALOGRITHM
Step 1. The value of t11 is determined by solving Eq. (27)

and substituting t11 into Eq. (8) to obtain the value
of T (denoted by T1).

Step 1-1. When M ≤ t11, t11 is a feasible solution, and
t1 = t11 is set and substituted into Eq. (26) to
calculate TPCC1 (t1).

Step 1-2. Otherwise, t11 is not a feasible solution, and
TPCC1 (t1) is set to equal 0.

Step 2. The value of t12 is determined by solving Eq. (28)
and substituting t12 into Eq. (8) to obtain T (denoted
by T2).

Step 2-1. When N ≤ t12 ≤ M ≤ T2 + N , t12 is a feasible
solution, and t1 = t12 is set and substituted into
Eq. (26) to calculate TPCC2 (t1).
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Step 2-2. Otherwise, t12 is not a feasible solution, and
TPCC2 (t1) is set to equal 0.

Step 3. The value of t13 is determined by solving Eq. (29)
and substituting t13 into Eq. (8) to obtain T (denoted
by T3).

Step 3-1. When N ≤ t13 ≤ T3 + N ≤ M , t13 is a feasible
solution, and t1 = t13 is substituted into Eq. (26)
to calculate TPCC3 (t1).

Step 3-2. Otherwise, t13 is not a feasible solution, and
TPCC3 (t1) is set to 0.

Step 4. The value of t14 is determined by solving Eq. (30)
and substituting t14 into Eq. (8) to obtain T (denoted
by T4).

Step 4-1. When t14 ≤ N ≤ M ≤ T4 + N , t14 is a feasible
solution, and t1 = t14 is set and substituted into
Eq. (26) to calculate TPCC4 (t1).

Step 4-2. Otherwise, t14 is not a feasible solution, and
TPCC4 (t1) is set to equal 0.

Step 5. The value of t15 is determined by solving Eq. (31)
and substituting t15 into Eq. (8) to obtain T (denoted
by T5).

Step 5-1. When t15 ≤ N ≤ T5 + N ≤ M , t15 is a feasible
solution, and t1 = t15 is set and substituted into
Eq. (26) to calculate TPCC5 (t1).

Step 5-2. Otherwise, t15 is not a feasible solution, and
TPCC5 (t1) is set to equal 0.

Step 6. The value of t16 is determined by solving Eq. (32)
and substituting t16 into Eq. (8) to obtain T (denoted
by T6).

Step 6-1. When T1 ≤ N ≤ M ≤ T1 + N , t16 is a feasible
solution, and t1 = t16 is set and substituted into
Eq. (26) to calculate TPCC6 (t1).

Step 6-2. Otherwise, t16 is not a feasible solution, and
TPCC6 (t1) is set to equal 0.

Step 7. The value of t17 is determined by solving Eq. (33)
and substituting t17 into Eq. (8) to obtain T (denoted
by T7).

Step 7-1. When T7 ≤ N ≤ T7 + N ≤ M , t17 is a feasible
solution, and t1 = t17 is set and substituted into
Eq. (26) to calculate TPCC7 (t1).

Step 7-2. Otherwise, t17 is not a feasible solution, and
TPCC7 (t1) is set to equal 0.

Step 8. TPCCi(t1) is determined. When TPCCi(t1) =

TPCCi(t1i), (t∗1 ,T ∗) = (t1i,Ti) is the optimal solu-
tion, where i= 1, 2, . . . , 7.

Step 9. The algorithm is terminated.

V. NUMERICAL EXAMPLES
In this section, the aforementioned theoretical results are ver-
ified, and the proposed algorithm is applied to the following
numerical examples.
Example 1. First, we consider a more realistic example.

Because numerous parameters are considered in the pro-
posed model, we simplify the process by first classifying
them into four categories, namely production or demand
related, inventory related, trade credit, and carbon emission

parameters. The values of the parameters for each category
are as follows:

Through the application of the aforementioned algorithm,
the optimal solutions are obtained with t∗1 = t11 = 0.317043,
T ∗

= T1 = 0.74493, q∗
m = 1592.78, E(t∗1 ,T ∗) = 3766.65,

and TPCC (t∗1 ,T ∗) = 18,320.6 in Scenario 1.
Example 2. To compare the proposed model with the

models of other studies, we consider the optimal solutions,
total annual carbon emissions, and total annual profits under
various payment arrangements in the presence or absence of
a carbon emission policy (i.e., pc=1 or pc = 0), and adjust
the proportional parameters α, β, and γ on the basis of the
parameter values presented in Example 1. The comparison of
the optimal solutions is displayed in Table 2.

Table 2 indicates that in both the presence and absence of
a carbon reduction policy, the implementation of payment
terms involving full trade credit (i.e., γ = 1) results in the
longest optimal production period and replenishment cycle,
the largest optimal quantity of raw materials, and the lowest
annual carbon emission and highest total annual profit. When
payment terms are not considered (i.e., α = 1) and a carbon
emission policy is implemented, the production period and
replenishment cycle are shortest, the quantity of rawmaterials
is smallest, the annual carbon emissions are highest, and the
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TABLE 2. Comparison of multiple payment types in the presence or
absence of a carbon emission policy.

total annual profits are lowest. In addition, when β = 1,
it implies the traditional cash on delivery scenario. Based on
the above, Table 2 indicates that our proposedmodel is a more
of a general-purpose model relative to the other cases, which
are all special cases of the proposed model.

VI. SENSITIVITY ANALYSIS
In this section, the effects of model parameters on optimal
solutions are examined by using Example 1. Each parameter
is increased or reduced by 25% or 50% while the remaining
parameters are kept constant. Because numerous parameters
are discussed, the four categories used in the previous section
are applied.

A. SENSITIVITY ANALYSIS OF PRODUCTION- OR
DEMAND-RELATED PARAMETERS
This subsection discusses the effects of changes to
production- or demand-related parameters (P, S, A, cm, c, λ,
r , and k) on the values of t∗1 , T

∗, q∗
m,E

∗ and TP∗
CC . The results

of the sensitivity analysis are presented in Table 3.
Table 3 reveals several notable findings. First, an increase

in production rate, unit production cost, unit purchase of
raw materials, or unit disposal cost reduces the production
period, replenishment cycle, order quantity of raw materials,
and total annual profits. However, it increases annual carbon
emissions; in particular, the effect of production rate changes
is substantial. Second, an increase in setup cost or order
cost increases the production period, replenishment cycle,
and order quantity of raw materials but reduces total carbon
emissions and total annual profits. Third, improvements in
the material feeding effect reduce the number of materials
used, thereby increasing total annual profits and lowering
total carbon emissions. Finally, increases in demand and
unit price lead to a proportional increase in total profits and
carbon emissions and a shortening of the replenishment cycle.
Specifically, an increase in demand increases the length of

TABLE 3. Sensitivity analysis of production- or demand-related
parameters.

the production cycle and the order quantity of raw mate-
rials, whereas an increase in price has the opposite effect.
Furthermore, carbon emissions are more sensitive to changes
in demand than changes in unit price. However, total profits
are more sensitive to changes in unit price than changes in
demand.
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B. SENSITIVITY ANALYSIS OF INVENTORY-RELATED
PARAMETERS
This subsection discusses the effects of changes to
inventory-related parameters (h1, h2, hm, θf , and θm) on t∗1 ,
T ∗, q∗

m, E
∗, and TP∗

CC . The results of the sensitivity analysis
are displayed in Table 4.

TABLE 4. Sensitivity analysis of inventory-related parameters.

Table 4 indicates that an increase in the holding cost of
non-defective products, defective products, raw materials,
the deterioration rate of finished products or raw mate-
rials reduces the production period, replenishment cycle,
order quantity of raw materials, and total annual profits
but increases the annual carbon emissions. Optimization
results are most sensitive to changes in the holding cost
of non-defective products but are relatively insensitive to
changes in the holding cost or the deterioration rate of raw
materials.

C. SENSITIVITY ANALYSIS OF TRADE CREDIT
PARAMETERS
This subsection discusses the effects of changes to trade credit
parameters (Ic, Ie, l, N , andM ) on t∗1 , T

∗, q∗
m, E

∗, and TP∗
CC .

The results of the sensitivity analysis are presented in Table 5.
As shown in Table 5, an increase in interest charged,

interest earned or length of payment in advance decreases the
production period, replenishment cycle, and order quantity of
raw materials. However, an increase in the length of the trade
credit period provided to the retailer or length of the trade
credit period offered by the supplier increase the length of

TABLE 5. Sensitivity analysis of trade credit parameters.

the production period, length of the replenishment cycle, and
order quantity of raw materials. A higher interest charged or
interest earned, longer length of payment in advance, shorter
trade credit period provided to the retailer or trade credit
period offered by the supplier leads to higher total carbon
emissions. Finally, an increase in interest earned positively
affects total annual profits, whereas an increase in interest
charged, the length of the trade credit period provided to the
retailer, or the length of the trade credit period offered by
the supplier or the length of payment in advance negatively
affects total profits.

D. SENSITIVITY ANALYSIS OF CARBON EMISSION
PARAMETERS
In this subsection, the effects of changes to carbon emission
parameters (Ŝ, Â, ĉ, ĉm, ĥ1, ĥ2, ĥm, pc, and ϖ ) on t∗1 , T

∗, q∗
m,

E∗, and TP∗
CC are explored, and the results of the sensitivity

analysis are presented in Table 6.
Table 6 indicates that an increase in carbon emissions (gen-

erated by production setup and material orders) increases the
length of the production period, length of the replenishment
cycle, and order quantity of raw materials. An increase in the
carbon emissions generated by production, purchasing mate-
rials, holding products or raw materials leads to an increase
in the length of the production period, length of the replenish-
ment cycle, and order quantity of rawmaterials. Furthermore,
annual carbon emissions increase but total annual profits
decrease under increases in the carbon emissions generated
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TABLE 6. Sensitivity analysis of carbon emission parameters.

by production setup, material orders, production, purchasing
materials, holding products or raw materials.

In addition, when the trading price for carbon emissions
increases, the optimal length of the production period, length
of the replenishment cycle, and order quantity of raw materi-
als increase, whereas total annual carbon emissions and total
annual profits decrease. Further, although a change in carbon
emission quota does not affect the optimal solution results
or annual carbon emissions, an increase in the quota leads to

an increase in total profits because of the increased sellable
carbon rights. Finally, the results in Table 6 show that changes
in carbon emissions caused by production are significantly
sensitive to changes in annual total carbon emissions.

VII. CONCLUSION
From the manufacturer’s perspective, we examine herein a
two-stage trade credit system in which an ACC payment is
offered by the supplier and a delayed payment is provided to
the retailer. We also consider a carbon cap-and-trade policy
and establish a production–inventory model for deteriorating
items with defective products. Several theorems are proposed
to verify the optimization for multiple scenarios and ensure
model rigorousness. Furthermore, an algorithm is employed
to identify optimal solutions, and numerical examples are
presented for model testing. Through an examination of the
effects of parameter changes on the optimal solution results,
we obtain the following main conclusions.
(a) When a full trade credit payment model is implemented,

the optimal production period and replenishment cycle
are the longest, the optimal quantity of raw materials is
the largest, the annual carbon emission is lowest and total
annual profit is the highest. Relatively, when payment
terms are not considered and a carbon emission policy
is implemented, the production period and replenishment
cycle are shortest, the quantity of raw materials is small-
est, the annual carbon emissions are highest, and the total
annual profits are lowest. Nonetheless, when a full trade
credit model is adopted in practice, the risk of bad debts
may increase. Therefore, the general model we propose is
more feasible in practice. The other cases are all special
cases relating to our model.

(b) Relative to those in scenarios in which carbon emission
policies are present, the production period and replenish-
ment cycle are shorter, the order quantity of rawmaterials
is lower, and the annual carbon emissions and total annual
profits are relatively higher in scenarios where such poli-
cies are absent.

(c) Improvements to the feeding effect reduce the amount
of materials used, thereby increasing total profits and
lowering carbon emissions.

(d) Both increases in demand or unit price increase carbon
emissions. However, carbon emissions are more sensitive
to changes in demand than changes in unit price, whereas
total profits are more sensitive to changes in unit price
than changes in demand.

(e) When the deterioration rates of finished products and
raw materials are simultaneously considered, regardless
of whether the deterioration rate of materials or finished
products increases, the production period, replenishment
cycle, order quantity of raw materials, and total annual
profits decrease while the total annual carbon emissions
increases. The main difference is that the change in the
deterioration rate of the finished product is significantly
more sensitive to the optimal solutions than the change in
the deterioration rate of the raw materials.
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(f) For a production-inventory model that utilizes a
two-stage trade credit system and is subjected to a carbon
cap-and-trade policy, a lower interest charged or interest
earned, longer length of payment in advance, longer trade
credit period provided to the retailer or trade credit period
offered by the supplier leads to higher carbon emissions.

(g) An increase in fixed carbon emissions generated by the
production–inventory process increases the length of the
production period, length of the replenishment cycle,
and order quantity of raw materials, whereas an increase
in unit carbon emissions reduces the length of the pro-
duction period, length of the replenishment cycle, and
order quantity of raw materials. Furthermore, chang-
ing the carbon emission quota does not affect annual
carbon emissions, but increasing the trading price of
carbon emissions does, thereby encouraging companies
to reduce their annual carbon emissions under a carbon
cap-and-trade policy.

In summary, the proposed model fills the research gap
for supply chain production inventory models by using
more realistic assumptions for modeling. The presented
research results can help multinational supply chain facility
decision-makers develop practical applications and strategies
when facing carbon emission reduction policies and sus-
tainable development issues. In future research, it can be
expanded in several directions. For example, carbon reduc-
tion policies other than the cap-and-trade policy (e.g., carbon
taxation and carbon offset) can be discussed in the future.
Furthermore, future studies could introduce variable demand
and out-of-stock systems or discuss integrated supply chain
production–inventory models.

APPENDIX A
PROOF OF THEOREM 1
The following equation is obtained by taking the second
derivative of TPCC1 (t1) with respect to t1 and substituting
t1 = t11:

d2TPCC1 (t1)

dt21

∣∣∣∣∣
t1=t11

=
1

[T (t11)]2

(
d2T

dt21

∣∣∣∣∣
t=t11

)
{S + A

+ pc(Ŝ + Â) +

(
cm + pcĉm

)
rP(eθmt11 − 1)

θm

+

[
(c+ λk) + pc

(
ĉ+ λk̂

)]
Pt11

+

(
h1 + pcĥ1

)
[(1 − λ)P− D] t11

θ2f

+

(
h2 + pcĥ2

)
λPt211

2

+

(
hm + pcĥm

)
rP

θ2m

(
eθmt11 − θmt11 − 1

)

+ cmIcrP
{
[α (M + l) + βM ]

θm

(
eθmt11 − 1

)
+

(α + β)

θ2m

(
eθmt11 − θmt11 − 1

)
+

γ

θ2m

[
eθm(t11−M)

− θm (t11 −M) − 1
]}

+
cIc [(1 − λ)P− D]

θ2f

(
e−θf N + θf N − 1

)
−

γ sIeD(M − N )2

2

}
−

1
T (t11)

{(θmcm + θmpcĉm

+ hm + pcĥm)rPeθmt11 +

(
h2 + pcĥ2

)
λP

+ cmIcrPeθmt11{[α(M + l) + βM ]θm
+ (α + β) + γ e−θmM }}.

Because

(
d2T
dt21

∣∣∣∣
t=t11

)
< 0,

d2TPCC1 (t1)

dt21

∣∣∣∣
t1=t11

< 0; there-

fore, the proof is completed.

APPENDIX B
PROOF OF THEOREM 2
The following equation is obtained by taking the second
derivative of TPCC2 (t1) with respect to t1 and substituting
t1 = t12:

d2TPCC2 (t1)

dt21

∣∣∣∣∣
t1=t12

=
1

[T (t12)]2

(
d2T

dt21

∣∣∣∣∣
t=t12

)
{S + A

+ pc(Ŝ + Â) +

(
cm + pcĉm

)
rP(eθmt12 − 1)

θm

+

[
(c+ λk) + pc

(
ĉ+ λk̂

)]
Pt12

+

(
h1 + pcĥ1

)
[(1 − λ)P− D] t12

θ2f

+

(
h2 + pcĥ2

)
λPt212

2

+

(
hm + pcĥm

)
rP

θ2m

(
eθmt12 − θmt12 − 1

)
+ cmIcrP

{
[α (M + l) + βM ]

θm

(
eθmt12 − 1

)
+

(α + β)

θ2m

(
eθmt12 − θmt12 − 1

)
+
cIc[(1 − λ)P− D]

θ2f
(e−θf N + θf N − 1)

−
γ sIeD(M − N )2

2

}
−

1
T (t12)

(θmcm

+ θmpcĉm + hm + pcĥm)rPeθmt12
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+

(
h2 + pcĥ2

)
λP+ cmIcrPeθmt12{[α(M + l)

+ βM ]θm + (α + β)}}.

Because

(
d2T
dt21

∣∣∣∣
t=t12

)
< 0,

d2TPCC2 (t1)

dt21

∣∣∣∣
t1=t12

< 0; there-

fore, the proof is completed.

APPENDIX C
PROOF OF THEOREM 3
The following equation is obtained by taking the second
derivative of TPCC3 (t1) with respect to t1 and substituting
t1 = t13:

d2TPCC3 (t1)

dt21

∣∣∣∣∣
t1=t13

= γ sIe

 d2T

dt21

∣∣∣∣∣
t=t13


+

1
[T (t13)]2

 d2T

dt21

∣∣∣∣∣
t=t13

 {S + A

+ pc(Ŝ + Â) +

(
cm + pcĉm

)
rP(eθmt13 − 1)

θm

+

[
(c+ λk) + pc

(
ĉ+ λk̂

)]
Pt13

+

(
h1 + pcĥ1

)
[(1 − λ)P− D] t13

θ2f

+

(
h2 + pcĥ2

)
λPt213

2
+

(
hm + pcĥm

)
rP

θ2m

×
(
eθmt13 − θmt13 − 1

)
+ cmIcrP

×

{
[α (M + l) + βM ]

θm

(
eθmt13 − 1

)
+

(α + β)

θ2m

(
eθmt13 − θmt13 − 1

)
+
cIc[(1 − λ)P− D]

θ2f
(e−θf N + θf N − 1)

}

−
1

T (t13)
(θmcm + θmpcĉm + hm + pcĥm)

× rPeθmt13 + (h2 + pcĥ2)λP+ cmIcrPeθmt13

× {[α(M + l) + βM ]θm + (α + β)}}.

Because

(
d2T
dt21

∣∣∣∣
t=t13

)
< 0,

d2TPCC3 (t1)

dt21

∣∣∣∣
t1=t13

< 0; there-

fore, the proof is completed.

APPENDIX D
PROOF OF THEOREM 4
The following equation is obtained by taking the second
derivative of TPCC4 (t1) with respect to t1 and substituting

t1 = t14:

d2TPCC4 (t1)

dt21

∣∣∣∣∣
t1=t14

=
1

[T (t14)]2

(
d2T

dt21

∣∣∣∣∣
t=t4

)
{S + A

+ pc(Ŝ + Â) +

(
cm + pcĉm

)
rP(eθmt14 − 1)

θm

+

[
(c+ λk) + pc

(
ĉ+ λk̂

)]
Pt14

+

(
h1 + pcĥ1

)
[(1 − λ)P− D] t14

θ2f

+

(
h2 + pcĥ2

)
λPt214

2
+

(
hm + pcĥm

)
rP

θ2m

×
(
eθmt14 − θmt14 − 1

)
+ cmIcrP

×

{
[α (M + l) + βM ]

θm

(
eθmt14 − 1

)
+

(α + β)

θ2m

(
eθmt14 − θmt14 − 1

)}
+ cIc

{
(1 − λ)P− D

θ2f
(e−θf t14 + θf t14 − 1)

+
(e−θf t14 − e−θf N )

θ2
(1 − λ)Peθf t14

−[(1 − λ)P− D]} −
D
θf
(N − t14)

}
−

γ sIeD(M − N )2

2

}
−

1
T (t14)

(θmcm

+ θmpcĉm + hm + pcĥm)rPθmeθmt14

+ (h2 + pcĥ2)λP+ cmIcrPeθmt14

× {[α(M + l) + βM ]θm + (α + β)}

+ cIc(1 − λ)Pe−θf (N−t14)}.

Because

(
d2T
dt21

∣∣∣∣
t=t14

)
< 0,

d2TPCC4 (t1)

dt21

∣∣∣∣
t1=t14

< 0; there-

fore, the proof is completed.

APPENDIX E
PROOF OF THEOREM 5
The following equation is obtained by taking the second
derivative of TPCC5 (t1) with respect to t1 and substituting
t1 = t15:

d2TPCC5 (t1)

dt21

∣∣∣∣∣
t1=t15

= γ sIe

 d2T

dt21

∣∣∣∣∣
t=t15


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+
1

[T (t15)]2

 d2T

dt21

∣∣∣∣∣
t=t15

 {S + A

+ pc(Ŝ + Â) +

(
cm + pcĉm

)
rP(eθmt15 − 1)

θm

+

[
(c+ λk) + pc

(
ĉ+ λk̂

)]
Pt15

+

(
h1 + pcĥ1

)
[(1 − λ)P− D] t15

θ2f

+

(
h2 + pcĥ2

)
λPt215

2
+

(
hm + pcĥm

)
rP

θ2m

×
(
eθmt15 − θmt15 − 1

)
+ cmIcrP

×

{
[α (M + l) + βM ]

θm

(
eθmt15 − 1

)
+

(α + β)

θ2m

(
eθmt15 − θmt15 − 1

)
+
cIc[(1 − λ)P− D]

θ2f
(e−θf N + θf N − 1)

}

+
(e−θf t15 − e−θf N )

θ2f
(1 − λ)Peθf t15

−[(1 − λ)P− D]} −
D
θf
(N − t15)

}
−

1
T (t15)

(θmcm + θmpcĉm + hm + pcĥm)

× rPeθmt15 + (h2 + pcĥ2)λP+ cmIcrPeθmt15

× {[α(M + l) + βM ]θm + (α + β)}

+ cIc(1 − λ)Pe−θf (N−t15)}.

Because

(
d2T
dt21

∣∣∣∣
t=t15

)
< 0,

d2TPCC5 (t1)

dt21

∣∣∣∣
t1=t15

< 0; there-

fore, the proof is completed.

APPENDIX F
PROOF OF THEOREM 6
The following equation is obtained by taking the second
derivative of TPCC6 (t1) with respect to t1 and substituting
t1 = t16:

d2TPCC6 (t1)

dt21

∣∣∣∣∣
t1=t16

=
1

[T (t16)]2

 d2T

dt21

∣∣∣∣∣
t=t16

 {S + A

+ pc(Ŝ + Â) +

(
cm + pcĉm

)
rP(eθmt16 − 1)

θm

+

[
(c+ λk) + pc

(
ĉ+ λk̂

)]
Pt16

+

(
h1 + pcĥ1

)
[(1 − λ)P− D] t16

θ2f

+

(
h2 + pcĥ2

)
λPt216

2
+

(
hm + pcĥm

)
rP

θ2m

×
(
eθmt16 − θmt16 − 1

)
+ cmIcrP

×

{
[α (M + l) + βM ]

θm

(
eθmt16 − 1

)
+

(α + β)

θ2m

(
eθmt16 − θmt16 − 1

)}
−

γ sIeD(M − N )2

2

}
−

1
T (t14)

(θmcm

+ pcĉm)rPθmeθmt16 + (h2 + pcĥ2)λP

+

(
hm + pcĥm

)
rPeθmt16 + cmIcrPeθmt16

× {[α(M + l) + βM ]θm + (α + β)}}.

Because

(
d2T
dt21

∣∣∣∣
t=t16

)
< 0,

d2TPCC6 (t1)

dt21

∣∣∣∣
t1=t16

< 0; therefore,

the proof is completed.

APPENDIX G
PROOF OF THEOREM 7
The following equation is obtained by taking the second
derivative of TPCC7 (t1) with respect to t1 and substituting
t1 = t17:

d2TPCC7 (t1)

dt21

∣∣∣∣∣
t1=t17

= γ sIe

 d2T

dt21

∣∣∣∣∣
t=t17


+

1
[T (t17)]2

 d2T

dt21

∣∣∣∣∣
t=t17

 {S + A

+ pc(Ŝ + Â) +

(
cm + pcĉm

)
rP(eθmt17 − 1)

θm

+

[
(c+ λk) + pc

(
ĉ+ λk̂

)]
Pt17

+

(
h1 + pcĥ1

)
[(1 − λ)P− D] t17

θ2f

+

(
h2 + pcĥ2

)
λPt217

2
+

(
hm + pcĥm

)
rP

θ2m

×
(
eθmt17 − θmt17 − 1

)
+ cmIcrP

×

{
[α (M + l) + βM ]

θm

(
eθmt17 − 1

)
+

(α + β)

θ2m

(
eθmt17 − θmt17 − 1

)}
−

1
T (t17)

(θmcm + θmpcĉm + hm + pcĥm)

× rPeθmt17 +

(
h2 + pcĥ2

)
λP

+ cmIcrPeθmt17 [α(M + l) + βM ]θm
+ (α + β)}}.
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Because

(
d2T
dt21

∣∣∣∣
t=t17

)
< 0,

d2TPCC7 (t1)

dt21

∣∣∣∣
t1=t17

< 0; therefore,

the proof is completed.
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