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ABSTRACT Using unmanned aerial vehicles (UAVs) to improve the network performance has been widely
discussed due to their high agility for deployment and better line-of-sight (LoS) channels. To further improve
the efficiency of using UAVs to improve the network, this paper investigates the optimization of cache-
enabled air-ground integrated networks where multiple UAVs and base stations (BSs) jointly serve users.
Aiming to maximize the minimum user rate of the network, we first formulate two optimization problems.
The first problem considers jointly optimizing the user scheduling and association, UAV power allocation,
bandwidth allocation, and UAV trajectories when the caching placement is pre-determined, and the second
problem further jointly optimizes the caching placement. To solve these two problems, we propose to
decompose them into sub-problems, and then solve the sub-problems iteratively to obtain the solutions.
The solution approaches of each sub-problem are provided. In addition, convergences of the proposed
approaches are analyzed. Simulation results show that our proposed approaches performwell and outperform
the reference schemes.

INDEX TERMS UAV communications, cache-aided wireless networks, joint caching and communication
optimization, UAV trajectory optimization.

I. INTRODUCTION
Due to the emerging applications, e.g., high-definition
video streaming, augmented/virtual reality, and artificial
intelligence (AI)-aided applications, wireless data traffic
has increased significantly and is expected to continue its
increase [1]. However, improving the wireless network to
meet such challenge under the conventional network frame-
work is difficult. Therefore, many different new technologies
have been proposed, e.g., millimeter-wave, heterogeneous
networks, edge-caching and edge-computing, and non-
terrestrial networks [2]. Among different technologies, the
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use of unmanned aerial vehicles (UAVs) to assist wireless
networks has been deemed promising, as UAVs can serve
as flexible and agile wireless moving platforms to provide
services to users and improve the network performance [3],
[4], [5], [6], [7].

Although UAVs can provide services to users by estab-
lishing high-quality user-UAV links, this is based on having
the sufficiently good wireless backhaul to help provide
connections between the UAVs and base stations (BSs)
[8]. However, to establish high-quality wireless backhaul
commonly requires additional bandwidth and infrastructure
to be invested into the networks, which is costly. On the
other hand, wireless caching has been widely discussed due
to its ability to trading low-cost storage against off the
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high-cost bandwidth [9], [10], where the fundamental idea
of caching at the wireless edge is to first use cheap storage to
cache popular contents close to the users, and then whenever
the contents are needed, the users can directly access the
contents without resorting to the use of the backhaul and the
database on the cloud. It has been shown in the literature that
using caching at the wireless edge can significantly improve
network performance [10], [11], [12], [13].
Observing the benefits of introducing caching into the

wireless network, to relieve the burden of using the wireless
backhaul by UAVs, caching at the UAVs has started to draw
attentions [8], [14]. The idea of cache-aided UAV network
is again to first let UAVs cache popular contents, and then
when users request the contents, the UAVs can immediately
provide the contents without using the high-cost wireless
backhaul transmissions. This thus significantly improves the
UAV network performance in practice and makes the UAV
networks more practically appropriate in many different
situations. Following this idea, cache-aided UAV networks
have been widely discussed in recent years [8], [14], [15],
[16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26],
[27].

A. RELATED LITERATURE REVIEW
To improve the cache-aided UAV networks, optimization
and design approaches for both caching and communication
have been investigated [15], [16], [17], [18], [19], [20], [21],
[22], [23], [24], [25], [26], [27], [28], [29]. Reference [15]
considered that UAVs with caching can act as static aerial
BSs to jointly serve users with the terrestrial BSs so that
the minimum required rate of users associated to UAVs can
be satisfied. Also in [16], considering UAVs to act as static
aerial BSs, an approach that maximizes quality of experiences
of users was proposed by jointly optimizing the UAV
deployment, caching policy, and user association. With the
same idea that UAVs can serve as aerial BSs, [17] proposed a
scheme used in UAV networks, where UAVs can proactively
transmit files to the selected ground nodes (GN) such that
the selected GNs can first cache those files transmitted
by UAVs, and then share them with neighboring users by
using device-to-device (D2D) communications. On the other
hand, an approach that jointly optimize the UAV deployment
and caching content placement was proposed in [18] to
maximize the throughput of multimedia data in IoT networks.
In addition, in [19], when given the UAV deployment, the
caching policies of UAVs and small-cell BSs as well as
the interference management approach were investigated and
designed for transmissions with better security. In [20], also
considering that locations of UAVs are given, an approach
based on the predicted user request distribution was proposed
to optimize the resource allocation and cache placement.
Although [15], [16], [17], [18], [19], and [20] studied caching
and communication policies in cache-aided UAV networks,
they assume that UAVs are with fixed locations, and thus the
agility and moving ability of UAVs were not fully exploited.

To effectively exploit the agility and moving ability of
UAVs, in [21], [22], [23], [24], [25], [26], [27], [28],
and [29], trajectories of UAVs are jointly optimized with
caching and communication. Specifically, in [21], when
considering that the users can cache files, a joint UAV
trajectory and scheduling optimization approach was pro-
posed to maximize the minimum secrecy rate of users.
Reference [22] considered using UAVs with caching to
assist vehicle networks, and a joint caching, trajectory, and
scheduling optimization approach was proposed via using
the machine learning-based and meta-heuristic algorithms.
However, the power and bandwidth optimization was not
considered by it. In [23], with the use of non-orthogonal
multiple access (NOMA), a reinforcement learning-based
approach was proposed to jointly optimize the caching, user
scheduling, and power allocation without the optimization
of the trajectory of the UAV. Also considering the use
of NOMA, [24] proposed an approach to jointly optimize
the user association, power allocation, UAV trajectories,
and caching placement without considering the influence of
possible user scheduling and links between BSs and users.
Also, [28] proposed an approach to jointly optimize the
UAV trajectories, caching placement and transmit power
without considering the scheduling and bandwidth allocation
among UAVs and BSs. To deal with the environmental
uncertainties, a deep reinforcement learning approach was
proposed in [29] to jointly design the caching, scheduling,
and UAVs power allocation, and trajectories for latency
minimization. Different from the above papers that focused
on using UAVs to directly serve users, [25], [26], and [27]
worked on cache-aided UAV-assisted D2D networks and
investigated the caching policy optimization for UAVs and
devices as well as the optimization of UAV trajectories.

B. CONTRIBUTIONS
Although there exist studies for cache-aided UAV networks,
to the best of our knowledge, the studies are still incomplete.
Especially, we see that there is no existing study that
considers cache-aided UAV networks with multiple UAVs
and multiple BSs, and then studies the joint caching, com-
munication, and trajectory optimization, where the UAV-user
links andBS-user links are jointly considered. In fact, existing
works with UAV trajectory optimization consider either a
single UAV with multiple BSs or a single BS with multiple
UAVs and do not consider the interactions between UAV-user
links and BS-user links. In addition, even for the cases of
single UAV and multiple BSs or single BS and multiple
UAVs, the joint optimization of caching, communication,
and trajectory for networks where users are served by UAVs
and BSs has not been comprehensively studied. We note
that [21], [23], [24] worked with some specific schemes
or purposes, e.g., NOMA and security, and [25], [26], [27]
worked on the UAV-aided D2D networks. The only exception
is [22]. However, it does not consider the optimization of
power and bandwidth allocation and the association and
scheduling of users. Finally, most studies on the joint caching,
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communication, and trajectory optimization were focusing
on optimizing the overall network performance, e.g., the
sum-rate of users, without considering the minimum rate
among all users except for [28]. However, the cooperation
between UAV and ground BSs was not considered in [28],
indicating that the fairness between users has not been
well addressed in the cache-aided UAV networks Therefore,
to resolve the aforementioned issues, we in this paper aim to
investigate the joint caching, communication, and trajectory
optimization that aims to maximize the minimum user rate
of the cache-aided UAV networks where multiple UAVs
and multiple BSs can jointly serve the users. We stress
that such air-ground integrated networks can improve the
network performance by bring contents closer to users and
harmonizing the resources among UAVs and BS.

In this paper, we consider the cache-aided UAV network
with multiple UAVs and multiple BSs that jointly serve the
users. We consider maximizing the minimum user rate by
jointly optimizing the caching placement, user scheduling
and association with the UAVs and BSs, UAV power
allocation, bandwidth allocation among UAVs and BSs,
and UAV trajectories. Furthermore, unlike most existing
works that assume a UAV to take off and land at the
same location (or BS), we allow UAVs to take off and
land at different locations, making the trajectories more
flexibly optimized. To develop the optimization approaches,
we first formulate two problems, namely, the cache-aware
joint communication and trajectory (CJCT) optimization
problem and the joint caching, communication, and trajectory
(JCCT) optimization problem, where the difference between
them lies in that the CJCT optimization problem considers
that the caching placement is pre-determined and cannot
be optimized, corresponding to the cases that the update
of caching can only happen infrequently in the off-peak
hours for minimizing the update cost. On the other hand,
the JCCT optimization problem considers that the caching
placement can be optimized, corresponding to the cases that
the sufficiently strong backhaul is equipped by the BSs at
which the UAVs stop, and thus the update of caching can be
more frequently conducted.

To develop the optimization approaches, we start with
solving the CJCT problem. By the observation that the
CJCT problem can be decomposed into sub-problems via
using the concept of the block coordinate descent (BCD)
method [30], we decompose the problem into the user
scheduling and association sub-problem, UAV power alloca-
tion sub-problem, system bandwidth allocation sub-problem,
and UAV trajectory optimization sub-problem. Then, the
overall optimization approach is to solve the sub-problems
iteratively until convergence, where the solution approaches
of each sub-problem are also proposed via exploiting the
techniques of linear integer programming and the successive
convex approximation (SCA) [31]. Based on the optimization
framework for solving the CJCT problem, we develop
the approach for solving the JCCT problem. Specifically,
since the only difference between the CJCT and JCCT

problems is that the JCCT problem needs to additionally
optimize the caching placement, we again decompose the
JCCT problem using the BCD method, while the user
scheduling and association sub-problem obtained from the
decomposition is in this case changed to the user scheduling,
association, and caching placement sub-problem, and other
sub-problems remain the same. Consequently, we discuss
the approach for solving the user scheduling, association,
and caching placement sub-problem, and then obtain the
overall optimization approach for the JCCT problem. The
convergence analysis of the proposed approaches for solving
the CJCT and JCCT problems is conducted, showing that our
approaches can monotonically increase the minimum user
rate until convergence. In addition, computer simulations are
also conducted to evaluate our proposed approaches. Results
show that our approaches perform well and significantly
outperform all the reference schemes.

C. ORGANIZATION
The remainder of this paper is organized as follows. In Sec. II,
the network model considered in this paper is provided.
Sec. III discusses the proposed CJCT and JCCT problem
formulations. The optimization approaches for the CJCT and
JCCT problems are developed and presented in Sec. IV.
Then, the convergence analysis of our proposed approaches
is provided in Sec. V. Simulations results are provided in
Sec. VI. Finally, the conclusions and references are provided
at the end of this paper.

II. NETWORK MODEL
In this section, the network model for the cache-aided UAV
networks considered in this paper is presented.

A. UAV-ASSISTED NETWORK MODEL
In this paper, we consider a UAV-assisted wireless network
with K base stations (BSs) and M UAVs, where each UAV
has the storage that can cache files. We assume that K BSs
act as the content servers and charging stations for UAVs to
recharge their batteries and refresh their storages. We assume
that there are U users in the network for requesting services
and assume that users request files from a library containing
F files. We assume that the BSs have all files, and thus user
requests can always be served by the BSs as long as the
corresponding BS-user links can be established. On the other
hand, the UAVs can act as aerial BSs that provide services to
users. However, due to the high cost (or lack) of the backhaul,
UAVs can provide services to requests only if the requested
files are cached by the UAVs.

We assume that a frequency reuse scheme is used by
the BSs so that the interference between BSs can be
ignored. In addition, we consider that UAVs shared the same
bandwidth for communications. As a result, interference
between UAVs could exist when they transmit signals to users
at the same time-slot. We assume that the UAVs and BSs
use different bands to serve users, and thus the interference
between BSs and UAVs does not exist. We assume that a
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service period consists of N time-slots, and the UAVs can
fly out of the BSs to provide services during the service
period. However, the UAVs need to come back to the BSs
for recharging and/or refreshing their storages at the end of
the service period. Note that different from some studies in
the literature that assume that the UAVs must come back to
their original BSs, we assume that the UAVs can land at any
BSs at the end of the service period as long as the BSs have
enough parking space for the UAVs to land.

To represent the locations of BSs, UAVs, and users, the
Cartesian coordinate system is adopted. We assume that
the BSs are located on the ground, and thus the vertical
coordinate value is 0. Then, the remaining two-dimensional
(2D) coordinates of BS k is expressed by qBS,k =[
xBS,k , yBS,k

]T . We assume also users are located on the
ground within a given area during the service period. Thus,
the 2D coordinates of user u at time-slot n is expressed by
qUS,u[n] =

[
xUS,u[n], yUS,u[n]

]T and the vertical coordinate
is with value equal to 0. Then, due to certain flying policy,
we assume that all UAVs fly at a fixed flight altitude [6],
[22], denoted as H > 0. Then, the 2D coordinates of UAV
m at time-slot n is expressed as qm[n] = [xm[n], ym[n]]T .
We assume that each UAV takes off from a BS at the
beginning of the service period. Therefore, the initial values
of the 2D coordinates of UAVs must be corresponding to the
values of the 2D coordinates of some BSs. It follows that
when considering that UAV m is from BS k at the beginning,
we have the following UAV trajectory constraints:

M∑
m=1

δm,k = Mmax, ∀k;
K∑
k=1

δm,k = 1, ∀m,

qm[0] = qBS,k , ∀m, k; qm[N ] =

K∑
k=1

δm,kqBS,k , ∀m, k,

where δm,k ∈ {0, 1} is a binary indicator to indicate whether
UAV m will land at BS k at the end of the service period and
Mmax is the maximum number of UAVs that can land at BS k .

Note that the constraint
K∑
k=1

δm,k = 1 is to indicate that a UAV

can only land in a BS. We assume that the maximum moving
distance of a UAV for each time-slot is dmax. Thus, for UAVs,
we have the following moving distance constraints to satisfy
in all the time-slots:

∥qm[n+ 1] − qm[n]∥2 ≤ d2max, ∀m, n.

B. COMMUNICATION MODEL
By the aforementioned network model, the distance between
user u and UAV m and the distance between user u and BS k
at time-slot n are given by

du,m[n] =

√∥∥qm[n] − qUS,u[n]
∥∥2 + H2

and

du,k [n] =

√∥∥qBS,k − qUS,u[n]
∥∥2,

respectively. We assume that the channels between UAVs
and users are dominated by the LoS path without small-scale
fading [32]. Then, the channel power gain between UAV m
and user u at time-slot n is given as [6]:

hu,m[n] = ρ0d−2
u,m,

where ρ0 denotes the reference channel gain at the distance
d0 = 1 m. We consider a regular terrestrial large-scale
channel model for communication links between BSs and
users. Therefore, the large-scale path loss between BS k and
user u is given as:

PLu,k (d)[dB] = 20log10

(
4π
λc
d0

)
+ 10ϵlog10(du,k ) + 4,

where ϵ is the path-loss exponent and 4 is the shadowing
effect coefficient. Note that since 4 is to represent the
large-scale shadowing effect, the shadowing effect for the
same user-BS link is invariant as the locations of users and
BSs are fixed. We assume that the small-scale fading in
terrestrial links can again be mitigated by some diversity
scheme, and thus the small-scale fading effect is ignored [33].
We denote pm[n] as the downlink transmit power of UAV
m in time-slot n, where 0 ≤ pm[n] ≤ Pmax. The signal-to-
interference-plus-noise ratio (SINR) for user u when served
by UAV m is then expressed as:1

γu,m[n] =
pm[n]hu,m[n]∑M

j=1,j̸=M pj[n]hu,j[n] + σ 2
,

where σ 2 is the noise power at the receiver. Also, we denote
pk as the downlink transmit power of BS k . It follows that the
signal-to-noise ratio (SNR) for user u when served by BS k
is:

γu,k [n] =
pk · 10

−PLu,k (d)
10

σ 2 .

C. CACHING AND REQUEST MODELS
In this paper, we consider that UAVs can serve users only if
the requested files by users are cached by UAVs. We then
denote ru,f and cm,f as the binary indicators to indicate
whether user u requests file f andwhether UAVm cache file f ,
respectively, i.e.,

ru,f =

{
1, if file f is requested by user u,
0, otherwise,

and

cm,f =

{
1, if file f is cached by UAV m,

0, otherwise.

1We note here we consider the constant noise power perspective where
the overall noise is a composition of different types of noise at the receiver
and the noise power is restricted by the receiver. Nevertheless, another
perspective that the noise power is proportional to the bandwidth can also be
accommodated in our proposed design approach via using the fact that the
bandwidth optimization in this case is simply a concave optimization [34]
with Sub-problem 3 in Sec. IVA.3.

60098 VOLUME 12, 2024



Y.-M. Lin et al.: JCCT Optimization in Air-Ground Integrated Wireless Networks

We assume that user u can at most have Ru requests for
a service period. Thus, we have

∑F
f=1 ru,f ≤ Ru, ∀u.

In addition, since the cache capacity of a UAV is limited,
we have the the caching capacity constraint given as:

F∑
f=1

cm,f ≤ C, ∀m,

where C is the maximum number of files that can be cached
by a UAV. We note that although we consider that caching
capacity of UAVs is the same in this paper for simplicity, the
extension to considering that different UAVs have different
cache capacities is straightforward.

D. USER SCHEDULING AND ASSOCIATION MODEL
To reduce the interference between different communication
links, we conduct the user scheduling and association.
We denote αu,m[n] as the binary scheduling and association
indicator to indicate whether user u is served by UAV
m at time-slot n. We consider that each UAV can only
serve a single user at a time-slot and each user can only
be served by a single UAV at a time-slot. Consequently,
the following scheduling and association constraints are
considered:

U∑
u=1

αu,m[n] ≤ 1, ∀m, n;
M∑
m=1

αu,m[n] ≤ 1, ∀u, n;

αu,m[n] ∈ {0, 1}, ∀u,m, n.

Subsequently, since user u can be served byUAVm only if the
requested the file f by the user is cached by the UAV, we have
the following constraint to satisfy:

F∑
f=1

(ru,f · cm,f ) ≥ αu,m[n], ∀u,m, n,

indicating that user u can be scheduled to be served by UAV
m only if one of the requested files of user u is cached by
UAV m.

Similarly, we denote βu,m[n] as the binary scheduling and
association indicator to indicate whether user u is served
by BS k at time-slot n. We again consider that a BS
can only serve a single user at a time-slot and that each
user can only be served by a single BS at a time-slot.
It follows that the scheduling and association constraints for
BSs are:

U∑
u=1

βu,k [n] ≤ 1, ∀k, n;
K∑
k=1

βu,k [n] ≤ 1, ∀u, n;

βu,k [n] ∈ {0, 1}, ∀u, k, n.

We note that since BSs and UAVs use different bands
to serve users and carrier aggregation is possible for the
cellular network [35], there is no scheduling and association
constraints between UAVs and BSs. In other words, a user

can be served by a BS and a UAV simultaneously at a
time-slot.

E. SYSTEM BANDWIDTH ALLOCATION MODEL AND USER
RATE
We assume that the total bandwidth of our network is
Btotal. Since the BSs adopt the frequency reuse scheme, the
frequency resources used by different BSs are orthogonal.
We then denote BBSk [n] as the bandwidth used by BS k in
time-slot n. In addition, we denote BUAV[n] as the bandwidth
used by the UAV in the time-slot n. Note that since UAVs
share the same bandwidth, there is no need to split the
bandwidth used by UAVs. It follows that when considering
the bandwidth allocation between BSs andUAVs, the relevant
constraint for the system is:

BUAV[n] +

K∑
k=1

BBSk [n] ≤ Btotal, ∀n.

Using the aforementioned models, we can compute the
achievable rate of user u in time-slot n by summing up the
rates of UAVs and BSs provided to user u in the time-slot.
Specifically, the achievable rate provided by UAV m to the
user u at time-slot n is:

RUAVu,m [n] = αu,m[n]BUAV[n]log2
(
1 + γu,m[n]

)
.

Similarly, the achievable rate provided by BS k to user u at
time-slot n is:

RBSu,k [n] = βu,m[n]BBSk [n]log2
(
1 + γu,k [n]

)
.

It follows that the total achievable rate provided to user u by
the network at time-slot n is:

Rsumu [n] =

M∑
m=1

RUAVu,m [n] +

K∑
k=1

RBSu,k [n].

Consequently, the sum-rate of user u provided by the network
during the service period is:

Rnetu =

N∑
n=1

[
M∑
m=1

RUAVu,m [n] +

K∑
k=1

RBSu,k [n]

]
.

III. PROPOSED CACHING, COMMUNICATION, AND
TRAJECTORY OPTIMIZATION PROBLEM FORMULATIONS
In this section, we formulate two optimization problems
that maximize the minimum achievable user rate of the
network. The first problem, called CJCT problem, considers
that the files cached in the UAVs are pre-determined and
fixed, and then optimizes the user scheduling and association,
UAV power allocation, bandwidth allocation for UAVs and
BSs, and the flying trajectories of UAVs. This problem is
more feasible for the cases where files cached in UAVs
is infrequently updated due to overhead reduction. On the
other hand, the second problem, called JCCT problem,
considers that the cached files are jointly optimized with
the communications and trajectories. Such consideration is
more suitable for the cases where the cache update cost is
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not a concern. In the following, we first introduce the CJCT
problem. Then, the JCCT problem is provided.

A. CACHE-AWARE JOINT COMMUNICATION AND
TRAJECTORY OPTIMIZATION PROBLEM
In this subsection, the details of the CJCT problem are
presented. We consider that the user requests ru,f , ∀u, f and
the UAV caching placement cm,f , ∀m, f are given and known
by UAVs and BSs. Then, the optimization problem that
maximizes the minimum user rate in a service period is
formulated as:

max
qm[n],δm,k ,

αu,m[n],βu,k [n],
pm[n],BUAV[n],
BBSk [n],∀m,n,k

min
u

Rnetu (1a)

subject to 0 ≤ ∥qm[n+ 1] − qm[n]∥2 ≤ d2max, ∀m, n,

(1b)
K∑
k=1

δm,kqBS,k =qm[N ], ∀m,

K∑
k=1

δm,k = 1,

∀m, (1c)
M∑
m=1

δm,k ≤Mmax,∀k, δm,k ∈ {0, 1} ,∀m, k,

(1d)

0 ≤ pm[n] ≤ Pmax, ∀m, n, (1e)
U∑
u=1

αu,m[n] ≤ 1, ∀m, n;
M∑
m=1

αu,m[n] ≤ 1,

∀u, n, (1f)

αu,m[n] ∈ {0, 1} , ∀u,m, n, (1g)
U∑
u=1

βu,k [n] ≤ 1, ∀k, n;
K∑
k=1

βu,k [n] ≤ 1,

∀u, n, (1h)

βu,k [n] ∈ {0, 1} , ∀u, k, n, (1i)
F∑
f=1

(
ru,f · cm,f

)
≥ αu,m[n], ∀u,m, n, (1j)

BUAV[n] +

K∑
k=1

BBSk [n] ≤ Btotal, ∀n, (1k)

where (1b) is the moving distance constraint; (1c) and (1d)
are the landing position constraints; (1e) is the transmit
power constraint; (1f)-(1j) are the scheduling and association
constraints for users; and (1k) is the system bandwidth
allocation constraint. We note that because the interference
between BSs and UAVs are avoided by using frequency
reuse scheme and orthogonal bands, the optimization of the
BS transmit power is straightforward – the larger transmit
power always gives better user rate. Therefore, the transmit
power optimization for BSs is not included in this paper.
By introducing a slack variable η, the problem in (1) can be

equivalently written as:

max
η,qm[n],δm,k ,

αu,m[n],βu,k [n],
pm[n],BUAV[n],
BBSk [n],∀m,n,k

η (2a)

subject to Rnetu ≥ η, ∀u, (2b)

(1b) − (1k). (2c)

Such reformulation will be used frequently later in this paper.

B. JOINT CACHING, COMMUNICATION, AND TRAJECTORY
OPTIMIZATION PROBLEM FORMULATION
In this subsection, given the user requests ru,f , ∀u, f ,
we formulate the JCCT optimization problem that again
maximizes the minimum user rate in a service period as:

max
cm,f ,qm[n],δm,k ,
αu,m[n],βu,k [n],
pm[n],BUAV[n],
BBSk [n],∀m,n,k,f

min
u

Rnetu (3a)

subject to
F∑
f=1

cm,f ≤ C, ∀m, (3b)

cm,f ∈ {0, 1} , ∀m, f , (3c)

(1b) − (1k). (3d)

Obviously, we observe that the difference between (1) and (3)
lies in that constraints (3b) and (3c) are additional included
for caching placement optimization, where the numbers of
files that can be cached are upper bound byC . In other words,
the difference between (1) and (3) lies only in that the files
to be cached in UAVs need to be jointly optimized with the
communications and UAV trajectories in (3). Similar to (2),
we can introduce a slack variable η to reformulate (3) as:

max
η,cm,f ,qm[n],δm,k ,
αu,m[n],βu,k [n],
pm[n],BUAV[n],
BBSk [n],∀m,n,k

η (4a)

subject to Rnetu ≥ η, ∀u, (4b)

(3b), (3c), (1b) − (1k). (4c)

We can see that (1) and (3) are non-convex mixed-
integer problems which are difficult to be solved by standard
solvers. Thus, in the following sections, we propose solution
approaches to effectively solve them by exploiting the
BCD method [30] and the SCA [31]. We remark that the
harmony between the caching placement, user scheduling,
association, UAV power allocation, bandwidth allocation,
and UAV trajectories is the most critical part to the successful
optimization. To achieve this, the key factors to consider are
the SINR values of each user as well as the fairness issue
between users. In other words, we need the SINR values for
each scheduled link to be good. In addition, as our goal in this
paper is to maximize the minimum user rate, we also need
users to be scheduled with high fairness within the overall
transmission period.
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IV. PROPOSED CACHING, COMMUNICATION, AND
TRAJECTORY OPTIMIZATION APPROACHES
In this section, we propose approaches that solve the
formulated problems. To do this, our idea is to first use
BCD method to decompose the problems into sub-problems.
Then, different solution approaches are proposed to conquer
different sub-problems, respectively. Finally, following the
principle of BCD method, we then iteratively solve the
sub-problems until convergence. Note that the rationale of
the decomposition is that when the variables to optimize in
different sub-problems are ‘‘separable’’ in constraints [30],
iteratively optimizing variables in a sub-problem when
fixing other variables can the monotonically improve of the
objective function of the original problem if the sub-problem
can be effective solved. This will be discussed in more detail
along with the convergence analysis in the next section.

Following the aforementioned idea, when considering the
CJCT problem in (1), we see that the problem can be decom-
posed into four sub-problems: user scheduling and asso-
ciation, UAV transmit power allocation, system bandwidth
allocation, and UAV trajectory optimization sub-problems,
where the user scheduling and association sub-problem
is to optimize αu,m[n], ∀u,m, n and βu,k [n], ∀u, k, n; the
power allocation sub-problem is to optimize pm[n], ∀m, n;
the system bandwidth allocation sub-problem is to optimize
BUAV[n], ∀n and BBSk [n], ∀k, n; and the UAV trajectory
optimization sub-problem is to optimize qm[n], ∀m, n and
δm,k , ∀m, k . Similarly, when considering the JCCT problem
in (3), we see that the problem can be decomposed into four
sub-problems: user scheduling, association, and cache place-
ment, UAV transmit power allocation, system bandwidth
allocation, and UAV trajectory sub-problems, where the latter
three sub-problems are the same sub-problems as those
mentioned above, while the user scheduling, association,
and cache placement sub-problem is to jointly optimize
cm,f , ∀m, f , αu,m[n], ∀u,m, n, and βu,k [n], ∀u, k, n.

In the following, the solution approaches for solving the
corresponding sub-problems of the CJCT problem will first
be discussed along with the overall iterative algorithm for
solving the CJCT problem. Then, the solution approach for
solving the JCCT problem will be provided.

A. PROPOSED SOLUTION APPROACH FOR CACHE-AWARE
JOINT COMMUNICATION AND TRAJECTORY
OPTIMIZATION PROBLEM
In this subsection, we first provide the details of the
sub-problems obtained from decomposing the CJCT problem
with their corresponding solution approaches. Then, the
overall algorithm is presented at the end of this subsection.

1) SUB-PROBLEM 1: USER SCHEDULING AND ASSOCIATION
SUB-PROBLEM
For sub-problem 1, we consider optimizing the user schedul-
ing and association to UAVs and BSs while considering other
variables are fixed. As a result, based on (1) and (2), the user

scheduling and association sub-problem can be formulated
as:

max
η,αu,m[n],

βu,k [n],∀u,m,k,n

η

subject to Rnetu ≥ η, ∀u,

(1f ), (1g), (1h), (1i), (1j). (5)

We can then see that (5) is a linear integer programming
(LIP). Thus, the standard LIP solver can be used to solve it.
In addition, to further reduce the complexity, we can relax
αu,m[n], ∀u,m, n and βu,k [n], ∀u, k, n to be within 0 and 1,
and then solve the relaxed problem which is as simple as a
linear programming (LP):

max
η,αu,m[n],

βu,k [n],∀u,m,k,n

η

Rnetu ≥ η, ∀u,

(1f ), (1h), (1j)

0 ≤ αu,m[n] ≤ 1, ∀u,m, n,

0 ≤ βu,k [n] ≤ 1, ∀u, k, n. (6)

It then turns out that (6) can be solved with very low
complexity. Finally, with the solution of (6), we can
obtain the final integer solution of αu,m[n], ∀u,m, n and
βu,k [n], ∀u, k, n by using rounding. Note that due to the

constraints
U∑
u=1

αu,m[n] ≤ 1, ∀m, n,
M∑
m=1

αu,m[n] ≤ 1, ∀u, n,

U∑
u=1

βu,k [n] ≤ 1, and
K∑
k=1

βu,k [n] ≤ 1, ∀u, n, such rounding

can directly lead to a feasible solution of (5). By empirical
experience, we see that solving (6) and conducting rounding
can give the similar as that obtained by solving (5) using a
stand LIP solver in almost all cases.

2) SUB-PROBLEM 2: UAV POWER ALLOCATION
SUB-PROBLEM
For the UAV power allocation sub-problem, we consider opti-
mizing the powers of UAVs while considering other variables
are fixed. Thus, the UAV power allocation sub-problem is
formulated as:

max
η,pm[n],∀m,n

η

subject to
N∑
n=1

{
M∑
m=1

αu,m[n]BUAV[n]log2
(
1 + γu,m[n]

)
+

K∑
k=1

RBSu,k [n]

}
≥ η, ∀u,

0 ≤ pm[n] ≤ Pmax, ∀m, n, (7)

where

γu,m[n] =
pm[n]hu,m[n]∑M

j=1,j̸=M pj[n]hu,j[n] + σ 2
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is a function of the power allocation. We see that (7)
is non-convex because of γu,m[n]. Therefore, we use the
technique of SCA which obtains a convexified problem
by approximating R̂u,m[n] with a convex function. Then,
by iteratively solving the convexified problem, we can obtain
a local optimum of (7) according to the theory of SCA [31].
Specifically, to obtain a convexified problem, we see that

log2
(
1 + γu,m[n]

)
= log2

1 +
pm[n]hu,m[n]

M∑
j=1,j̸=m

pj[n]hu,j[n] + σ 2


= log2

 M∑
j=1

pj[n]hu,j[n] + σ 2

− R̂u,m[n] (8)

where

R̂u,m[n] = log2

 M∑
j=1,j̸=m

pj[n]hu,j[n] + σ 2

 .

Then noticing that the linearization at any point is always a
global upper of a concave function, we can obtain an upper
bound at the given local point pij[n] as:

R̂u,m[n] ≤

M∑
j=1,j̸=m

(
Su,j[n]

(
pj[n] − pij[n]

))

+ log2

 M∑
j=1,j̸=m

pij[n]hu,j[n] + σ 2

 1
= R̂ubu,m[n],

(9)

where pij[n] is the given power allocation obtained from
the previous round of optimization (or initialization) for
conducting the linearization; and

Su,j[n] =
hu,j[n]log2(e)

M∑
l=1,l ̸=m

pil[n]hu,l[n] + σ 2

, ∀u, j, n.

By using (8) and (9), the problem in (7) can be convexified
as:

max
η,pm[n],∀m,n

η

subject to
N∑
n=1

{
M∑
m=1

(
αu,m[n]BUAV[n]RUAV ,Polb

u,m [n]
)

+

K∑
k=1

RBSu,m[n]

}
≥ η, ∀u,

0 ≤ pm[n] ≤ Pmax, ∀m, n, (10)

where

RUAV ,Polb
u,m [n] = log2

 M∑
j=1

pj[n]hu,j[n] + σ 2

− R̂ubu,m[n]

is a lower bound of log2
(
1 + γu,m[n]

)
. Problem (10) is then

a convex optimization problem. Thus, it can be solved by the
standard convex solver, e.g, CVX. Furthermore, as will be
shown in detail later in next section, iteratively solving (10)
can guarantee the monotonic improvement of the objective
function value in (7).

3) SUB-PROBLEM 3: SYSTEM BANDWIDTH ALLOCATION
SUB-PROBLEM
For the system bandwidth allocation optimization problem,
we consider optimizing the system bandwidth allocated to
BSs and UAVs while fixing other variables. The optimization
problem is then formulated as:

max
η,BUAV[n],
BBSk [n],∀k,n

η

subject to
N∑
n=1

{
M∑
m=1

αu,m[n]BUAV[n]log2
(
1 + γu,m[n]

)
+

K∑
k=1

βu,k [n]BBSk [n]log2
(
1 + γu,k [n]

)}
≥ η, ∀u,

BUAV[n] +

K∑
k=1

BBSk [n] ≤ Btotal, ∀n. (11)

We can observe that (11) is simply a standard LP, and thus
its optimal solution can be efficiently obtained by using the
standard LP solver.

4) SUB-PROBLEM 4: UAV TRAJECTORY OPTIMIZATION
SUB-PROBLEM
For the UAV trajectory optimization sub-problem, we con-
sider optimizing the trajectories of UAVs while fixing the
others. The optimization sub-problem is formulated as:

max
η,qm[n],

δm,k ,∀m,k,n

η (12a)

subject to
N∑
n=1

[
M∑
m=1

RUAVu,m [n] +

K∑
k=1

RBSu,k [n]

]
≥ η, ∀u,

(12b)

0 ≤ ∥qm[n+ 1] − qm[n]∥2 ≤ d2max, ∀m, n,

(12c)

qm[N ] =

K∑
k=1

δm,kqBS,k , ∀m,

K∑
k=1

δm,k = 1, ∀m,

(12d)
M∑
m=1

δm,k ≤ Mmax, ∀k, δm,k ∈ {0, 1} , ∀m, k,

(12e)

where RUAVu,m [n] is a function of the trajectories according to
the models in Sec. II. We note that (12) is a non-convex
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optimization problem due to (12b). Thus, to solve it, the SCA
technique is again used. Specifically, we observe that:

RUAVu,m [n] = log2
(
1 + γu,m[n]

)
= log2

1 +

pm[n]ρ0
∥qm[n]−qUS,u[n]∥

2
+H2

M∑
j=1,j̸=m

pj[n]ρ0
∥qj[n]−qUS,u[n]∥

2
+H2

+ σ 2


= R̃u,m[n]

− log2

 M∑
j=1,j̸=m

pj[n]ρ0∥∥qj[n] − qUS,u[n]
∥∥2 + H2

+ σ 2

,

where

R̃u,m[n] = log2

 M∑
j=1

pj[n]ρ0∥∥qj[n] − qUS,u[n]
∥∥2 + H2

+ σ 2

.

Subsequently, we introduce slack variablesQu,m[n], ∀u,m, n,
and then convert (12b) as:

N∑
n=1

{ M∑
m=1

(
αu,m[n]BUAV[n]

(
R̃u,m[n] − log2

( M∑
j=1,j̸=m

×
pj[n]ρ0

Qu,j[n] + H2 + σ 2
)))

+

K∑
k=1

RBSu,k [n]
}

≥ η, ∀u.

(13)

It follows that, problem (12) can be equivalently expressed
as:

max
η,qm[n],

Qu,m[n],∀u,m,n

η

subject to Qu,m[n] ≤
∥∥qm[n] − qUS,u[n]

∥∥2, ∀u,m, n,

(12c), (12d), (12e), (13). (14)

It can be observed that the term log2

(
M∑

j=1,j̸=m

pj[n]ρ0
Qu,j[n]+H2 +σ 2

)
in (13) is now convex with respect to Qu,j[n]. However,
the problem is still non-convex because R̃u,m[n] in (13)
is still non-convex with respect to qm[n] and Qu,m[n] ≤∥∥qm[n] − qUS,u

∥∥2 is a non-convex constraint.
To further resolve the non-convexity, we apply the SCA

technique to them. Specifically, we let qim[n], ∀m, n be a
given trajectories of UAVs for linearization. Then, we use
the first-order Taylor expansion to approximate R̃u,m[n] at the
given trajectories qim[n], ∀m, n and obtain the following lower
bound for it:

R̃u,m[n] ≥

M∑
j=1

{(
−C i

u,j[n]
) ( ∥∥qj[n] − qUS,u[n]

∥∥2
−

∥∥∥qij[n] − qUS,u[n]
∥∥∥2 )}+ Diu,m[n]

1
= R̃lbu,m[n]

(15)

where C i
u,j[n] and D

i
u,m[n] are some constants given as:

C i
u,j[n] =

pj[n]ρ0(∥∥∥qij[n]−qUS,u[n]
∥∥∥2+H2

)2 log2(e)

M∑
l=1

pl [n]ρ0∥∥qil [n]−qUS,u[n]
∥∥2+H2

+ σ 2

;

Diu,m[n] = log2

(
M∑
l=1

pl[n]ρ0∥∥qil[n] − qUS,u[n]
∥∥2 + H2

+ σ 2

)
.

(16)

To deal with the constraint Qu,m[n] ≤
∥∥qm[n] − qUS,u[n]

∥∥2,
we use the first-order Taylor expansion to approximate it with
respect to the given qim[n]. We then obtain:∥∥qm[n] − qUS,u[n]

∥∥2
≥

∥∥∥qim[n] − qUS,u[n]
∥∥∥2

+ 2
(
qim[n] − qUS,u[n]

)T (
qm[n] − qim[n]

)
. (17)

After the above convexifications, problem (14) can then be
convexified as:

max
η,qm[n],

Qu,m[n],∀u,m,n

η

subject to
N∑
n=1

[
M∑
m=1

RUAV ,lb
u,m [n] +

K∑
k=1

RBSu,k [n]

]
≥ η, ∀u,

Qu,m[n] ≤

∥∥∥qim[n] − qUS,u[n]
∥∥∥2 + 2·(

qim[n] − qUS,u[n]
)T (

qm[n] − qim[n]
)

,

∀u,m, n,

(12c), (12d), (12e), (18)

where

RUAV ,lb
u,m [n] = αu,m[n]BUAV[n]

(
R̃lbu,m[n]

− log2

( M∑
j=1,j̸=m

pj[n]ρ0
Qu,j[n] + H2 + σ 2

))
.

Now, problem (18) is a convex optimization problem if we
ignore the integer constraints of δm,k , ∀m, k in (13). However,
thanks to the development of the solver for the mixed-integer
convex optimization, (18) with the linear integer constraints
can be solved by the solver, e.g., CVX, efficiently if the
number of UAVs is not very large. On the other hand,
we can also relax δm,k to be within zero and one to obtain
a pure convex problem after optimization, and then conduct
the overall optimization until convergence. Then, if the
stopping locations are not at the BSs, we move the stopping
locations of UAVs to the nearest BSs. We note that it is also
possible that we manually determine the landing locations
of UAVs, e.g., many works in the literature let the UAVs
land at the same locations as where they take off. In this
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Algorithm 1 Proposed Algorithm for Solving Cache-Aware
Joint Communication and Trajectory Optimization Problem
1: Given users requests ru,f , ∀u, f and UAVs caching

placements cm,f ∀m, f
2: Set i = 0. Initialize pim[n], ∀m, n, qim[n], ∀m, n,
BiUAV[n], ∀n, and B

i
BSk

[n], ∀k, n.
3: repeat
4: Given pim[n], ∀m, n, qim[n], ∀m, n, BiUAV[n], ∀n, and

BiBSk [n], ∀k, n, solve sub-problem 1 in (5) using the
solver or using (6) along with rounding. Then, update
αi+1
u,m[n], ∀u,m, n and β i+1

u,k [n], ∀u, k, n.
5: Given αi+1

u,m[n], ∀u,m, n, β i+1
u,k [n], ∀u, k, n, qim[n],

∀m, n, BiUAV[n], ∀n, and BiBSk [n], ∀k, n, solve sub-
problem 2 in (7) via iteratively solving (10). Then,
update pi+1

m [n], ∀m, n.
6: Given αi+1

u,m[n], ∀u,m, n, β i+1
u,k [n], ∀u, k, n, pim[n],

∀m, n, qim[n], ∀m, n, solve sub-problem 3 using (11).
Then, update BiUAV[n], ∀n and B

i
BSk

[n], ∀k, n.
7: Given αi+1

u,m[n], ∀u,m, n, β i+1
u,k [n], ∀u, k, n, p

i+1
m [n],

∀m, n, BiUAV[n], ∀n, and BiBSk [n], ∀k, n, solve sub-
problem 4 via iteratively solving (18). Then, update
qim[n], ∀m, n.

8: Update i = i+ 1.
9: untilThe improvement is below a predefined threshold ϵ.

case, (18) reduces simply to a convex optimization problem.
By iteratively solving (18), the monotonic improvement of
the objective function value for (12) can be guaranteed. This
will be discussed in the next section.

5) OVERALL ALGORITHM
With the proposed solution approaches for each sub-problem,
we now present the overall algorithm for solving the
formulated CJCT problem. The idea of the overall algorithm
is simply to iteratively solve the sub-problems. The overall
algorithm is summarized in Alg. 1. We note that although
the BCD method suggests that we conduct the inner loops
that iteratively solve (10) and (18), respectively, for their
own sub-problems until convergence first, and then iteratively
solve the sub-problems in the outer loop, in practice, the
convergence of the overall algorithm can be accelerated by
only solving (10) and (18) a couple of iteration (even a
single iteration) when conducting the inner loop. In addition,
the order for solving the sub-problem might be changed
if someone wants to fine-tuning the algorithm for solving
a specific realization of the problem. However, by our
empirical experiences, such fine-tuning commonly provides
minor improvement, and thus might not be necessary.

B. PROPOSED SOLUTION APPROACH FOR JOINT
CACHING, COMMUNICATION, AND TRAJECTORY
OPTIMIZATION PROBLEM
In this subsection, given user requests ru,f , ∀u, f , we discuss
the approach for solving the JCCT problem. Specifically,

by using the similar ideas and approaches in Sec. IV-A,
we develop a solution approach consisting of solving four
sub-problems: user scheduling, association, and cache place-
ment, UAV power allocation, system bandwidth allocation,
and UAVs trajectory optimization sub-problems. Then, since
the latter three sub-problems are the same sub-problems as
in Sec. IV-A when fixing the caching placement and user
scheduling and association, the same approaches proposed in
Sec. IV-A are directly used for solving them. Thus, in the
following, we first discuss the solution approach for solving
the user scheduling, association, and cache placement sub-
problem. Then, the overall algorithm for solving the JCCT
problem is provided.

1) SUB-PROBLEM 1: USER SCHEDULING, ASSOCIATION
AND CACHE PLACEMENT SUB-PROBLEM
Based on (3) and (4), the user scheduling, association, and
cache placement sub-problem can be formulated as:

max
η,αu,m[n],βu,k [n],
cm,f ,∀u,m,k,n,f

η

subject to Rnetu ≥ η, ∀u,

(1f ), (1g), (1h), (1i), (1j), (3b), (3c). (19)

The difference between (19) and (5) lies only in that

the cache placement constraints, i.e.,
F∑
f=1

cm,f ≤ C, ∀m

and cm,f ∈ {0, 1} , ∀m, f are additional included and
for the joint optimization with the user scheduling and
association. From (19), we can see that this is a standard
LIP, and thus the standard solver can be used for solving
it. Interestingly, since the existing CVX toolbox support
solving the mixed-integer linear problem, and thus we have
come up with an alternative solution approach that can take
advantage of such solver and obtain effective solutions. The
alternative solution approach follows the similar approach for
solving (5), in which αu,m[n], ∀u,m, n and βu,k [n], ∀u, k, n
are first relaxed to be within 0 and 1. Subsequently,
the resulting mixed-integer linear problem is solved by
using CVX. Finally, the obtained solution with fractional
αu,m[n], ∀u,m, n and βu,k [n], ∀u, k, n are rounded to 0 and
1 to attain the final solution. It turns out that such approach
can provide almost the same performance as that of directly
using LIP solver, but, surprisingly, be more efficient in terms
of runtime for finding a solution in the Matlab platform
in certain cases. The possible reason might be that treating
αu,m[n], ∀u,m, n and βu,k [n], ∀u, k, n as integers increases
the worst-case complexity of the LIP solver, while this might
not be the case for the algorithm adopted by themixed-integer
linear problem solver.

2) OVERALL ALGORITHM
With the proposed solution approaches for each sub-problem,
we now present the overall algorithm for solving the
formulated JCCT problem which is summarized in Alg. 2.
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Algorithm 2 Proposed Algorithm for Solving Joint Caching,
Communication, and Trajectory Optimization Problem
1: Given users request ru,f
2: Set i = 0. Initialize pim[n], ∀m, n, qim[n], ∀m, n,
BiUAV[n], ∀n, and B

i
BSk

[n], ∀k, n.
3: repeat
4: Given pim[n], ∀m, n, qim[n], ∀m, n, BiUAV[n], ∀n, and

BiBSk [n], ∀k, n, solve sub-problem 1 using (19)
with the LIP solver (or using the proposed
alternative approach). Then, update cim,f , ∀m, f ,
αi+1
u,m[n], ∀u,m, n and β i+1

u,k [n], ∀u, k, n.
5: Solve the UAV power allocation, system band-

width allocation, and UAVs trajectory optimization
sub-problems following the same approaches pro-
vided in Alg. 1.

6: Update i = i+ 1.
7: until The improvement is below a predefined threshold

ϵ.

V. CONVERGENCE ANALYSIS OF THE PROPOSED
SOLUTION APPROACHES
In this section, the convergences of the proposed solution
approaches in Sec. IV are analyzed.We start our analysis with
the proposed approach for solving the CJCT problem. Then,
the analysis is directly extended to the proposed approach for
solving the JCCT problem. Note that the fundamental idea
of our analysis is to show that using our proposed approach
to optimize each sub-problem can monotonically improve
the objective function of the original problem with a better
feasible solution.

By the descriptions in Sec. IV-A and Alg. 1, it is clear that
our proposed approach is to iteratively solve sub-problems
in (5), (7), (11), and (12). Therefore, we first provide the
following lemma:
Lemma 1: When solving (2) by iteratively solving sub-

problems in (5), (7), (11), and (12), such solution approach
can monotonically improving the solution for (2) given that
the obtained solutions for solving each sub-problem are also
monotonically improving.
proof: The proof is straightforward. We first observe that

when solving a sub-problem, the solution obtained from the
previous sub-problem is also one of the feasible solutions
of the current sub-problem. Thus, as long as we can obtain
a solution better than the feasible solution provided by the
previous sub-problem when solving the sub-problem at each
iteration, we are improving the solution for (2) at each
iteration. □
With Lemma 1, the remaining is to show that our proposed

approaches for solving each sub-problem can always provide
a better solution as compared to the solution of the previous
sub-problem. To do this, we first provide proposition 3 for
characterizing the solution approaches for sub-problems 1
and 3 in Alg. 1:

Proposition 2: Our solution approaches for solving sub-
problem 1 in (5) and sub-problem 3 in (11) improve the
solution.
proof: This is straightforward as their optimal solutions

can be obtained by the standard solvers. The only thing
to notice is that in Alg. 1, we are suggesting solving (6)
with rounding instead of directly solving (5). However,
by our empirical experience, the monotonicity is still
maintained even if the relaxation-and-rounding is adopted for
complexity reduction, though this indeed is not theoretically
guaranteed. □
We then provide proposition 4 for characterizing the

solution approach for sub-problem 2 in Alg. 1:
Proposition 3: Solving sub-problem 2 in (7) by iteratively

solving (10) can improve the solution at each iteration.
proof: Recall that the difference between (7) and (10) is

that the SCA is used to convexify the first constraint which
gives the left-handed side function of the first constraint
in (10) to always be a low bound of the left-handed side
function of the first constraint in (7). Furthermore, if the
lineraization is conducted on the solution of the previous
iteration, the solution of the previous round is a feasible
solution for both (7) and (10). We then denote (ηpre,Ppre)
as the solution of the previous iteration and (ηnow,Pnow)
as the solution after solving (10). We can then see that
we have ηnow ≥ ηpre as the optimal solution of (10)
can be obtained by a convex solver. Subsequently, with a
given solution Pnow, we denote f Sub21,u (Pnow) and f Sub22,u (Pnow)
as the values of the left-handed side functions of the first
constraints in (7) and (10), respectively. It follows that since
f Sub22,u (·) is a lower bound of f Sub21,u (·), we have f Sub21,u (Pnow) ≥

f Sub22,u (Pnow) ≥ ηnow ≥ ηpre, ∀u. Therefore, the solution
Pnow obtained by solving (10) can provide an improved result
for (7). □
Finally, we provide proposition 5 to characterize the

solution approach for sub-problem 4 in Alg. 1:
Proposition 4: Solving sub-problem 4 in (12) by iter-

atively solving (18) can improve the solution at each
iteration.

proof: The proof of this proposition is similar to the
proof of Proposition 3. Recall that the difference between (12)
and (18) is that the SCA is used to convexify the first
constraint of (12), which gives rise to the first and second
constraints of (18). Then, as we can again see that the
convexification is conducted on the solution of the previous
iteration, the solution of the previous round is a feasible
solution for both (12) and (18). We then denote (ηpre,qpre) as
the solution of the previous iteration and (ηnow,qnow,Qnow)
as the solution after solving (18). Subsequently, with a given
solution qnow, we denote f Sub41,u (qnow) and f Sub42,u (qnow,Qnow)
as the values of the left-handed side functions of the first
constraints in (12) and (18), respectively, where Qnow is
a feasible solution of (18) corresponding to the provided
qnow. We then see that f Sub42,u (qnow,Qnow) is always a lower
bound for f Sub41,u (qnow), as this can be seen from that
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FIGURE 1. UAV trajectories comparison of different schemes.

R̃u,m[n] ≥ R̃lbu,m[n] by (15) and that∥∥qm[n] − qUS,u[n]
∥∥2 ≥

∥∥∥qim[n] − qUS,u[n]
∥∥∥2

+ 2
(
qim[n] − qUS,u[n]

)T (
qm[n] − qim[n]

)
≥ Qu,m[n]

by (17) with (18). It then follows that since the linearization
is conducted at the previous solution, we have ηnow ≥ ηpre as
the optimal solution of (18) can be obtained by the standard
solver. This leads to that f Sub21,u (qnow) ≥ f Sub22,u (qnow,Qnow) ≥

ηnow ≥ ηpre, ∀u. Therefore, the solution qnow obtained by
solving (18) can provide an improved result for (12). □

By Lemma 1 and above propositions, we provide the
concluding theorems below:

Theorem 5: The proposed solution approach in Alg. 1 can
monotonically improve the solution of the proposed CJCT
problem in (1) until convergence.
proof: Recall that (1) is equivalent to solving (2). Thus,

by using Lemma 1 and above propositions, we see that the
proposed Alg. 1 canmonotonically improve the performance.
Then, since there must exist an upper bound for the objective
function, the algorithm must converge. □
Theorem 6: The proposed solution approach in Alg. 2 can

monotonically improve the solution of the proposed JCCT
problem in (3) until convergence.
proof: This is straightforward by following the above

analysis for obtaining Theorem 5 and using the fact that
solving (19) improves the solution. □

VI. COMPUTER SIMULATIONS
A. SIMULATION SETUP
In this section, the proposed approaches are evaluated
in terms of the minimum user rate by using computer

simulations. In the simulations, we consider that the BSs,
UAVs and users are located within a square area of 420×420
m2. In addition, we consider that the locations of BSs are
fixed, where one BS is with coordinates [0, 0]T and the other
is with coordinates [400, 400]T . We consider that the initial
locations of the UAVs are uniformly and randomly assigned
to the locations of two BSs. We consider that UAVs fly at a
fixed altitude of H = 30 m. In addition, for the parameters
in the channel models, the noise power and the reference
channel gain are given by σ 2

= −110 dBm, ρ0 = −60 dB,
respectively. Also, λc is the wavelength corresponding to the
carrier frequency of 5 GHz. We consider that the maximum
moving distance of a UAV for each time-slot is dmax = 75 m
and that the total bandwidth of the network is Btotal =

100 MHz. We consider that the number of files is F =

10 and assume that each user can request three different files,
where requests are generated uniformly at random. When the
locations of users and the BSs are fixed, the shadowing effect
for a user-BS link is invariant. Then, the exact values of the
shadowing coefficient4 for each BS-user link are not critical,
and thus we consider 4 = 0 dB for simplicity.
We consider both uniform and non-uniform user distri-

butions. When with the uniform user distribution, user are
uniformly distributed within the considered area. On the other
hand, when with the non-uniform user distribution, users are
only uniformly distributed within two specific areas A1 and
A2, where the ranges for the x-axis and y-axis of A1 are
[−20, 20] and [380, 420], respectively, and the ranges for
the x-axis and y-axis of A2 are [380, 420] and [20, −20].
In the simulations, unless otherwise indicated, three setups
are considered for evaluation, where the first setup considers
the number of UAVs, the number of users, and the number of

60106 VOLUME 12, 2024



Y.-M. Lin et al.: JCCT Optimization in Air-Ground Integrated Wireless Networks

FIGURE 2. Performance evaluation with uniform user distribution as a
function of the maximum transmit power.

time-slots to be M = 2, U = 4, and N = 15, respectively;
the second setup considers M = 2, U = 8, and N = 15; and
the third setup considersM = 4, U = 8, and N = 20.
To evaluate our proposed CJCT and JCCT optimization

approaches, we compare them with the following reference
schemes:

(i) Fixed line trajectory scheme: In this scheme, the
cached files of UAVs are given to be the same as

FIGURE 3. Performance evaluation with non-uniform user distribution as
a function of the maximum transmit power.

the CJCT approach. and UAVs have fixed straight line
trajectories that connect between two BSs. Then, the
remaining arguments for optimization, i.e., the user
association, power allocation, and bandwidth allocation,
are optimized by iteratively using our proposed solution
approaches for solving the sub-problems.

(ii) Fixed circle trajectory scheme: In this scheme, the
cached files of UAVs are given and circle trajectories
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FIGURE 4. Performance evaluation with uniform user distribution as a
function of the cache capacity.

of UAVs are considered. The remaining arguments are
again optimized by our proposed approaches.

(iii) Random BS association scheme: In this scheme, users
are first randomly associated to the BSs and served
with round-robin scheduling. Then, given the user-BS
associations and considering the UAVs are exclusively
belong to the BSs that have the same locations as
their initial locations, we can treat two BSs and their
corresponding UAVs and users as independent groups,
and then optimize the user-UAV scheduling and associ-
ation, transmit powers, cache, and trajectories by using
the approach proposed in [28]; the remaining system
bandwidth allocation is optimized by our proposed
approach.

(iv) Nearest BS association scheme: In this scheme, users
are first associated with their nearest BSs. Then, the
remaining follows the same approach as that of the
random BS association scheme.

Fig. 1 shows the trajectories of two UAVs for different
schemes with an illustrative realization. We can see that as
compared to the reference schemes, our proposed approaches

FIGURE 5. Performance evaluation with non-uniform user distribution as
a function of the cache capacity.

can provide (intuitively) more reasonable trajectories as they
fly directly to the users they need to serve. We note that
although the random and nearest BS association schemes also
let the UAVs fly to the users, they indeed are less cooperative
as compared to our proposed approaches, leading to worse
performance as will be shown below.

B. PERFORMANCE EVALUATION RESULTS
In this subsection, the performance of our proposed solution
approaches is evaluated and compared with the reference
schemes. In Fig. 2, considering C = 3, the performance
of our proposed approaches are evaluated with uniform user
distribution as a function of the maximum transmit power.
We observe that our proposed approaches can outperform the
reference schemes. In addition, we see that as the caching
is further optimized by the proposed JCCT approach, the
JCCT approach is better than the proposed CJCT approach.
We see that for all the approaches, the performance improves
when the maximum transmit power increases as expected.
In addition, we see that the approaches with fixed trajectories
in general have poor performance because their trajectories
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FIGURE 6. Performance evaluation with a different BS placement under
the first setup with C = 3 as a function of the maximum transmit power.

are not optimized. Furthermore, by comparing between
Figs. 2(a) and 2(b), we see that when the number of users
increase, the loading balance and interference issues become
critical, and thus appropriate scheduling and association
become highly influential. Fig. 3 evaluates the performance
as a function of the transmit power with non-uniform
distribution and C = 3. We again can see that the proposed
approaches can outperform the reference schemes and that
the approaches with fixed trajectories in general have poor
performance. Finally, by comparing between the second and
third setups in Figs. 2 and 3, it can be observed that the
improvement of the proposed approaches as compared to
the reference schemes seem to be more significant when the
third setup is adopted, i.e., when the adopted setup is more
complicated. This implies that our proposed approach can
more effectively optimize the performance than the reference
schemes in more complicated situations.

Considering the first and third setups, Fig. 4 shows the
performance with uniform user distribution and Pmax =

0.1 W, as a function of the cache capacity of UAVs.
We again see that our proposed approaches can significantly
outperform the reference schemes. In addition, we see that
when the cache capacity increases, the performance of all

FIGURE 7. Performance evaluation with a different BS placement under
the first setup with Pmax = 0.1 W as a function of the cache capacity.

approaches improves as expected. Furthermore, it can be
observed that the performance gap between the proposed
JCCT and CJCT approaches diminishes as the cache capacity
increases. This is because when the cache capacity is larger,
the benefits of optimizing what to be cached in UAVs become
less significant. Finally, we see that the approaches with
fixed trajectories again have the worst performance. Fig. 5
shows the performance with non-uniform user distribution
and Pmax = 0.1 W as a function of the cache capacity of
UAVs.We observe that the proposed approaches significantly
outperform the reference schemes as expected. In addition,
all other observations found in Fig. 4 can again be found in
Fig. 5. Furthermore, from both Figs. 4 and 5, it can be seen
that although all approaches saturate when the cache capacity
increases, the saturated performance levels of our proposed
approaches are much larger than the reference schemes. This
implies that even if determining what to be cached becomes
less critical, our proposed approaches can provide better
performance by optimizing other factors, e.g., trajectories,
scheduling, and powers of UAVs.

Finally, in Figs. 6 and 7, we consider the first setup with a
different BS placement for evaluation, where the locations of
the BSs are now changed to be with coordinates [120, 200]T
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and [280, 200]T , respectively. We observe that the proposed
approaches still work effectively and the aforementioned
observations are still valid under a different placement of BS
locations, showing the ability of our approaches to be adopted
in different scenarios. We note that simulation results with
other setups show the behaviors similar to the above figures.
Thus, they are omitted for brevity.

VII. CONCLUSION
In this paper, we considered the cache-aided integrated air-
ground networks where both UAVs and BSs can serve the
users and UAVs can fly across the BSs. To optimize the
network performance, two maximum minimum user rate
optimization problems were formulated. Then, approaches
that can jointly optimize the UAV caching placements, UAV
trajectories, user scheduling and association, UAV transmit
powers, and system bandwidth allocation were proposed
by first decomposing the formulated problems into sub-
problems, and then solving the sub-problems iteratively until
convergence. Solution approaches corresponding to each
sub-problem were provided. In addition, convergences of the
proposed approaches were analyzed. Computer simulations
were conducted to evaluate our proposed approaches. Results
showed that our proposed approaches work well and outper-
form the reference schemes.
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