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ABSTRACT This paper presents an ensemble method for binary classification, where each base model
is based on an extended neighbourhood rule (ExNRule). The ExNRule identifies the neighbours of an
unseen observation in a stepwise manner. This rule first selects the sample point closest to the experimental
observation and then selects the second observation nearest to the previously chosen one. To find the required
data points in the neighbourhood, this search is repeated up to k steps. The test sample point is predicted
using majority voting in the class labels of the k chosen neighbours. In the proposed method, a large number
of ExNRule based models are constructed on randomly projected bootstrap samples. The error rates of these
models are computed using out-of-bag data points. The models are then ranked according to their out-of-
bag errors, and a proportion of the most accurate models are selected. The final ensemble is constructed
by combining the selected models. The proposed method is compared with other classical procedures
on 15 benchmark datasets in terms of classification accuracy, Kohen’s kappa and Brier score (BS) as
performance metrics. Boxplots of the results are also constructed. The proposed ensemble is outperforming
the existing methods on almost all the benchmark datasets. For further evaluation, the proposed method
is compared with other kNN based classifiers on 3 datasets using different k values. Furthermore, the
performance of the proposed method is also evaluated using simulated data under different scenarios.

INDEX TERMS Classification, kNN, extended neighborhood rule, ensemble learning, bootstrapping,
random projection.

I. INTRODUCTION
Supervised learning tasks involve the use of functions that
map inputs to outputs based on samples in pairs form,
i.e., inputs and outputs. The k-nearest neighbours (kNN)
technique is recognized as one of the top ten algorithms in
machine learning used for supervised learning (classification
and regression) [1], [2], [3], [4], [5], [6]. It predicts the
response value of a new point by identifying a set of k
observations in the neighbourhood, aiming to minimize the
impact of outliers in the training data. This method is known
for its simplicity, ease of understanding, robustness to outliers
and effectiveness in the case of large training data [7], [8], [9].
Despite its simplicity, kNN produces comparable results and
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in some situations outperforms most of the complex methods.
However, kNN faces challenges related to data, such as non-
informative features and/or noise in the dataset.

The ensembles based on kNN, coupled with the imple-
mentation of randomization techniques, further enhance
the prediction performance. Randomization is integrated by
selecting random bootstrap samples from the observations
and/or sub-samples from the available features to construct
base models. This introduces diversity among the base
models, reducing the likelihood of repeating the same
error [10], [11], [12], [13]. The majority of the ensembles
have been proposed using this approach. Examples of
these techniques are bootstrap-aggregated kNN [14], random
kNN [15], and ensemble of a subset of kNN [16]. The base
kNN uses majority voting in the labels of the observations
in the neighbourhood of the new sample point to predict
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its class, while the final estimate is obtained by a second
round majority vote of the results given by the base kNN
classifiers. Although these ensembles construct diverse and
randomised base models, however, in many situations, they
ignore many of the informative features and select irrelevant
features to construct the base models, which deprives the
ensembles of their prediction accuracy. Considering this
issue, it is required to develop techniques that produce
randomised and diverse base classifiers while maintaining
feature information. Random projection is one of the methods
that reduce the dimension from p to p′ without ignoring
any of the features [17]. Many ensemble methods have been
proposed that randomly project the original feature space to
a lower dimension several times and then fit the base models.
Further details on the applications of this method can be seen
in [18].

This paper proposes an optimal random projection
extended neighbourhood rule (ORPExNRule) ensemble. This
method takes a large number of bootstrap samples from
the training data that are randomly projected into lower
dimensions. A kNN model is constructed using ExNRule
on each of the random projections [19]. Out-of-bag errors
are computed for all the base models. These models are
then ranked in ascending order and a proportion of the
most accurate models are combined into the final ensemble.
For assessing the performance of the proposed ensemble,
15 benchmarks and 3 simulated datasets are used. The clas-
sical procedures, extended neighbourhood rule (ExNRule)
ensemble, kNN, Weighted k nearest neighbours (WkNN),
random k nearest neighbours (RkNN), random forest (RF),
optimal trees ensemble (OTE) and support vector machine
(SVM) are used for comparison purpose via performance
metrics; accuracy, kappa and BS. For further assessment,
boxplots have also been constructed to demonstrate the
precision of the methods.

The remaining paper is organized as below: Related work
is summarized in Section II. The proposed ORPExNRule
ensemble is discussed in Section III. Experimental setup and
results are given in Section IV. The conclusion based on the
analyses given in the paper is presented in Section V.

II. RELATED WORK
The k nearest neighbours (kNN) classifier is a well-known
machine learning algorithm known for its effectiveness and
simplicity [20]. In the standard kNN method, equal weights
are assigned to all instances in the neighbourhood of a
new observation. A weighted k nearest neighbours (WkNN)
method is also proposed [21], that assigns weights based
on the distance of the instances in the neighbourhood from
the test observation. WkNN presents promising results on
several benchmark datasets as compared to the standard kNN.
Despite of the effectiveness, WkNN is a global technique
and time-consuming since it is based on all observations in
the data. To address this issue, condensed nearest neighbour
(CNN) procedures have been proposed [22], [23]. CNN
removes similar sample points from the training data, but

it depends on data order and may ignore points on the
boundary. Another modification has been introduced known
as the reduced nearest neighbour (RNN) rule [24]. It reduces
the training data but suffers from computational complexity.
For further improvement, a fast condensed nearest neighbour
(FCNN) rule has also been proposed in [25]. It chooses
data points close to the decision boundary, with minimal
complexity. In [26], a model-based kNN method is proposed
that fits a function on the training dataset to predict
unseen observations, reducing the training data size while
maintaining prediction performance. The clustered kNN
(CkNN) method in [27], handles the problem of unevenly
distributed training observation by identifying the closest
instance in clusters.

It is well known that kNN is a time-consuming procedure
because of the proportionality of the execution time to the
number of observations and the number of features in the
data [28], [29]. An attempt to address this problem led to the
construction of k Nearest Neighbors on Feature Projections
(kNNFP) [29]. This method sorts training observations as
their projections on each feature dimension individually
to obtain a fast classification of a test point as compared
to the classical kNN procedure. The kNNFP method
makes predictions for each feature, builds a kNN on the
projections, and then classifies an unseen observation using
majority voting on individual classifications by each feature.
In kNNFP, all features are considered equally relevant,
assuming all features have the same power in voting, which
helps in reducing the impact of contrived features. However,
if there are several irrelevant features in the data, voting
alone may not be sufficient. To handle this issue, weighted
kNNFP is constructed in [30], which explores the impact of
incorporating feature weights during voting by multiplying
the vote of each feature with its weight. This method stores
all projections of training observations on linear features in
memory as sorted values. Then, it calculates the vote of the
feature and its distance from the new observation to identify
the final classification. Model-based kNN, models the input
data and uses the fitted model for data classification [7]. This
method not only improves prediction performance but also
demonstrates greater efficiency in terms of execution time.
It also automatically selects an appropriate k value (number
of observations in the neighbourhood). Other related studies
can be seen in [31], [32], and [33].

There is a rich literature available on ensemble procedures
where a large number of base kNN models via multiple fea-
ture subsets are constructed. To make the final prediction, the
results from all these individual models are combined [34].
Another modification is a rank nearest neighbour (RNN),
which tries to improve accuracy and reduce execution time
by assigning ranks to training data for each category [35].
Similarly, random kNN is also proposed for classifying high-
dimensional datasets. It ranks the features based on their
discrimination power and relevancy to the response and the
top-ranked features are used for the model construction [36].
Another method involves employing the term frequency-
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inverse document frequency (TF-IDF) as a weighting scheme
to give importance to permission features [37]. Similarly,
the work done by [38] first ranks the permission attributes
using information gain (IG) as a feature selection procedure
and then the obtained ranked feature weights are assigned
by implementing an ensemble of extra trees on the ranked
features to produce feature subsets that represent the attribute
properties. The subsets of features are used to enhance
sets of instances with the top 5, 10, and 20 ranked
features. Then, weights are computed using ensemble extra
trees on the updated datasets to produce a permission
feature model. Several ensemble techniques based on the
kNN classifier have been proposed in the literature to
enhance the performance and diversity of models. Bootstrap
aggregation (bagging) is a fundamental technique used for
ensemble methods construction [39]. Bagging generates a
large number of base models and then finds the final
estimate by combining the results of these models [40],
[41]. It serves as a foundational method for various state-
of-the-art ensemble procedures, wherein several bootstrap
samples from the training observations are used to construct
base models/classifiers. Each classifier is used to predict
unseen data, and the final prediction is obtained by majority
voting on the results provided by the base classifiers [39].
In studies, many ensemble techniques combine bagging with
random subsets of features to construct base kNNmodels, for
example, [16] and [42]. In [43], a kNN ensemble identifies
observations in the neighbourhood based on their weighted
distances about the targeted variable through support vectors.
This method constructs a large number of base kNN learners
using the proposed distance formula each on a bootstrap
sample in conjunction with a random subset of features
drawn from the total number of features. Furthermore, several
studies have also been proposed that optimize the k value in
base kNN classifiers to form the ensemble [44], [45]. These
procedures try to fine-tune the value of k to achieve accurate
predictions. Other ensemble procedures are explored in [46],
[47], and [48].

This paper has also proposed an optimal random projection
extended neighbourhood rule (ORPExNRule) for binary
classification. The ORPExNRule constructs a large number
of bass kNN models using ExNRule, each on a randomly
projected bootstrap sample. Out-of-bag data is used to
calculate their errors for model assessment. The models
are then ranked according to their individual out-of-bag
errors, and a proportion of the top-ranked models are chosen.
The selected models are combined in the final ensemble.
The proposed ensemble improves the performance in the
following steps:

1) The base models are more randomised and diverse as
they are constructed on random projections.

2) The base models ensure accuracy, as they are selected
from a large pool of base models via out-of-bag errors.

3) The proposed method does not ignore any of the
features as it randomly projects the total feature space
into a lower dimension.

III. THE OPTIMAL RANDOM PROJECTION EXTENDED
NEIGHBOURHOOD RULE FOR KNN ENSEMBLE
Consider a training dataset ψ = (X ,Y )n×(p+1), where
Xn×p represents the feature space while Y indicates the
corresponding binary target, i.e., Y ∈ {0, 1}. Draw B
bootstrap samples from the training data ψ and randomly
project to a lower dimension p′, i.e., Sbn×(p′+1), where, p

′
≤ p

and b = 1, 2, 3, . . . ,B. Then apply ExNRule on each random
projection to fit base kNN classifiers and compute errors on
out-of-bag observations, i.e., Eb, where, b = 1, 2, 3, . . . ,B.
Rank these models with respect to the out-of-bag errors in
ascending order and select a proportion of the top-ranked
B′ learners. Based on the chosen models, compute the
predictions of a new data point, i.e., Ŷ 1, Ŷ 2, Ŷ 3, . . . , Ŷ B

′

. The
final estimated class of the new observation is the majority
vote of the results given by the selected models.

A. MATHEMATICAL DESCRIPTION
Any of the distance formulas can be applied on all randomly
projected bootstrap samples, i.e., Sbn×(p′+1), where, b =
1, 2, 3, . . . ,B, to identify a set of k closest data points to a new
sample X0

1×p′ in a step-wise pattern. The distance formula
used in this paper is described as follows:

δb(X
i−1
1×p′ ,X

i
1×p′ )min =

 p′∑
j=1

|x i−1j − x ij |
q

1/q

, (1)

where, i = 1, 2, . . . , k.
In each base classifier, the distance formula in Equation 1

is used to identify a sequence of distances as given below:

δb(X0
1×p′ ,X

1
1×p′ )min, δb(X

1
1×p′ ,X

2
1×p′ )min,

δb(X2
1×p′ ,X

3
1×p′ )min, . . . , δb(X

k−1
1×p′ ,X

k
1×p′ )min.

This sequence shows that, X i1×p′ is the nearest data point

to X i−11×p′ , where, i = 1, 2, 3, . . . , k . The corresponding
labels of X1

1×p′ , X
2
1×p′ , X

3
1×p′ , . . . , X

k
1×p′ are noted, i.e.,

y1, y2, y3, . . . , yk , respectively, and the predicted class of
test point X0

1×p for the bth base model is Ŷ b = majority
vote of (y1, y2, y3, . . . , yk ), where, b = 1, 2, 3, . . . ,B.
The same rules will be used for out-of-bag data points to
compute the model performance (out-of-bag error), i.e., Eb.
According to this error, all models are ranked in ascending
order and select the most accurate B′ models to form the
final ensemble. The final predicted class of the test data point
X0
1×p is computed from the results of the top-ranked models

based on out-of-bag observations, i.e., Ŷ = majority vote of
(Ŷ 1, Ŷ 2, Ŷ 3, . . . , Ŷ B

′

).

B. ALGORITHM
The following steps are considered in the formulation of the
proposed ORPExNRule.

1) Draw B bootstrap samples from the given training
dataset and randomly project them into lower dimen-
sions.
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2) Build base models by applying ExNRule to each
random projection formulated in Step 1.

3) Calculate the errors on the out-of-bag observations (i.e.,
Eb, where, b = 1, 2, . . . ,B) for each of the basemodels
created in Step 2.

4) Sort the models in ascending order based on their out-
of-bag performance.

5) Using individual out-of-bag errors to select the most
accurate models for the final ensemble.

6) The final ensemble determined in Step 5 will be used
for prediction.

The pseudo-code of the ORPExNRule ensemble is given
in Algorithm 1 and Figure 1 illustrates the flowchart of the
proposed method.

Algorithm 1 Pseudo-Code of the Proposed ORPExNRule
Classifier
1: ψ = (X ,Y )n×(p+1)← Training data;
2: Xn×p← Feature space having p attributes;
3: Y ← Binary response;
4: p← Number of features;
5: p′← Dimension of the projected bootstrap samples;
6: n← Number of data points;
7: B← Number of total bootstrap samples drawn from ψ ;
8: B′←Number of the optimal models to construct the final

ensemble;
9: k ← Number of nearest neighbours identified by the

ExNRule;
10: for b← 1 : B do
11: Sbn×(p+1)← Bootstrap sample taken from ψ ;
12: Sbn×(p′+1) ← Randomly project the bootstrap sample

into a lower dimension;
13: Hb(.)← Construct a kNN model using the ExNRule

on Sbn×(p′+1);
14: Eb← Compute out-of-bag error of Hb(.);
15: end for
16: OHb(.) ← Rank the constructed models in ascending

order via out-of-bag errors.
17: The selectedmodels will bemerged in the final ensemble.

The proposed ensemble method distinguishes itself from
other approaches by combining a unique neighbourhood
rule selection with the integration of randomization through
random projection. Additionally, our method ensures the
accuracy of base models by employing model selection based
on their performance using out-of-bag samples. None of the
existing methods exhibit these characteristics, collectively
contributing to an overall enhancement of kNN based
ensembles.

IV. EXPERIMENTS AND RESULTS
A. BENCHMARK DATASETS
To compare the proposed optimal random projection
extended neighbourhood rule (ORPExNRule) ensemble with
the other classical methods, 15 benchmark problems have
been used. These datasets are freely available from various
repositories. Table 1 summarises the data set giving their

FIGURE 1. Flowchart of the proposed ORPExNRule classifier.

TABLE 1. A summary of the datasets used for model assessment.

TABLE 2. Description of the simulated datasets.

names, number of observations n, number of features p, class-
wise distribution, and sources.

B. SIMULATED DATASETS
To evaluate the performance of the proposed method across
diverse scenarios, 3 datasets with binary target variables
are generated. Each scenario comprises 10 features and
100 observations. Among the 100 instances, 50 are gener-
ated from a normal distribution with fixed parameter values
assigned to class 0. The remaining 50 observations, generated
from the same distribution but with different parameter
values, are designated for class 1. Table 2 provides an
overview of the generated datasets, where the first column
denotes the dataset ID, while the second and third columns

61404 VOLUME 12, 2024



A. Ali et al.: Optimal Random Projection k Nearest Neighbors Ensemble via ExNRule

TA
B

LE
3.

Pe
rf

or
m

an
ce

of
th

e
pr

op
os

ed
O

R
PE

xN
Ru

le
an

d
ot

he
r

st
an

da
rd

pr
oc

ed
ur

es
on

th
e

gi
ve

n
be

nc
hm

ar
k

da
ta

se
ts

.

VOLUME 12, 2024 61405



A. Ali et al.: Optimal Random Projection k Nearest Neighbors Ensemble via ExNRule

TABLE 4. Performance of the proposed ORPExNRule and existing kNN based methods on 3 datasets for various k values.

outline the feature distributions for class 0 and class 1,
respectively. It is worthwhile to note that standard deviations
decrease from S1 to S3, indicating reduced variability within
each class. This variation reveals distinct patterns, important
for knowing the impact on techniques and evaluating model
robustness across various data distributions.

C. EXPERIMENTAL SETUP
The experimental setup for the 15 benchmark datasets given
in Table 1 is given as follows. The datasets are divided into
two non-overlapping sets, where 70% is randomly selected
for the training part while the remaining is used as the
testing part. The proposed ORPExNRule and other standard
classifiers are fitted on the training part and the remaining
30% is used for their assessment. This criterion is repeated
500 times and the results are averaged in Tables 3 and 4.
The proposed ORPExNRule is used with B = 500 base

models, each built on a randomly projected bootstrap sample.
The dimension is reduced to p′ =

√
p, where p is the total

number of features in the data and k = 3 is used as the number
of observations in the neighbourhood. Euclidean distance is
used to determine neighbours in a stepwise pattern. After
the models are constructed, out-of-bag errors are computed
and 25% (i.e., B′ = 125) top-ranked models are selected to
form the final ensemble. These parameters serve as tuning
elements for the proposed ensemble but are held fixed for
analytical simplicity.

R packages caret [50], kknn [51] and rknn [52] are
used to fit kNN, WkNN and RkNN, respectively. R package
randomForest [53] is used to construct RF while OTE
[54] for OTE. For support vector machine (SVM), the R
package kernlab [55] is used. Different packages are used
to tune different hyperparameters such as k in kNN, ntree
and mtry in RF and OTE, etc.

D. DISCUSSION ON THE RESULTS
Table 3 presents results for 15 benchmark datasets, com-
paring the accuracy, kappa, and Brier score (BS) of the

TABLE 5. Performance of the proposed ORPExNRule and existing kNN
based methods on simulated datasets.

proposed ensemble with classical methods. The proposed
ORPExNRule excels with the highest accuracy on 9 datasets,
notably outperforming on KCBIN, TSVM, and others,
showcasing adaptability across diverse datasets. ExNRule
achieves maximum accuracy on 4 datasets (JEDIT, ILPD,
PLASR, HEART). In contrast, kNN and WkNN do not
outperform on any of the datasets, while RkNN shows
promising results on MC data. RF outperforms on SLEEP,
and OTE falls short in all cases. SVM exhibits promising
results on HEART datasets. Overall, the proposed method’s
superior accuracy suggests its effectiveness across various
data domains compared to existing procedures.

In terms of the kappa metric, the proposed ORPExNRule
demonstrates promising results on 8 datasets, including
KCBIN, TSVM, CVINE, etc. ExNRule outperforms the
others on JEDIT, PLASR, and HEART datasets. In contrast,
classical kNN and RkNN give poor performance across all
datasets, while WkNN excels on ILPD and PLANR datasets.
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FIGURE 2. Accuracy given by the proposed ORPExNRule and other
standard procedures on the given benchmark datasets.

RF attains optimal results on SLEEP data, while OTE falls
short on all datasets. SVM provides high performance on the
MC dataset in terms of the kappa metric.

In the case of BS, the proposed ensemble gives minimum
value on 9 datasets as highlighted in the table. ExNRule
outperforms on 3 datasets, i.e., JEDIT, SLEEP and EMONT,
while kNN and WkNN do not perform well on any of
the considered datasets. RkNN outperformed the others on
3 datasets, i.e., ILPD, PLSR and MC. RF demonstrates
promising performance on the HEART dataset, while OTE
performed poorly on all the datasets. SVM classifier also
outperformed on 1 dataset, i.e., PLANR, as compared to the
other methods. The proposed method excels by providing the
minimum Brier score on the majority of the cases, showing
that its estimated class probabilities align well with the
actual outcomes. Moreover, boxplots of the classification
accuracy, kappa and BS are also constructed in Figures 2,
3 and 4, respectively. These plots also indicate a precise
prediction performance, consistency and stability of the
proposed procedure.

The proposed ORPExNRule not only outperforms the
rest of the methods on datasets individually but also
keeps impressive performance on average. This indicates
consistency across different data domains and highlights the
reliability and steadiness of the method in different scenarios.

For further assessment, various k values are used to
check the robustness of the proposed method against the

FIGURE 3. Kappa values given by the proposed ORPExNRule and other
standard procedures on the given benchmark datasets.

FIGURE 4. BS given by the proposed ORPExNRule and other standard
procedures on the given benchmark datasets.

existing kNN procedures on 3 datasets and the results are
given in Table 4. This table shows a comparative analysis
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of the methods k = 3, 5 and 7, using three metrics,
i.e., accuracy, kappa, and Brier Score (BS). The proposed
ORPExNRule consistently outperforms other methods in
terms of accuracy on KCBIN and TSVM datasets, while
ExNRule provides competitive performance on JEDIT data.
For the kappa metric, ORPExNRule achieves the highest
values on KCBIN and TSVM datasets, while ExNRule
performs well on JEDIT data. In terms of Brier Score,
ORPExNRule consistently demonstrates lower scores on
KCBIN and TSVM datasets, indicating superior probabilistic
predictions. This comprehensive evaluation provides valu-
able insights into the methods’ performance under different
conditions, highlighting ORPExNRule’s consistency and
reliability across multiple metrics and datasets.

Table 5 presents results for the three different simulation
scenarios, i.e., S1, S2, and S3. The proposed ORPExNRule
consistently outperforms standard kNN based techniques
across all datasets, particularly excelling in scenarios with
mixed-class compositions. This shows the robustness of the
proposed method in handling intricate class distributions
within complex datasets, showcasing its adaptability in situa-
tions where instances from different classes are closely inter-
twined. The observed results demonstrate the effectiveness of
the proposed procedure in binary classification problemswith
mixed-class complexities.

V. CONCLUSION
In this paper, an ensemble classifier has been proposed.
This method constructs a large number of base kNN models
using extended neighbourhood rule, each constructed on a
randomly projected bootstrap sample. The error rates of these
models are computed using out-of-bag data. The models
are then ranked according to their out-of-bag errors, and
a proportion of the most accurate models are selected.
The final ensemble is constructed by merging the selected
models. Various benchmark and simulated datasets are used
to assess the efficacy of the proposed method. Classification
accuracy, Cohen’s kappa, and Brier score (BS) are used
as Performance measures. The new method is compared
with standard methods such as ExNRule, kNN, WkNN,
RkNN, RF, OTE, and SVM. The results have shown that the
proposed ensembles outperformed all the existing methods.
The findings have shown that the recommended ensembles
delivered the best performance in terms of all the considered
metrics. The results are also shown via boxplots to assess the
consistency and precision of the techniques.

In comparison, the ExNRule method may unintentionally
overlook important features and build models based on
irrelevant ones due to its feature subset sampling approach.
In contrast, our proposed method aims to overcome these
limitations by using bootstrap sampling on all features. This
key difference highlights the potential superiority of our
approach in capturing the full range of available information
in the data and creating more robust and accurate base models
for the ensemble classifier. Additionally, our proposed

method selects the most accurate models using out-of-bag
errors, further improving the accuracy of the final ensemble.

However, it is imperative to acknowledge the potential
limitations associated with the proposed ORPExNRule,
in terms of training time when dealing with high dimensional
or big datasets. The adverse effects of this problem could be
mitigated by using parallel computing. Furthermore, using
the idea of random projections might not be well suited for
datasets with categorical features.

Recognizing these limitations offers valuable insights for
refining the proposed ORPExNRule and guiding future
research endeavours to enhance its practical applicability and
robustness.
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