
Received 1 April 2024, accepted 14 April 2024, date of publication 22 April 2024, date of current version 9 May 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3392409

BC-FND: An Approach Based on Hierarchical
Bilinear Fusion and Multimodal Consistency
for Fake News Detection
YAHUI LIU , (Member, IEEE), WANLONG BING , SHUAI REN , AND HONGLIANG MA
School of Information Science and Technology, Shihezi University, Shihezi 832003, China

Corresponding author: Yahui Liu (lyh@shzu.edu.cn)

This work was supported in part by the National Natural Science Foundation of China under Grant 62062060, in part by the Bingtuan
Science and Technology Program under Grant 2023CB005 and Grant 2022CB002-08, and in part by Shihezi University High-Level Talent
Research Start-Up Project under Grant RCZK2018C11 and Grant RCZK2018C38.

ABSTRACT Fake news with multimedia on social media is deceptive, widely spread, and has serious
negative effects. Therefore, multimodal fake news detection has become a popular and extensively studied
topic. However, the existingmethods have two shortcomings. 1) Different types of extractors are used for text
and images, making it difficult to align the extracted features to the same embedding space. 2) The complex
fusion approach leads to an increase in the number of features and parameters that generate redundancy and
noise easily. To address these problems, we propose a simple yet powerful multimodal fake news detection
model (BC-FND). It utilizes contrastive learning of CLIP to align textual and visual features to the same
embedding space while using a consistency loss function to learn consistency between real news text and
images as well as inconsistency between fake news text and images. Additionally, BERT is employed for
extracting semantic and contextual information from text while a hierarchical bilinear fusion network is
designed to achieve full complementarity between textual and visual features. Cross-entropy and consistency
loss functions jointly optimize BC-FND for improved accuracy in detecting fake news. We also introduce
the Weibo23 dataset which is more challenging since it’s closer to the real social media environment.
Experimental results demonstrate that the proposed method outperforms state-of-the-art methods on two
public datasets and the Weibo23 dataset.

INDEX TERMS Fake news detection, social media, multimodal learning.

I. INTRODUCTION
The popularity of social media has made it more convenient
for people to access information. However, it has also
provided a broader network space for the breeding and
propagation of fake news. Fake news is defined as a
news article that is intentionally fabricated and verified as
fake [1]. Fake news may cause misunderstandings, hatred,
and other negative emotions, resulting in significant adverse
effects and chaos in society [2]. As shown in Fig. 1,
a piece of fake news replete with official corruption that has
elicited anger, sarcasm, and abuse among the general public.
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Subsequently, the official report refuted the dissemination of
fake news. The allocation of 3.4 billion RMB towards river
management was elucidated, revealing that amere 0.2 percent
was dedicated to installing dry-hanging stones along the
riverbank. This contradicts the belief held by netizens that the
entire 3.4 billion RMB was used for installing dry-hanging
stone materials. Although these clarifications come from
authoritative sources, some conspiracy theorists still do
not believe in official response. The spread of fake news
has greatly damaged government credibility. Despite the
emergence of numerous fake news verification platforms
in the industry, most rely on public reporting and artificial
verification methods to confirm the authenticity of the news,
leading to a time lag that allows fake news to have a
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FIGURE 1. Zhengzhou City spent 3.4 billion RMB to install dry-hanging
stones on the riverbank of the Jinshui River.

wide-ranging impact on society before being identified.
Therefore, it is imperative to develop automated detection
systems on social media platforms to detect fake news early
and mitigate the harm they cause.

As the saying goes, ‘‘A picture is worth a thousand words’’.
News with pictures offers a more comprehensive information
experience, and fake news with images is more confusing
for readers and is more likely to attract their attention
while spreading widely [3], [4]. Consequently, purveyors
of fake news are prone to employing a combination of
images and text when disseminating misleading news [5],
as depicted in Fig. 1. Notably, images also serve as valuable
indicators for identifying fake news. For instance, fake
news often exhibits characteristics such as image blurring,
image tampering, and inconsistency between text content
and accompanying images. Therefore, we were motivated to
develop a multimodal fusion approach utilizing text, images
and their relationships for fake news detection.

In recent years, an increasing number of scholars have
focused on multimodal fake news detection (MFND). Exist-
ing research has primarily treated fake news detection as
a binary classification task. Some studies have employed
adversarial networks [6] and variational autoencoders [7]
to design auxiliary tasks to extract potentially integrated
features from text and images. However, these auxiliary tasks
necessitate additional information, such as social context and
event labels, which undoubtedly increases the labor costs
required for data collection and classification. Moreover,
training auxiliary tasks, such as text and image reconstruction
using a variational autoencoder prolongs the model training
time, posing challenges for the practical implementation of
fake news detection applications.

With the emergence of various pre-trained models, such
as BERT (Bidirectional Encoder Representation from Trans-
formers) [8], XLNet [9], and ViT (Vision Transformer)
[10], they have demonstrated significant advantages in the
feature extraction of text and images through fine-tuning
alone, without requiring additional information. Therefore,
many researchers have utilized pre-trained models to extract
textual and visual features and subsequently integrate them by

straightforward concatenation [11], [12], [13]. In comparison
to traditional networks like CNN (Convolutional Neural
Network) [14] and RNN (Recurrent Neural Network) [15],
exploiting pre-trained models for feature extraction substan-
tially enhances the performance of fake news detection. How-
ever, straightforward concatenation fails to fuse textual and
visual features adequately. Consequently, some scholars have
explored the consistent relationship between text and images
for fake news detection [16], [17]. Qi et al. [18] extracted
textual information from images using OCR techniques and
combined it with original text for fake news detection.
Other researchers have adopted multimodal enhancement
techniques such as co-attention [19] mechanisms and self-
attention [20] mechanisms to construct complex networks
that facilitate deep fusion between modalities [21], [22]
or hierarchical modal fusion [2] for fake news detection.
Although these multimodal enhancement methods imitate
human reading habits while enhancing integration between
modalities, they also introduce redundancy in fusion [23].

Overall, the current approaches to MFND generally have
two shortcomings. First, it is difficult to align the extracted
textual and visual features to the same embedding space
using completely different types of feature extractors, such
as BERT and Swin-T (Hierarchical Vision Transformer using
Shifted Windows) [24], which interfere with the subsequent
fusion operation and prevent the model from achieving
an optimal fusion effect [25]. Second, the unsuitability
multimodal fusionmethod substantially increases the number
of features and parameters, leading to potential redundancy
and noise points that can adversely impact model perfor-
mance [26]. Therefore, the primary focus in MFND is on
achieving alignment betweenmodalities’ features in the same
embedding space while designing a more effective fusion
method to enhance information complementarity across
modalities and ultimately improve overall performance.

To achieve these goals, we propose a simple and powerful
multimodal fake news detection model (BC-FND) that lever-
ages the CLIP (Contrastive Language-Image Pretraining)
[27] to align textual and visual features in a unified embed-
ding space. Within the same embedding space, consistency
loss is designed to learn the dissimilarity between fake news
text and image features as well as the similarity between real
news text and image features. BERT is employed to extract
semantic and contextual information from the text content.
A hierarchical bilinear fusion network is devised to achieve
full complementarity between textual and visual features,
with the fusion results being utilized for fake news detection
and the temporary result being fed into the consistency loss
function. The accuracy of fake news detection was improved
by combining consistency loss and cross-entropy loss to
optimize the model. The contributions of this study can be
summarized as follows:

• To the best of our knowledge, this study represents
the first proposed hierarchical bilinear approach for
integrating BERT and CLIP features while capturing
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relationship features between text and images through
the consistency loss function.

• We investigated the impact of various feature fusion
methods on the accuracy of fake news detection. The
findings suggest that the hierarchical bilinear approach
exhibits superior capability in effectively integrating
textual and visual features.

• We present a more challenging multimodal fake news
dataset that has made fake and real news samples nearly
congruent with the distribution of textual content. This
enables the model to focus on learning the crucial
discrepancies between fake and real news rather than
disparities in content.

• The BC-FND model was validated on two publicly
available datasets as well as our proposed dataset,
showing superior performance compared to the current
state-of-the-art models.

II. RELATED WORKS
Existing fake news detection models can be classified into
two categories: single-modal-based and multimodal-based.

A. SINGLE-MODAL FAKE NEWS DETECTION
We review related work on fake news detection using textual
and visual features separately.

1) TEXTUAL FEATURES
Initially, researchers exploit only statistical [30], [31]
and semantic features such as the number of emotive
words, emoticons, punctuation marks, URLs [32], language
styles [33], and writing styles [34] contained in the text.
These hand-crafted features are not only inefficient but also
neglect the connections between text contexts, resulting in
poor performance in fake news detection. In recent years,
deep learning has shown great strength in extracting text rep-
resentations. RNN [15] is employed to capture the potential
feature representation of text content. Yu et al. [14] leverage
CNN to learn the relationships between words and capture
the representation of textual features. Vaibhav et al. [28]
utilize GCN (Graph Convolutional Neural Network) based
on news sentences to extract a complete text representation.
Jwa et al. [29] collect additional news data to pre-train BERT
and adopt the model to analyze the relationship between news
headlines and body text for fake news detection. These results
show that textual features extracted by the deep learning
model significantly improve the effectiveness of fake news
detection.

2) VISUAL FEATURES
Features such as the number of images contained in the
news [35], type of image, and sharpness score of the image
are used as evidence for fake news detection. Qi et al. [36]
utilize CNN to extract pixel domain and frequency domain
features from images to detect fake news. However, CNN
requires large-scale training samples to ensure the validity
of the model, which is unsuitable for fake news detection

tasks. Most existing studies have leveraged vision models
pre-trained on large-scale samples, such as VGG-19 (Visual
Geometry Group 19) [37], ResNet [38], Swin-T, and ViT,
to extract visual features [39]. However, fake news detection
that relies only on visual features has achieved limited
success. Therefore, an increasing number of scholars are
focusing on multimodal fake news detection methods that
integrate textual and visual features.

B. MULTIMODAL FAKE NEWS DETECTION
In this section, multimodal fake news detection is categorized
into multimodal complementation, consistency, enhance-
ment, and vision-language model-based approaches.

1) MULTIMODAL COMPLEMENTATION
Some researchers believe that different modalities represent
different aspects of news information and that multimodal
complementarity will help detect fake news. Therefore, they
incorporate an image encoder to extract visual features and a
text encoder to extract textual features and concatenate their
features to form a complete feature representation of news.
Singhal et al. [11] exploit pre-trained BERT and XLNet to
extract textual features, and VGG-19 to extract visual fea-
tures.Wang et al. [6] design an event classifier as a subtask for
fake news detection and maximized the event classification
loss to extract event-invariant joint representations of text
and images to improve the generalization performance of
the model. Similarly, Khattar et al. [7] reconstruct text and
images based on concatenated features to obtain potentially
shared representations of text and images for detecting fake
news.

2) MULTIMODAL CONSISTENCY
Fake news is more likely to contain inconsistencies between
the text and image content. Based on this property, some
researchers have utilized inconsistent relationships between
modalities when fusing multimodal features. SAFE [16] is
proposed to measure the correlation between textual and
visual features by invoking deformed cosine similarity and
defining a multimodal consistency loss function based on
cross-entropy to assist fake news detection. Xue et al. [17]
develop weight-sharing networks to extract cross-modal
features and calculate the similarity between modalities.
However, the semantic gap between text and visual features
is so large that it is difficult to accurately compute the
consistency between them, which affects the fake news
detection performance. Recently, multimodal models such as
CLIP have been able to align textual and visual features in
the same embedding space, making it possible to capture the
semantic relationship between news text and images.

3) MULTIMODAL ENHANCEMENT
Some researchers have argued that news text and image
fusion via coarse-grained concatenation is insufficient to
mine multimodal high-level semantic information [2], [21].
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TABLE 1. Comparison of fake news detection models.

Therefore, they propose the mutual enhancement method
for the textual and visual features. MCAN [21] is an
enhancement model that fuses spatial and frequency domains
and textual features through co-attention repeatedly to detect
fake news. Kumari and Ekbal [25] employ single-layer
bilinear and MLP (Multilayer Perceptron) to fuse textual
and visual features, which are extracted by BiLSTM
(Bi-directional Long Short-Term Memory) and CNN-GRU.
However, these methods cannot align text and image features
in the same embedding space, which limits the effectiveness
of model fusion.

4) VISION-LANGUAGE MODEL
The vision-language model provides a new approach for
multimodal fake news detection because it can align text and
image features in the same embedding space. Luo et al. [40]
construct the NewsCLIPpings dataset generated automat-
ically to provide misinformation samples of mismatches
between text and images, and benchmark it by invoking
vision-language models such as CLIP. However, this study
has not been applied to real-world datasets in an open envi-
ronment, necessitating further verification using collected
datasets of both real and fake news. Huang et al. [41]
only aggregate CLIP and VinVL to detect inconsistencies
between text and images of news to identify misinformation
in social media but ignore the complementarity between text
and image models that would also contribute to fake news
detection. Zhou et al. [22] utilize visual-language models
to extract multimodal features, integrate the BERT text
feature extractor and Swin-T visual feature extractor, and
combine them through multi-granularity fusion. However,
multi-granularity fusion methods and multiple pre-trained
models increase the model complexity, fusion redundancy,
and deployment cost. Therefore, it is necessary to explore
simpler and more effective methods to detect fake news.

Table 1 presents a comparison of fake news detection
models. Single-modal fake news detection relies solely on
single-modal information, such as textual modality, which
may limit the effectiveness of model detection. In contrast,
multimodal fake news detection integrates text, images, and
their relationships to provide a more comprehensive feature
representation, thus enhancing the overall efficacy of fake
news detection. However, previous studies have employed
diverse feature extractors to capture textual and visual

FIGURE 2. The architecture of BC-FND.

features, posing challenges in aligning different modality
features in the same embedding space. Despite attempts to
exploit consistent relationships betweenmodalities, detection
performance remains unsatisfactory owing to significant dis-
parities between text and image features across distinct modal
embedding spaces.Moreover, multimodal enhancement often
increases the number of features and parameters, which
could generate redundant information and noise points when
utilizing inputs from different embedding spaces, thereby
hindering optimal fusion effects [23].

To address the limitations of existing studies, the BC-FND
leverages the vision-language model to embed multimodal
features into the same semantic space. It introduces a
hierarchical bilinear fusion approach that effectively com-
bines textual and visual features for fake news detection.
The consistency loss function is proposed to capture the
dissimilarity between fake news text and image features and
the similarity between real news text and image features. This
not only enables a comprehensive fusion of textual and visual
information but also captures consistent relationships across
multimodal. Detailed descriptions of the model are provided
in subsequent subsections.

III. MODEL
A. MODEL OVERVIEW
The proposed BC-FND model aims to extract multimodal
feature representations in a unified embedding space and
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effectively fuse these features to enhance the accuracy of fake
news detection. It consists of four key components: a con-
trastive learning-basedmultimodal feature extractor, a single-
modal textual feature extractor, a multimodal hierarchical
bilinear fusion module, and a fake news detector (as depicted
in Fig. 2).

B. MULTIMODAL FEATURE EXTRACTOR BASED ON
CONTRASTIVE LEARNING
The CLIP model demonstrated robust transfer learning capa-
bilities and achieved success across diverse domains, includ-
ing image classification, object detection, and image-text
retrieval tasks. It excels at extracting multimodal features
from a unified embedding space. Specifically, the model
inputs the text into the Text Encoder and the image into
the Image Encoder. The resulting textual and visual features
are combined to form an N×N feature matrix. Matched
image-text pairs correspond to theN elements on the diagonal
of this feature matrix, serving as positive samples; while the
remaining N 2

− N elements represent unmatched negative
samples. Through contrastive learning, CLIP trains its model
in an unsupervised manner by optimizing similarity among
positive sample pairs and dissimilarity among negative
sample pairs.

Through this comparative learning process, the embedding
representations of positive sample pairs gradually converge,
while those of negative sample pairs diverge further.
Moreover, the proximity between text and image in the
feature space accurately reflects their semantic closeness.
Conversely, a wider semantic gap results in a greater distance
between text and image embeddings. This alignment ensures
the coexistence of multimodal features within the shared
embedding space. Therefore, we employe CLIP to extract
textual and visual features from news articles, effectively
addressing the issue of disparate embedding spaces encoun-
tered in previous fake news detection tasks. Specifically,
we utilize a pre-trained Text Encoder for extracting textual
features and an Image Encoder for extracting visual features
as depicted below.

t = {t1, t2, . . . , tn} = CLIP-TextEncoder(w) (1)

v = {v1, v2, . . . , vn} = CLIP-ImageEncoder(i) (2)

where given the text sequence w = {w1,w2, . . . ,wm}, m
represents the number of words in the sequence, and the
image content i = {i1, i2, . . . , ik}, k denotes the number of
pixels in the preprocessed image. The feature vectors t and
v correspond to the outputs of the Text Encoder and Image
Encoder, respectively, with both having a dimension n equal
to 768.

To accelerate the training, the PEFT (Parameter-Efficient
Fine-Tuning) [42] strategy is utilized. This entails storing the
multimodal features extracted by the CLIP on the local disk,
which is equivalent to effectively freezing the CLIP model
parameters. Subsequently, the multimodal features efficient
fine-tuning by fully connected and normalized layers for fake

FIGURE 3. Architecture of the BERT model.

news detection, as described below:

tc =
Wpt t + bpt

||Wpt t + bpt ||
, vc =

Wpvv + bpv
||Wpvv + bpv||

(3)

where tc and vc are the feature vectors, transformed and
normalized from t and v.Wpt ,Wpv represent the weights and
bpt , bpv represent the bias.
It is found that the textual and visual features of real

news have semantic closeness, while the semantic closeness
of fake news is relatively poor. Therefore, the consistency
loss function is proposed to further fine-tune the relationship
between textual and visual features to capture the difference
between real and fake news. It is deformed from the cosine
similarity [16] and cross-entropy functions, as shown in (4)
and (5):

S(tc, vc) =
tc · vc + ||tc|| ||vc||

2||tc|| ||vc||
(4)

L(θc) = −[ylog(1 − S(tc, vc)) + (1 − y)logS(tc, vc)]
(5)

where the similarity S(tc, vc) ∈ [0, 1]; y is news label,
0 represents real news, 1 represents fake news, θc represents
the set of learnable parameters in the fine-tuned fully
connected layers. The similarity between the textual and
visual features of real news increases and the similarity
between the textual and visual features of fake news decreases
by minimizingL(θc). It helps the model learn the consistency
of real news text and images as well as the inconsistency of
fake news to capture the difference between them in terms of
the multimodal consistency relationship.

C. SINGLE-MODAL TEXTUAL FEATURE EXTRACTOR
Research indicates that textual features are crucial for fake
news detection [6]. However, CLIP alone can not perfectly
capture the textual features of fake news. Therefore, BERT
is employed to extract textual features to fully leverage
the semantic and contextual information present in news
text. BERT has been proven effective in translation, text
classification, question and answer, and many other areas
of NLP (Natural Language Processing). It utilizes the
encoder component of the Transformer, specifically the
Bert-Base-Chinese, which consists of 12 hidden layers
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(encoders). The overall architecture for BERT is depicted in
Figure 3.

The input text is processed for word segmentation using
the tokenizer, resulting in a total of m tokens obtained. The
token sequence is encoded in whole and fed into the
12 hidden layers. Each hidden layer applies multi-head self-
attention containing K , Q, and V matrices and transmits the
results through a feed-forward neural network. Therefore,
regardless of the sequence length, each token learns the
mutual relationship between it and other tokens in the
sequence. Furthermore, the input of BERT incorporates
position embedding of tokens to differentiate the positions
of tokens. This enables BERT to effectively capture textual
semantic and contextual information in its extracted features.

To enhance the effectiveness of downstream tasks, BERT
uses [CLS] token to represent the classification token,
which is fed into the hidden layers for training. Therefore,
we employ the output corresponding to the [CLS] token as
the textual feature of the news article, as shown in (6),

tb = {b1, b2, . . . , bs} = BERT[CLS](w) (6)

where w represents a given text sequence, tb denotes the
feature vector of the [CLS], and s corresponds to the
dimensionality of the feature vector, which is set at 768.

D. MULTIMODAL HIERARCHICAL BILINEAR FUSION
To achieve comprehensive integration of textual and visual
features, BC-FND employs a hierarchical bilinear fusion
network, as shown in Fig. 2. The fusion process involves
two key points, namely α and β. Initially, we utilize bilinear
to combine tc and vc at α point, resulting in the fused
representation cvt. Subsequently, we apply the same approach
to fuse tb with cvt at β point, yielding the hierarchical fused
result fcb. The detailed calculations are shown in (7) and (8),

cvt = tTc Avc + bα (7)

fcb = tTbBcvt + bβ (8)

where A represents the parameter matrix for α point fusion,
B represents the parameter matrix of β point fusion, the
dimensions ofA are 768×512×512, whileB has dimensions
of 512 × 768 × 768, bα and bβ denote the biases associated
with bilinear fusion at α and β points respectively.

E. FAKE NEWS DETECTOR
The fused multimodal feature fcb serves as the input for
the fake news detector. Owing to the high dimensionality
of fcb features, we compress them using a compressed fully
connected layer (Compress-fc) to achieve better fake news
detection results. It is then fed into the predicted fully
connected layer (Predict-fc) to obtain the probability of fake
news using softmax. The complete equation is as follows:

p = softmax(Wp(σ (Wcfcb + bc)) + bp) (9)

where the parameter Wc is to be learned by the compressed
fully connected layer, while Wp is to be learned by the

predicted fully connected layer. The activation function σ (·)
is applied between these two fully connected layers, and bc
and bp represent their respective biases. The model is trained
through minimizing the cross-entropy loss,

L(θp) = −[ylog(p) + (1 − y)log(1 − p)] (10)

where θp is denoted as the set of learnable parameters in the
model. To formulate the overall loss function, we integrated
both cross-entropy and consistency losses:

L(θc, θp) = γL(θc) + (1 − γ )L(θp) (11)

where γ represents the experimentally optimized weight
hyperparameter.

IV. EXPERIMENTS
A. DATASET
To evaluate the efficacy of BC-FND, we conduct extensive
experiments on two publicly available real-world datasets as
well as our proposed dataset.

1) WEIBO16
The Weibo16 dataset [43] consists of two categories of news
articles: those classified as fake by the official Weibo system
and verified as real by the Xinhua News Agency. It encom-
passes textual content, images, user profiles, and social
context data including follower counts, likes, and retweets.
Our primary focus lies in the multimodal detection of fake
news utilizing both text and image features. To maintain
consistency with previous researchers, we filtered out news
articles that contained only text or images. In this experiment,
we employed the original training set for training purposes
while using the original testing set for validation and testing
to facilitate a clear contrast effect.

2) WECHAT18
Wang et al. [44] compiled a dataset from WeChat’s official
accounts, covering the period from March 2018 to October
2018, which included both labeled and unlabeled samples
containing information such as titles, images, and user
reports. In this study, we focus on labeled data comprising
text and images. The statistical details of the refined datasets
are listed in Table 2. The data collected from March 2018 to
September 2018 is utilized as our training set, while the data
from October 2018 is for validation and testing purposes,
which is similar to previous studies.

3) WEIBO23
To enhance the evaluation of our model and facilitate
research on fake news, we propose a more challenging
dataset known as Weibo23. By amalgamating all available
fake news from the Weibo Management Community until
March 2023 with existing samples from public datasets [45],
we formed a comprehensive collection of fake news for
Weibo23. Fabricated news articles were thoroughly examined
and authenticated by certified experts. To facilitate the
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FIGURE 4. Flowchart for Weibo23 dataset collection.

accurate differentiation between fake and real news, it is
imperative to minimize content-related disparities between
them. Otherwise, the model tends to excessively rely on
specific content cues to identify fake news. Therefore, for
each instance of fake news, we employed the Baidu API to
extract keywords and retrieved relevant news onWeibo based
on the publication date and keywords. Subsequently, through
manual scrutiny, all collected pertinent news was categorized
into fake news, real news, and others (tweets about personal
life, emotions, entertainment, etc.). The HANLP API was
utilized to compute the similarity between samples within
the same class and eliminate duplicates based on their
similarity scores. A flowchart of this process is shown in
Fig. 4. Furthermore, samples collected before December 31,
2021 were partitioned into training and validation sets, while
those obtained from January 1, 2022 onwards constituted the
testing set. Table 2 presents relevant statistics.

B. EXPERIMENTAL SETTINGS
1) IMPLEMENTATION DETAILS
We utilized BERT (bert-base-chinese) to extract textual
features from WeChat18, Weibo16, and Weibo23 datasets.
The maximum text lengths were set to 150, 200, and
300, respectively. This decision was based on the fact that
the text in WeChat18 corresponds to typically short news
headlines. Prior to 2020, posts on the Weibo platform
consisted of short texts while long texts became supported
thereafter. Additionally, the CLIP version was clip-vit-large-
patch14_336_zh [46]. Original images were cropped and
resized to achieve dimensions of 3 × 336 × 336. The input
and output dimensions of the ‘‘Fine-tuned-fc’’ layer were

TABLE 2. Statistics of datasets.

768 and 512, respectively. As the ‘‘CLIP-Bilinear’’ layer, the
output dimension was 768, while the ‘‘CLIP-BERT-Bilinear’’
layer had an output dimension of 512. The hidden layer size
of the ‘‘Compress-fc’’ layer was 512, and for the ‘‘Predict-fc’’
layer was 32. The Adam optimizer was employed to train
BC-FND model with a learning rate of 2e− 5 and batch size
of 32. The weights γ for the consistency and cross-entropy
losses were determined through experimental investigation
and were set to 0.5. The maximum number of epochs was 50,
and the model was trained until either the maximum epoch
size was reached, or the loss converged.

2) EVALUATION METRICS
In fake news detection tasks, accuracy is commonly used
as an evaluation metric for models. In this experiment,
we aimed to comprehensively assess the effectiveness of the
model by incorporating Precision, Recall, and F1 scores as
complementary evaluation metrics. The top five results were
averaged based on their accuracy rankings.

C. BASELINES
To validate the efficacy of BC-FND, we conducted a
comprehensive comparative analysis with state-of-the-art
single-modal andmultimodal models for fake news detection.

1) SINGLE-MODAL MODELS
CNN-Text [14] utilizes a convolutional neural network to
extract textual features of news, followed by fully connected
layers for accurate classification. BERT-Text employs a
pre-trained BERT model to extract informative textual
features from news content and subsequently applies an MLP
network for fake news detection. Swin-T [24] leverages the
Swin-T model to extract visual features from images, which
are transformed through a fully connected layer for precise
classification. CLIP-I relies solely on the visual modality
features of the CLIP model, while CLIP-T exclusively
utilizes textual features.

2) MULTIMODAL MODELS
EANN [6] exploits LSTM and CNN to extract textual and
visual features, respectively, which are subsequently concate-
nated. This model incorporates an event discriminator that
learns event-invariant features through a gradient inversion
layer.EANN- is a model without an event discriminator, used
on the WeChat18 and Weibo23 datasets, where event labels
are unavailable. MVAE [7] learns complementary shared
representations of text and images by decoding and feeding
them into an MLP network for classification. SpotFake [11]
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TABLE 3. Results of baselines and BC-FND on datasets.

combines textual features extracted by BERT with visual
features and feeds them into a fully connected layer for
fake news detection.CLIP employs a vision-language model
to extract both textual and visual features, performing
fake news prediction through bilinear fusion. SAFE [16]
leverages both image and textual features and incorporates
consistent information to detect fake news. MCAN [21]
adopts a co-attention mechanism to fuse textual, visual, and
frequency-domain features of images for fake news detection.
MMFN [22] integrates BERT, CLIP, and Swin-T models to
extract textual and visual features while utilizing a multilevel
co-attention mechanism for detecting fake news.

D. PERFORMANCE COMPARISON
The experimental results of all baseline methods and
BC-FND on two publicly available real datasets, as well as
the Weibo23 dataset, are presented in Table 3. Based on these
findings, the following conclusions were drawn:

(1) By comparing the single-modal models of CNN-Text,
BERT-Text, Swin-T, and CLIP-I, it can be concluded that
textual features outperform visual features. Especially, the
textual features extracted using BERT demonstrate good
performance across all three datasets. However, it is worth
noting that the textual features extracted by CLIP-T showed
significantly lower results than those extracted by BERT
for fake news detection on the Weibo23 dataset. This
discrepancy may arise from CLIP being primarily designed
for multimodal tasks rather than refined processing of single

textual features. Therefore, this observation motivates us
to integrate BERT into CLIP to extract more informative
textual features and enhance the accuracy of fake news
detection.

(2) The multimodal EANN and SAFE models employ
CNN for textual feature extraction, exhibiting superior
performance compared to the single-modal CNN-Text on
Weibo16 dataset. This is attributed to the utilization of
VGG-19 for visual feature extraction, which effectively
enhances model performance. These findings suggest that
integrating text and vision information along with their
relationships plays a supportive role in fake news detection.

However, the opposite scenario occurred on Weibo23,
where the multimodal models EANN and SpotFake under-
performed their respective single-modal models CNN-Text
and BERT-Text. This is because theWeibo23 test set contains
a considerable amount of COVID-19-related fake news,
mostly in the form of document images such as notices
and chat screenshots. Ordinary vision models encounter
challenges in accurately capturing semantic features from
document images. It can be observed from the performance
of Swin-T, which is considerably lower on Weibo23 than
on Weibo16 and WeChat18. The visual features extracted
by Swin-T contain substantial text noise, which affects
multimodal fusion. Most notably, CLIP-I outperformed
Swin-T significantly, indicating that vision language models
have an advantage in detecting fake news that includes
document images. This advantage is attributed to their ability
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TABLE 4. Results of models with different fusion methods.

to align textual and visual features within the same semantic
embedding space.

(3) The model’s performance on the WeChat18 dataset
is comparatively lower than that on the Weibo16 dataset,
potentially because of the limited semantic information
provided by short texts consisting solely of news headlines
on the Weibo18 dataset. Additionally, the forward-looking
prediction further diminishes the accuracy of the model.
The WeChat18 dataset utilizes samples from March 2018 to
September 2018 for predicting fake news in October 2018,
presenting a more challenging task for the model. The
model’s accuracy is also notably diminished in the Weibo23
dataset due to its utilization of historical data spanning
over a decade for predicting samples from January 2022 to
March 2023, resulting in a longer span of forward-looking
prediction. On the other hand, the Weibo23 dataset selected
real news that was close to fake news in terms of publication
time and keywords. The text similarity between samples
must not exceed 0.6 within the same class; otherwise, the
deduplication operation will be executed. Therefore, this
approach enhances the challenge of detecting fake news
within the Weibo23 dataset while aligning more closely with
the real scene in social media.

(4) The proposed BC-FND outperformed all baseline
models across multiple datasets, which can be attributed to
the integration of CLIP. CLIP is a dedicated multimodal
model that aligns textual and visual features in the same
semantic embedding space using contrastive learning. This
alignment of multimodal features effectively enhances the
accuracy of fake news detection, particularly when news con-
tains document images such as chat screenshots. Moreover,
BC-FND benefits from the hierarchical bilinear fusion
method and consistency loss function. The hierarchical
bilinear fusion enables fine-grained fusion of textual and
visual features, thereby avoiding excessive redundancy in
fusion. Therefore, BC-FND offers a more streamlined and
efficient approach than MMFN, which employs BERT,
CLIP, and Swin-T for feature extraction. The consistency
loss function facilitates the model in capturing both the
inconsistency between fake news text and image, as well as
the consistency between real news text and image, thereby
enhancing its performance for fake news detection. Further
experiments will validate the improvement of the consistency
loss function and hierarchical bilinear fusion methods on the
model’s performance.

FIGURE 5. Accuracy and cumulative distribution functions.

E. STUDY OF FUSION METHODS
The fusion methods, including straightforward concatenation
and bilinear transformation, were experimented with at points
α and β in Fig. 2. Furthermore, the impact of multimodal
consistency on the fusion method was investigated by
excluding the consistency loss function.

For convenience, we adopt the following abbreviations:
‘‘BiL’’ for bilinear fusion, ‘‘Cat’’ for concatenation fusion,
and ‘‘cos’’ for consistency loss function. For instance, ‘‘Cat-
BiL-cos’’ denotes concatenation fusion for α point and
bilinear fusion for β point while utilizing a consistency loss
function. To validate the merits of the hierarchical design,
we attempted to integrate textual and multimodal features in
a single layer referred to as ‘‘3Cat’’. The experimental results
on the Weibo16 dataset are presented in Table 4, and the
following conclusions can be drawn.

(1) The comparison between ‘‘Cat-Cat’’ and ‘‘3Cat’’
reveals a noticeable increase in the accuracy rate by 2.4% and
an improvement in the F1 score by 2.6%. Consequently, it can
be inferred that the hierarchical fusion method outperforms
the approach of integrating BERT and CLIP features within
a single layer.

(2) Based on Fig. 5 (a), a significant enhancement in
performance is observed with the utilization of the hierarchi-
cal bilinear fusion approach (BiL-BiL). Compared to simple
concatenation fusion (Cat-Cat), there is an improvement
of 3.3% and 3.4% in accuracy and F1 score, respectively.
The increased adoption of bilinear fusion (BiL) in α and
β points led to improved model performance, indicating
that bilinear fusion achieves fine-grained complementarity
between textual and visual features, and enhances fake news
detection.

(3) As depicted in Fig. 5 (b), the cumulative distribution
functions (CDF) of multimodal similarity for fake news and
real news exhibit distinct patterns, indicating disparities in
multimodal consistency between the two types. By analyzing
the results in Table 4 and Fig. 5 (a), it observed slight enhance-
ments in the accuracy and F1 scores for models utilizing
different fusion methods after applying the consistency loss
function. This finding further confirms that the consistency
loss function could capture both the inconsistency between
fake news text and image, as well as the consistency
between real news text and image. Therefore, exploiting the
consistent relationship between multimodal features allows
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FIGURE 6. Visualization of potential feature representations of different
components.

us to identify disparities between fake and real news, leading
to an improved model performance.

In summary, the hierarchical fusion method outperforms
single-layer fusion, while the bilinear method exhibits a
significant advantage over straightforward concatenation.
In addition, CLIP aligns textual and visual features in the
same embedding space,making it possible to detect fake news
by analyzing inconsistencies between images and text.

F. ABLATION ANALYSIS
In Tables 3 and 4, we conduct a quantitative analysis of the
performance exhibited by each component of the BC-FND.
To further evaluate the effectiveness of each component,
this section qualitatively assesses the separability between
fake and real news using the Weibo16 dataset. Specifically,
we extract the outputs from the penultimate layer of our
models and employ t-SNE [47] for dimensionality reduction
and visualization purposes. The findings are presented in
Fig. 6.

(1) BC-FND w/o BERT, when the BERT component is
removed, fake news can be distinguished from real news
to some extent. However, there is a significant overlap
in the decision boundaries between them. Approximately
one-third of the feature space contains real and fake samples
with similar densities, posing challenges for distinguishing
between them.

(2) BC-FND w/o CLIP, with the CLIP component
removed, exhibits strong discrimination against fake news.
However, a ‘‘line’’ connecting fake and real news was evident
in the feature space. Consequently, there is no clear decision
boundary, and the model struggles to discriminate samples
lying along the ‘‘line’’. This suggests that it is difficult to
discriminate between these samples based solely on textual
features.

(3) As shown in Table 4, BC-FND w/o cos (BiL-BiL),
which removes the consistency loss function, experiences

FIGURE 7. Word clouds for the textual content of Weibo23.

a slight decrease in accuracy and an F1 score of 0.1%.
Nevertheless, comparing Fig. 6 (c) and (d), it is evident
that removing the consistency loss function results in a
distribution of positive and negative sample features in the
feature space, and a small number of samples cannot be
accurately distinguished.

(4) BC-FND (BiL-BiL-cos), with all components intact,
yields a clearer decision boundary and a greater distance
between the positive and negative samples in the feature
space. The learned features exhibited a greater discriminative
power for the two classes sample. In summary, the BC-FND
leverages the benefits of various components, each playing a
vital role in enhancing performance.

V. LIMITATIONS
The performance of our model on the time-divided Weibo23
dataset was unsatisfactory, prompting us to conduct further
analysis. By comparing Fig. 7 (a) and (b), the content of the
testing set for fake news word clouds shifted considerably
over time. This shifting trend may significantly affect model
performance. To verify this hypothesis, we reshuffled the
Weibo23 dataset and divided it into an 8:1:1 ratio. The
reshuffled dataset yielded 90.0% accuracy for BC-FND,
which was 5.5% higher than that achieved using the initial
time-divided dataset. It is apparent that our model has
limitations in detecting future fake news. Notably, despite
employing the same shuffling division approach for the
Weibo23 and Weibo16 datasets, the model’s accuracy on the
Weibo23 dataset is lower ( 90.0% < 94.2%). The distribution
of text content between fake news and real news in the testing
set, as depicted in Fig. 7 (b) and (c), appears to be relatively
similar due to the inclusion of real news based on keywords
associated with fake news. This similarity poses a challenge
for detecting fake news, which might have contributed to the
diminished accuracy of our model.

VI. CONCLUSION
In this paper, we propose BC-FND, a powerful multimodal
fake news detection model that offers several advantages:
(1) It leverages contrastive learning of CLIP to extract
textual and visual features from the united semantic space.
(2) We design a hierarchical bilinear fusion method to
enhance fine-grained feature complementarity and achieve
superior multimodal feature representation. (3) BC-FND
is optimized by a jointly of multimodal consistency and
cross-entropy losses to learn differences in text and image
consistency between fake and real news. Quantitative and
qualitative analyses demonstrate significant contributions
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of each component towards improving model performance.
Experimental results on two public datasets and our dataset
confirm the effectiveness and robustness of BC-FND com-
pared to state-of-the-art baselines.

In future work, we will focus on developing models that
capture essential differences between fake news and real
news more accurately, particularly for cases where their
content (keyword) closely resembles each other. For instance,
detecting conflicts or evidence from the external environment
(hot topics or events) rather than solely relying on its own
textual and visual features can aid in identifying fake news
effectively. Furthermore, we believe that future research
should aim at mining time-invariant features of fake news to
adapt to complex and changing social media environments.
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