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ABSTRACT The major problems in an underwater wireless optical communication (UWOC) link are
turbulence induced fading and pointing errors. In this paper, we have investigated the bit error rate (BER)
performance of spatially coupled low-density parity-check (SC-LDPC) coded horizontal UWOC link over a
strong turbulent channel model with pointing errors. The performance of this link for different channel and
code parameters has been studied using simulations. It has been observed that a rate 1/2 ARJA protograph
based SC-LDPC code with graph lifting factor of 256 gives a coding gain of 47 dB at a BER of 10−4 for
strong turbulence channel model with pointing errors. An analytical BER expression for an uncoded UWOC
link under strong turbulence with pointing errors for the On-Off Keying modulation technique has been
derived. A multidimensional protograph based extrinsic information transfer algorithm has been developed
to obtain the decoding thresholds for different channel parameters and code rates. We have also studied the
SC-LDPC coded vertical UWOC link performance for some specific strong turbulence channel parameters
with pointing errors and observed that as the link length increases from 20 m to 40 m, the performance gap
between the hypothetical and cascaded channel models increases from 1.1 dB to 5.5 dB.

INDEX TERMS Bit error rate, low-density parity-check codes, pointing errors, protograph, scintillation
index, spatially coupled LDPC codes, underwater optical wireless communication.

I. INTRODUCTION
Underwater wireless optical communication (UWOC) [1],
[2] is a high bandwidth, low-cost deploy-ability system.
There is a lot of interest in UWOC because of its applications
in the internet of underwater things (IoUT) [3], [4], underwa-
ter wireless sensor networks (UWSN) [5], oil, gas andmineral
exploration, navigation, military etc. The major impairment
in a UWOC link is underwater turbulence [6], [7] which
causes irradiance fluctuations. The strength of turbulence
depends on the temperature and salinity fluctuations. In [8]
and [9], an experimental investigation has been conducted
on the statistical distribution of underwater fading and the
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log-normal and Gamma-Gamma (GG) probability density
functions (PDFs) have been found to match the experimental
results for weak and moderate/strong turbulence conditions
respectively. Typically strong turbulence occurs for large link
lengths, but it can also occur at short distances depending
on the dissipation rate of the mean-square temperature.
The case of strong turbulence arises in applications like
IoUT, UWSN, autonomous underwater vehicles (AUV) and
remotely operated underwater vehicles (ROV) etc. If the
transmitter and receiver are not aligned properly, the system
introduces pointing errors [10]. In the literature, the beam
spread function [11] and the geometric loss model [12], [13]
have been used to study the effect of the pointing errors on
the signal strength. The pointing errors and the irradiance
fluctuations deteriorate the UWOC system performance. The
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error correcting codes can be used to improve the system’s
performance.

In [14] and [15], a Reed-Solomon channel coded system
has been studied for reliable operation of UWOC links
using only the path loss model. The LDPC coded and
BCH coded weak turbulent UWOC systems have been
studied in [16] and [17] respectively using the log-normal
distribution model. The uncoded strong turbulent channel
model has been studied in [6], [18], [19], and [20] using
GG distribution model. Different strong turbulent channel
models have been studied in [8] and [9] through experi-
mental results. However, a channel coded strong turbulent
UWOC system has not been investigated in literature.
Furthermore, although pointing errors are always present in
an optical link, only a few authors have studied UWOC
turbulent system with pointing errors [12], [13], [21].
In this paper, we have investigated the bit error rate (BER)
performance of a spatially coupled low-density parity-check
(SC-LDPC) coded strong turbulent channel with pointing
errors.

The LDPC codes are a class of capacity achieving block
codes whose complexity grows linearly with block length.
The SC-LDPC codes [22] are a sub class of LDPC codes,
which have the combined positive features of linear minimum
distance growth (like the regular LDPC codes) and better
decoding threshold (like the irregular LDPC codes). The
decoding threshold divides the channel parameter (signal to
noise ratio (SNR) or noise variance or erasure probability)
space into two regions. In one region low bit error rates,
that is reliable communication can be achieved whereas in
the other region, low bit error rates are not possible. In this
paper, minimum transmitted power required to achieve the
low error probability is considered as decoding threshold.
In the literature, the decoding threshold of LDPC codes
has been obtained using density evolution (DE) [23] and
extrinsic information transfer (EXIT) chart analysis [24]. The
SC-LDPC codes have been shown to achieve convolutional
gains compared to underlying LDPC block codes over
the additive white Gaussian noise (AWGN) channel [25].
These codes have been studied over the underwater acoustic
communication channel in [26] and were found to give
improvement in performance compared to the LDPC codes.
In this paper, we have studied the performance of a proto-
graph [27] based SC-LDPC coded UWOC link for different
turbulence strengths and pointing errors. Different code rates
and encoder and decoder parameters have been considered
in order to study the effect of these parameters on the
UWOC link performance. The decoding thresholds have also
been obtained by modifying the classical protograph based
extrinsic-information-transfer (P-EXIT) algorithm [28], for
different channel parameters and code rates. Although our
study is focused on the horizontal link, we have also
studied the SC-LDPC coded vertical UWOC link [29]
performance for some specific strong turbulence channel
parameters.

The contributions made in this paper are as follows.
1) The performance of a UWOC system has been studied

over a strong turbulence channel with pointing errors
using SC-LDPC codes for different code rates, encod-
ing and decoding parameters, turbulence strengths and
pointing errors.

2) A closed-form expression quantifying the analytical
BER for On-Off Keying (OOK) modulated uncoded
UWOC system over a GG channel with pointing errors
has been derived.

3) A multidimensional modified P-EXIT algorithm has
been developed to obtain the decoding thresholds
for various channel parameters and code rates. Our
approach is applicable to the memoryless binary-input
symmetric-output channels.

4) The SC-LDPC coded vertical UWOC link has been
studied for the cascaded channel model.

The rest of the paper is organized as follows. The system
and channel models are briefly described in Section II. The
construction, encoding and decoding of SC-LDPC codes
are outlined in Section III. The derivation of analytical
BER expression, BER calculation using kernel-based density
estimation and multi dimensional P-EXIT algorithm are
described in Section IV. The simulation results are discussed
in Section V and is followed by conclusions in Section VI.

II. SYSTEM MODEL
The SC-LDPC coded UWOC system is used for point to
point communication. The encoded data is modulated with
OOK and transmitted through the channel. The signal z at the
receiver is given by [30],

z = rpIR
√
PtTbx + n (1)

where x ∈ {0, 1} is transmitted data, I is channel fading
coefficient, rp = 0.15 A/W is receiver responsivity, R is
code rate, Pt is transmitted power, Tb is bit duration and n
is AWGN with mean zero and variance σ 2. The dominant
source of noise in the UWOC system is thermal noise. This
noise has been modeled as Gaussian distribution with mean
zero and variance σ 2

= (4KBTeBe)/RL , where KB = 1.38 ×

10−23 J/K is Boltzmann constant, Te = 256 K is absolute
receiver temperature, Be = 2/Tb is electronic bandwidth
and RL = 100 � is load resistance [17], [31]. The channel
model considered in (1) is a combination of turbulence and
pointing errors, and the overall channel fading coefficient can
be represented [19] and [30] as

I = It Ip (2)

where It is random attenuation due to turbulence and Ip
is fading coefficient due to geometric spread and pointing
errors. The parameters It and Ip are discussed further in
Sections II-A and II-B.

A. TURBULENCE CHANNEL MODEL
As the physical mechanism of underwater optical turbulence
is similar to that of atmospheric optical turbulence, the theory
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of atmospheric turbulence has been applied to underwater
optical turbulence [32]. The channel turbulence can be
categorized into weak, moderate and strong turbulence [6].
The weak turbulence has been modeled as log-normal
distribution [16], [33], [34], whereas moderate and strong
turbulence have been modeled as GG distribution [6], [10],
[29]. In [8] and [9], from the experimental results it was
observed that for strong turbulence the GG model is a better
fit with the experimental data. Other authors [18], [20], and
[29] have also used the GG channel model for the UWOC
system under strong turbulence. The density function of the
GG distribution is given as

fIt (It) =
2 (αβ)

α+β
2

0(α)0(β)
I
α+β
2 −1

t Kα−β

(
2
√
αβIt

)
, It ≥ 0 (3)

where Km(·) is mth order modified Bessel function of the
second kind and 0(·) is the Gamma function, α and β

represent large and small scale turbulent eddies. These α and
β values can be calculated [29] with the assumption of plane
wave propagation using the expressions

α =

exp
 0.49σ 2

I(
1 + 1.11σ 12/5

I

)7/6
− 1


−1

, (4)

β =

exp
 0.51σ 2

I(
1 + 0.69σ 12/5

I

)5/6
− 1


−1

, (5)

where σ 2
I is termed scintillation index (SI). σ 2

I has been
used to indicate the strength of turbulence. The value of
σ 2
I depends on the power spectrum model being used for

turbulent fluctuations. Even though (4) and (5) are commonly
used for free space optical (FSO) links in literature, the
power spectrum model used in these equations is different
for UWOC links and FSO links. In order to determine σ 2

I , the
spatial power spectrum of turbulent fluctuations for sea water
refractive index has been used [35], [36] and is given by

8n(κ) = 0.388 × 10−8ε−1/3κ−11/3[1 + 2.35(κη)2/3]

×
χT

ω2

(
ω2e−AT δ + dre−ASδ − ω(dr + 1)e−ATSδ

)
(6)

where dr is eddy diffusivity ratio, ω is relative strength
of temperature and salinity fluctuations, η is Kolmogorov
micro-scale, χT is the rate of dissipation of mean-square
temperature, δ = 8.284(κη)4/3 + 12.978(κη)2, and AS =

1.9×10−4, AT = 0.01863, ATS = 9.41×10−3. Even though
eddy diffusivities of temperature and salt are different, many
of the previous studies of UWOC links assumed dr = 1 [35],
[37]. The relation between the value of dr and ω is given
in [36]. After obtaining the 8n(κ) value, the σ 2

I value can

FIGURE 1. Vertical underwater link with different layers.

be calculated by using the expression [29], [35]

σ 2
I = 8π2k02d0

∫ 1

0

∫
∞

0
κ8n(κ)

(
1 − cos

(
κ2d0
k0

ζ

))
dκdζ,

(7)

where k0 =
2π
λ
, λ is wavelength and d0 is link length.

In the UWOC horizontal links, the turbulence strength is
usually considered as constant throughout the link length
(transmission range). This is not the case with the vertical
links, where the source and destination are located at
different depths in underwater. Since the temperature and the
salinity vary with depth of the water, the turbulence strength
also varies accordingly. This leads to the stratification of
underwater environment. In [29], the vertical underwater link
has been modeled as a collection of successive layers with
different lengths as shown in Fig. 1, where the source is
located at depth ds from the sea surface and the jth layer has
a thickness of dj, j = 1, 2, .., k . Here the fading coefficient of
each layer has been treated as independent and modeled as a
GG random variable with a different SI value. Therefore the
overall fading coefficient (Ivt ) can be obtained by multiplying
the fading coefficients of various layers and is given by

Ivt =

k∏
j=1

Ij (8)

where Ij is the jth layer fading coefficient and follows the GG
distribution with SI value σ 2

j .

B. POINTING ERRORS
The line of sight underwater optical link performance
depends on the link pointing precision. However, the waves
and the ocean currents result in the movements of the optical
source and detector. In the literature [11], [12], [13], two
approaches have been adopted to account for the effect of
pointing errors on the signal strength in an UWOC system.
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In the first approach [11] the beam spread function has been
used to measure the optical power received at the receiver as
a function of deviation of the receiver from the main beam
axis and link length. In the second approach [12], [13], the
misalignment effect has been considered by assuming the
random radial displacement of the beam spot from the line
of sight (LOS) position. The actual channel model should
include the multipath effect and the resulting delay spread
and inter symbol interference (ISI). However, UWOC is not
much affected by this effect because of the high speed and
short distance communication links [5], [38], [39]. We have
considered the second approach in our study, since it has
been widely used and is easier to analyze in different channel
conditions. In this approach the pointing errors and their
effect can be represented by fading coefficient as

Ip ≈ A0e
−2s2/�2

zeq (9)

where A0 = (erf(ϑ))2 is path loss constant, �zeq =

�z
√√

π erf(v)/(2v× exp(−v2)) is equivalent beam radius at
receiver, ϑ =

(√
πr
)
/
(
�z

√
2
)
, �z is beam waist and r

is the radius of the detector. The PDF of the displacement
of the beam at the detector has a Rayleigh distribution with
variance σ 2

s , when the radial displacement of the beam,
in both the vertical and horizontal directions, is treated
as an independent identically distributed Gaussian random
variable. This displacement PDF can be written as

fs(s) =
s
σ 2
s
e−s

2/2σ 2s . (10)

By using (9) and (10) the PDF of Ip for a circular detector can
be expressed [30] and [40] as

fIp (Ip) =
ξ2

Aξ
2

0

I ξ
2
−1

p , 0 ≤ Ip ≤ A0 (11)

where ξ =
�zeq
2σs

and σs is the standard deviation of pointing
error displacement at the receiver.

C. COMBINED CHANNEL
The PDF of the overall channel coefficient (I = It Ip) is given
as [19]

fI (I ) =
αβξ2

Ao0(α)0(β)
G3,0
1,3

(
αβI
Ao

∣∣∣∣ξ2ξ2−1,α−1,β−1

)
, (12)

where Gp,qm,n[·] is the Meijer G-function.

III. SPATIALLY COUPLED LDPC CODES
We have used SC-LDPC codes to improve the UWOC system
performance. In this section, we briefly describe the LDPC
codes in III-A, the construction of SC-LDPC codes in III-B
and the decoding of SC-LDPC codes in III-C.

A. LDPC CODES
A (J ,K )- regular LDPC block code (LDPC-BC) can be
represented by a sparse parity checkmatrixH , which contains

FIGURE 2. Protograph with graph lifting factor M = 3: (a) protograph with
2 check nodes and 3 variable nodes, (b) copy operation (c) Permutation
operation.

exactly J number of ones in every column and K number
of ones in every row. If the row and column weights vary,
the LDPC-BC is said to be irregular. The matrix H can
be represented using a bipartite graph called Tanner graph,
where in, the columns and rows of H correspond to variable
nodes and check nodes of the Tanner graph respectively.
An edge is connected between check node i and variable node
j if the position (i, j) of matrix H contains 1.

We have used the protograph based method [27] to obtain
the parity check matrix. A protograph is a small Tanner graph
with few nodes and edges and it can be represented by its
bi-adjacency matrix B. The element bi,j of B represents the
number of edges connected between ith check node and jth

variable node. In general, a protograph can have more than
one edge between a variable node and a check node, which
means bi,j can be greater than 1. An example of a protograph
is shown in Fig. 2a. This protograph can be represented by its
bi-adjacency matrix as

B =

[
2 1 0
0 1 1

]
.

From this protograph, a larger Tanner graph can be obtained
by using copy and permute operations as shown in Fig. 2b
and Fig. 2c respectively. In this operation, first M copies of
protograph are generated. The edges connected to a particular
check node are permuted among the M variable nodes of
the same type to which they were connected originally. This
process is called graph lifting and the number of copies (M)
used in the process is called lifting factor. In the graph lifting
procedure each non-zero entry in B is replaced by sum of bi,j
number of M × M permutation matrices and each 0 in B is
replaced byM×M zeromatrix, where the permutationmatrix
consists exactly one entry of 1 in each row and column and
0 elsewhere. Then the H matrix corresponding to the large
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tanner graph can be written as

H =


1 0 1 1 0 0 0 0 0
1 1 0 0 1 0 0 0 0
0 1 1 0 0 1 0 0 0
0 0 0 0 1 0 1 0 0
0 0 0 0 0 1 0 1 0
0 0 0 1 0 0 0 0 1

 .
This process preserves the degree distribution, rate and
computation graph of the protograph.

B. SC-LDPC CODES CONSTRUCTION
The SC-LDPC codes can be obtained by coupling a sequence
of LDPC block codes as follows [22]. Let the LDPC block
code be represented by a protograph with base matrix B. L
copies of the protographs are taken and the protographs are
interconnected by a process called edge spreading as shown in
Fig. 3. In this process, the edges associated with the variable
node at time t are connected to the check nodes at time t + i,
i= 0,1,..w. The edge spreading rule must satisfy the condition

w∑
i=0

Bi = Bbc×bv (13)

where Bi are component base matrices, bc and bv are number
of rows and columns of base matrix B and w is memory or
coupling width of the SC-LDPC code. The edge spreading
operation is depicted in Fig. 3 for a regular-(3,6) LDPC block
code with w = 2, B =

[
3 3
]
and B0 =

[
1 1
]

= B1 = B2.
The resulting SC-LDPC code base protograph with coupling
length L = 5 is shown in Fig. 3b. This SC-LDPC protograph
can be represented in matrix form as

B[0,L−1] =



B0
B1 B0
B2 B1 B0

B2 B1 B0
B2 B1 B0

B2 B1
B2


(L+w)bc×Lbv

.

After obtaining the SC-LDPC base protograph, the extended
parity check matrix can be obtained by applying the graph
lifting procedure to this protograph.

Carefully designed protograph based SC-LDPC codes
can achieve better thresholds and linear minimum distance
growth. One such protograph is accumulate-repeat-jagged-
accumulate (ARJA) [41] and is shown in Fig. 4a. In Fig. 4,
variable nodes are numbered as 0,1,2,3,4 and check nodes
are numbered as 0,1,2. The punctured variable nodes in these
protographs are represented by white circles. The lifted graph
has the punctured variable nodes increased by a factor of M .
The protograph in Fig. 4a can also be represented as shown
in Fig. 5a. The base matrix of the ARJA protograph with
design rate 1/2 is

B
bc×bv

=

1 2 0 0 0
0 3 1 1 1
0 1 2 1 2

 ,

FIGURE 3. (a) Edge spreading of (3,6)-regular LDPC block code
protograph with w = 2, (b) Protograph of SC-LDPC code with L = 5.

FIGURE 4. Protographs of irregular LDPC block code ensemble: (a) ARJA
protograph with rate = 1/2, (b) AR4JA protograph with rate =

(n+1)/(n+2).

FIGURE 5. (a) ARJA protograph (b)ARJA based SC-LDPC protograph with
w = 1 and L = 2.

where bc and bv are the number of check nodes (rows)
and variable nodes (columns) of protograph (base matrix)
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respectively. Different code rates can be obtained by adding
extra variable nodes to ARJA protograph as shown in the
Fig. 4b, the resulting protograph is called as accumulate-
repeat-by-4-jagged-accumulate (AR4JA). In [22], the SC-
LDPC codes have been constructed by using ARJA and
AR4JA protographs with w = 1, L = 10 and are denoted
as CA(n), where 2n is extra variable nodes added to the ARJA
protograph. The component basematrices obtained according
to the edge spreading rule are

B0
bc×bv

=

1 2 0 0 0
0 1 1 1 0
0 0 1 0 1

 ,
B1

bc×bv
=

0 0 0 0 0
0 2 0 0 1
0 1 1 1 1

 ,
where

∑w
i=0 Bi = B. These component base matrices have

been used to obtain the protograph of SC-LDPC code and is
shown in Fig. 5b for the case of w = 1 and L = 2. Now the
graph lifting procedure is applied for the protograph of SC-
LDPC code to obtain the larger Tanner graph (parity-check
matrix).

In conventional approach, the graph lifting procedure has
been carried out using the permutation matrices [27]. In our
study, we have used the progressive edge growth (PEG)
algorithm [42] in the graph lifting procedure, since this
algorithm eliminates the short cycles in the Tanner graph. The
resulting parity check matrix is used in encoding the data.
In the literature, different encoding methods are available for
the class of LDPC codes [43], [44]. We have used the partial
syndrome former method [44] to encode SC-LDPC codes,
since this method uses the structure of SC-LDPC codes to
reduce computational complexity and memory requirement.
In the following, the PEG algorithm and the partial syndrome
former encoding method are briefly described.

1) PEG ALGORITHM
The PEG algorithm generates the Tanner graph, given
the number of variable nodes, check nodes and degree
distribution of variable nodes. This algorithm works by
adding one edge at a time to the graph in such a way that local
girth of the graph is maximized. This algorithm is a greedy
algorithm for generating the Tanner graph. Let us assume that
there is a code with n variable nodes and m check nodes.
For each variable node j, let dj be the degree of variable
node j and let Dv =

{
d0, d1, d2, . . . , d(n−1)

}
be the degree

distribution sequence of the variable nodes. The set of check
nodes reachable from variable node jwithin depth l is denoted
by N l

j and the set of check nodes not present in N
l
j is denoted

by N̄ l
j . A Tanner graph can be represented by a set of edges

E = E1 ∪ E2 ∪ . . . ∪ En, where Ej is a set of edges incident
on variable node j. In the case of protograph based codes, the
check node selection is based on the type of variable node and
check node connection in the original protograph. Consider
an example of a protograph shown in Fig. 2a. Let the graph

FIGURE 6. Expansion of graph from the variable node j up to the depth l .

FIGURE 7. Tanner graph generated using PEG algorithm. Edges are
numbered (in blue colour) according to the order of their connection to
the Tanner graph.

FIGURE 8. Expansion of subgraph from (a) variable node 4 (b) variable
node 6.

lifting factor be M = 3. After the copy operation, the PEG
algorithm operates as follows.

(i) Initialization: The variable nodes are arranged accord-
ing to their degrees in ascending order as shown in Fig. 7.
Degrees of all the check nodes are initialized with zero value.
Thus to start with, the subgraph consists of only the variable
nodes and check nodes and no edges. Then, one variable node
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is selected at a time in the order of ascending degree and edges
are connected to it by following the next two steps.

(ii) For the selected variable node, the first edge is
connected with the check node having the minimum degree
under the current subgraph. In our example, the variable node
1 is connected to check node 4, by randomly selecting one
among the check nodes 4, 5 and 6, since these check nodes are
of type-B and have the degree 0 under current subgraph. After
connecting edge-1, the degree of check node 4 increases by
1. Next the algorithm selects the variable node 2 and an edge
is connected to it, by selecting the check node 5 (randomly
among the available check nodes 5 and 6). Similarly, the
single edge of variable node 3 and the first edge of variable
node 4 are connected to check nodes 6 and 1 respectively.

(iii) For a connection of an edge, other than the first edge
of a selected variable node j, a check node is selected in
such a way that the local girth is maximized. To achieve this,
a subgraph is expanded from variable node j as shown in
Fig. 6 and a check node is selected from the set of check
nodes that are not visited (N̄ l

j ) by the expanded subgraph.
From the set N̄ l

j , a check node with minimum degree is
selected and an edge is placed between the variable node j
and this check node. This case arises in our example for the
connection of the second edge at the variable node 4 (edge-
5). The expanded subgraph from the variable node 4 is shown
in Fig. 8a. It is observed that the check nodes 2 and 3 are
not visited by the expanded subgraph. Therefore the variable
node 4 is connected to check node 3 (chosen randomly among
the check nodes 2 and 3) and the degree of check node 3 is
increased by 1. Similarly, the two edges of variable node 5 and
first edge of variable node 6 can be connected using steps (ii)
and (iii).

The case of set ¯N l
j = φ arises when the expanded subgraph

of a variable node j has all the check nodes visited within
depth l. In that case a check node of minimum degree is
selected from the set of check nodes that are at depth l. This
results in a graph that has a cycle with length 2(l + 1). Thus
this algorithm maximizes the local girth. In our example this
case arises for the connection of second edge of variable
node 6 (edge-9). The expanded subgraph from variable node
6 is shown in Fig. 8b. It is observed that all the check nodes
are visited in the expanded subgraph at depth-2. Therefore the
check node at depth-2 (check node 3) is selected and an edge
is placed (edge-9).

(iv) This procedure continues until the edges are connected
to all the variable nodes according to their degree distribution.
At the end of the algorithm the Tanner graph shown in Fig. 7
is generated.

2) PARTIAL SYNDROME FORMER
The partial syndrome former method gives the parity part of
the systematic SC-LDPC code. This partial syndrome former
encoder realization of LDPC convolutional codes is proposed
and analyzed in [44] and is described in the following.
Consider a transposed parity checkmatrix (syndrome former)

of the convolutional code as shown in (14), at the bottom of
the next page. Let binary LDPC convolutional code rate be
R =

b
c . The sub matrices Hi(t), i = 0, 1, ..w, are binary

sub matrices of size (c− b) × c and satisfy the following
properties:

1) Hi(t) = 0, i < 0 and i > w, ∀t
2) There is a t such that Hw(t) ̸= 0
3) H0(t) ̸= 0, ∀t , has full rank.

Here w is called the syndrome former memory and the width
of diagonal structure of syndrome former (constraint length)
is (w + 1)c. Let v[0,t−1] = [v0, v1, .., vt−1] be the sequence
of systematically encoded code symbols corresponding to a
block of information symbols u[0,t−1] = [u0, u1, .., ut−1],
where vk = (v(1)k , v

(2)
k , .., v

(c)
k ), uk = (u(1)k , u

(2)
k , .., u

(b)
k ),

k = 0, 1, .., t − 1. A code sequence satisfies the condition

v[0,t−1]HT
[0,t−1] = [0[0,t−1]|pt ] (15)

where 0[0,t−1] is vector with zeros as elements, pt =

[pt,1, pt,2, .., pt,w] and pt,i = (p(1)t,i , p
(2)
t,i , .., p

(c−b)
t,i ), i =

1, 2, ..,w. Here pt is called as the partial syndrome.
From (15), pt can be calculated recursively as a function of
vt−1 and pt−1 using

pt,i =

{
pt−1,i+1 + vt−1HT

i (t + i− 1), i = 1, 2, ..w− 1
vt−1HT

w (t + w− 1), i = w.

(16)

We assume a systematic encoder and let vk = [vk,0, vk,1],
where vk,0 is information sequence uk and vk,1 is parity check
vector. The parity bits can be generated at time t given the
encoder state, using

[vt,0, vt,1]HT
0 (t) = pt,1 (17)

Let H0(t) = [H (0)
0 (t),H (1)

0 (t)], where H (0)
0 (t) is (c − b) × b

matrix and H (1)
0 (t) is (c− b)× (c− b) full rank matrix. Then

from (17)

vt,0[H
(0)
0 (t)]

T
+ vt,1[H

(1)
0 (t)]

T
= pt,1. (18)

If H (1)
0 (t) is an identity matrix then vt,1 = vt,0[H

(0)
0 (t)]

T
+

pt,1. This gives the parity part of the code.
Now to encode the terminated LDPC convolutional code

(SC-LDPC code), the tail bits must be added to force
the encoder to the zero state. Consider SC-LDPC code
with coupling length L and information sequence u[0,L−1].
Then the tail v[L,L+τ−1] of cτ symbols must be determined
corresponding to u[L,L+τ−1] to force the encoder to zero state.
This means

v[0,L+τ−1]HT
[0,L+τ−1] = 0[0,L+τ+w−1] (19)

Now (19) can be split in to two equations

v[0,L−1]HT
[0,L−1] =

[
0[0,L−1]|pL

]
(20)

and

v[L,L+τ−1]HT
[L,L+τ−1] =

[
pL |0[0,τ−w−1]

]
. (21)
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FIGURE 9. Message passing algorithm.

In (21) some of the equations are linearly dependent. If all
dependent columns of HT

[L,L+τ−1] are removed, then we
obtained the cτ × ψ matrix F(L). Now (21) becomes

v[L,L+τ−1]F(L) = [p∗
L |0], (22)

where p∗
L is obtained after removing the redundant compo-

nents from pL and 0 is a zero vector. The length of [p∗
L |0] is

ψ . F(L) is full rank matrix and will have a pseudo inverse.
From (22)

v[L,L+τ−1] = [p∗
L |0]F

−1(L). (23)

By using the above equation the termination tail can be
determined.

For a (J,K) regular protograph, the encoding complexity
per bit of this syndrome former method is proportional to
(K-1) and thememory requirement for the encoder realization
is (c-b)(w+1)M [44].

C. DECODING
The belief propagation (BP) algorithm [45] is used for
decoding the class of LDPC codes. In this algorithm, during
each iteration, log-likelihood ratio (LLR) values will be
passed from variable node to check node (Lvj,ci ) and check
node to variable node (Lci,vj ) as shown in Fig. 9. These LLRs

FIGURE 10. Sliding window at decoding position t with window length
W = 4 and memory of the SC-LDPC code w = 2.

can be calculated as follows [46]

Lvj,ci = Lh,vj +
∑

l∈N(vj)\i

Lcl ,vj (24)

Lci,vj = 2 tanh−1

 ∏
l∈N (ci)\j

tanh
(
Lvl ,ci
2

) (25)

where Lh,vj is LLR from channel to variable node j, N
(
vj
)
\ i

is a set of check nodes connected to variable node j excluding
check node i. Similarly, N (ci)\j is a set of variable nodes
connected to check node i excluding variable node j. At the
end of each iteration, for each variable node, output LLR is
calculated as

Lout,vj = Lh,vj +
∑

l∈N(vj)

Lcl ,vj (26)

The iterative process will continue until all the symbols are
decoded or a preset maximumnumber of iterations is reached.

The SC-LDPC codes can be decoded by applying the
BP algorithm to the entire block of L coupled LDPC block
codes. This approach results in increased complexity with
the increase in L. The structure of SC-LDPC codes is useful
in applying the windowed decoding approach [47], [48] and
results in lower complexity and reduced decoding latency.
The sliding window decoding approach has been used in this
paper. In this method, the size of windowW should be greater
than the memory w of the SC-LDPC code. The complexity of
this decoding approach depends on W but is independent of
L for a given value ofM .

An example of a sliding window decoding approach is
shown in Fig. 10: the window size is W = 4 and the edges
are spread as shown in Fig. 3. At each decoding window
position t , only the variable nodes at location t , called target
nodes are decoded. After the target nodes are decoded or a

HT
[t,t ′ ]

=


HT
0 (t) · · · · · · HT

w (t + w) 0

0 HT
0 (t + 1) · · · HT

w (t + w+ 1)
. . .

... 0
. . .

...
...

. . . 0
...

...
. . . HT

0 (t
′

) · · · HT
w (t

′

+ w)

 , t ≤ t
′

(14)
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preset maximum number of iterations is reached, the window
slides to the next decoding position (i.e. t + 1). This process
continues until all the variable nodes are decoded.

The decoding latency of SC-LDPC codes under the sliding
window decoding algorithm isWbM information bits; and the
processor design complexity is (w+ 1)cM [44].

IV. PERFORMANCE ANALYSIS
In this section, the derivation of analytical BER expression for
the uncoded UWOC system over GG channel with pointing
errors is given in IV-A; the BER calculation using kernel-
based density estimation is described in IV-B and P-EXIT
algorithm to obtain the decoding threshold is described
in IV-C.

A. ANALYTICAL BER EVALUATION
The BER associated with the OOK modulated uncoded
UWOC system under the influence of strong turbulence
without pointing errors, assumingGG channel is given as [49]

Pe =
2α+β−1

2π0(α)0(β)

×

2∑
i=1

DiG1,4
4,1

 1−α
2 , 2−α2 ,

1−β
2 ,

2−β
2

0

∣∣∣∣∣∣∣Ai
η

√
PtTb
σ 2

αβ

2
 ,

(27)

where D1 =
1
12 , D2 =

1
4 , A1 = 2 and A2 =

8
3 .

By considering both turbulence and pointing errors and
assuming the GG channel model, the BER can be calculated
using [50],

Pe =

∫
∞

0
fI (I )Q

(
ηI

√
PtTb
4σ 2

)
dI (28)

where Q (x) ≜ 1
√
2π

∫
∞

x exp
(
−
y2

2

)
dy is Q-function. The

Q-function can be approximated [51] as Q (x) ≊ 1
12e

−
x2
2 +

1
4e

−
2x2
3 . Substituting (12) in (28) and integrating as in [52]

the closed-form solution can be obtained as

Pe =
ξ22α+β−2

8π0(α)0(β)

×

2∑
i=1

PiG1,6
6,3

m̄
n̄

∣∣∣∣∣∣∣Ci
ηAo

√
PtTb
4σ 2

αβ

2
 , (29)

where m̄ =

[
1−ξ2
2 ,

2−ξ2
2 , 1−α2 , 2−α2 ,

1−β
2 ,

2−β
2

]
, n̄ =[

0,− ξ2

2 ,
1−ξ2
2

]
, P1 =

1
3 , P2 = 1, C1 = 8 and C2 =

32
3 .

Equations (27) and (29) give BER performance of uncoded
UWOC system.

B. BER CALCULATION USING KERNEL-BASED DENSITY
ESTIMATION
The kernel-based density estimation is a method to estimate
the PDF of the given random samples and can be used to

calculate the BER. TheMonte Carlo (MC) simulationmethod
is a universal approach to estimate the BER. The drawback
of this method is the large required sample size at low
BER values, which results in high computational cost. In the
kernel-based method [53], [54] the sample size required is
smaller when compared to that ofMC simulation for the same
BER value. In this paper, the BER performance of SC-LDPC
coded UWOC system has also been studied using the kernel-
based PDF estimation [55], in addition to the MC simulation
method. Let xi ∈ {0, 1} be the transmitted bits and let p+ and
p− denote the probability that xi is 1 and 0 respectively. The
outputs available at the channel decoder are LLRs Li, and can
be written as

Li = log
(
Pr(xi = 1|z)
Pr(xi = 0|z)

)
, (30)

where z is the received signal. Let us define the soft outputs
at the receiver side Yi as

Yi = Pr(xi = 1|z) − Pr(xi = 0|z). (31)

Now by using (30) and (31) soft outputs can be written as

Yi =
1 − e−Li

1 + e−Li
. (32)

These are random variables with PDF as fY (y), then the bit
error probability is given by

pe = p+

∫ 0

−∞

f +

Y (y)dy+ p−

∫
∞

0
f −

Y (y)dy (33)

where f +

Y (respectively f −

Y ) is the conditional PDF of Y such
that xi = 1 (respectively xi = 0). The estimation of these
conditional PDFs can be obtained by [55]

f̂ +

Y (y) =
1

N+hN+

∑
Yi∈C+

K
(
y− Yi
hN+

)
,

f̂ −

Y (y) =
1

N−hN−

∑
Yi∈C−

K
(
y− Yi
hN−

)
, (34)

where C+ and C− are sets of received soft outputs
corresponding to xi = 1 and xi = 0 respectively, N+

and N− are cardinality of C+ and C− respectively, hN+
and

hN−
are smoothing parameters and K (·) is Kernel function.

The selection of optimal smoothing parameter is important
in accurately estimating the PDF. The optimal smoothing
parameter based on integrated mean squared error method is
given by [54]

h∗
N+

= N+
−1/5(J (f +

Y ))
−1/5

(M (K ))1/5, (35)

where M (K ) =
∫

+∞

−∞
K 2(y)dy, J (fy) =

∫
+∞

−∞
{f ′′
Y (y)}

2dy and
f ′′
Y is second derivative of fY . A similar method can be used to
obtain the h∗

N−
. However, smoothing parameter itself depends

on unknown density function. Here we have used Gaussian
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kernel K (y) = 1/
√
2π exp(−y2/2), which gives theM (K ) =

1/(2
√
π ). By using (34), J (f̂ +

Y ) can be obtained as

J (f̂ +

Y ) =
h−5
N+

N 2
+

√
2

N+∑
i=1

N+∑
j=1

K

(
Yi − Yj
√
2hN+

)[(
Yi − Yj
2hN+

)4

+
3
4

]
.

(36)

By using (35) and (36) iteratively, the optimum value of
smoothing parameter h∗

N+
can be obtained. Using a similar

approach h∗
N−

can also be obtained. Consider the first integral
on the right hand side of (33). Using the first equation in (34)
and applying a change of variable

(
g =

y−Yi
hN+

)
, we get∫ 0

−∞

f̂ +

Y (y)dy =

∑
Yi∈C+

∫ −Yi
hN+

−∞

1
N+

K (g) dg

=
1
N+

∑
Yi∈C+

Q
(
Yi
hN+

)
, (37)

where K (g) is Gaussian kernel and Q(·) is Q-function.
Similarly, ∫

+∞

0
f̂ −

Y (y)dy =
1
N−

∑
Yi∈C−

Q
(
Yi
hN−

)
. (38)

By substituting (37) and (38) in (33), the bit error probability
can be obtained as

pe =
p+

N+

∑
Yi∈C+

Q

(
Yi
h∗
N+

)
+
p−

N−

∑
Yi∈C−

Q

(
Yi
h∗
N−

)
. (39)

However, the accuracy of bit error probability depends on
estimation of conditional PDFs in (34). These PDF estima-
tions depend on observed soft outputs (Yi) and smoothing
parameter (h∗

N ). Here we have assumed that classification of
Yi corresponding to xi = 1 and xi = 0 (C+ and C−) is known
at the receiver side.

In the simulations, we have used an iterative approach to
obtain h∗

N+
using the following steps. (i) hN+

is initializedwith
the value (1/N+)1/5. (ii) Using the hN+

value in (36), J (f̂ +

Y )
can be obtained. (iii) hN+

is updated using (35). (iv) This
iterative process continues between steps (ii) and (iii) until the
difference between successive hN+

values is less than 10−4.
After the termination of iterative process, hN+

is considered
as h∗

N+
. Similarly h∗

N−
can be obtained.

The BER calculation using the kernel-based method
involves the following steps. (i) Given the LLRs, the soft
outputs are obtained by using (32). (ii) The soft outputs
are divided into two sets C+ and C−. (iii) The smoothing
parameters h∗

N+
and h∗

N−
are obtained using (35) and (36)

iteratively. (iv) The bit error probability is determined
using (39).

C. MULTIDIMENSIONAL P-EXIT ALGORITHM
In the literature, the decoding performance analysis of LDPC
codes has been studied using the DE method [23] and the
EXIT charts [24], [28]. These methods give the decoding

threshold values. However, DE involves more complexity
compared to the EXIT chart analysis [56], since the DE
transfers the PDF information between the nodes. In [56],
the traditional EXIT algorithm has been applied for the
AWGN channel. In this case, the channel LLR follows the
consistent Gaussian distribution (i.e. mean = variance/2),
which simplifies the EXIT chart analysis. A modified
multidimensional EXIT chart analysis has been studied
in [57] using the Gaussian mixture model (GMM) for
the power line and wireless communication hybrid fading
channel. In our study, we have used this GMM approach
along with modifications to the P-EXIT chart analysis carried
out in [28]. Our approach is applicable to the memoryless
binary-input symmetric-output channels and is described
below.

The LLR values received from the GG-PE channel follow a
distribution which is complex to analyze. Therefore, we have
used the GMM model with the Expectation-Maximization
algorithm [58] to fit the LLR distribution with a mixture of
Gaussian components. The PDF of Gaussian mixture (GM)
can be written as

fL(l) =

G∑
g=1

wg√
2πσ 2

g

exp

(
−
(l − µg)2

2σ 2
g

)
(40)

where G is the number of Gaussian components in the
mixture, and wg, µg and σ 2

g are the weight, mean and
variance of the gth Gaussian component respectively. The
obtained Gaussian components do not follow the consistent
Gaussian distribution. However, the P-EXIT chart analysis
study in [28] is for the consistent Gaussian distributions.
Therefore, we have modified the P-EXIT algorithm, for the
case where the Gaussian distribution does not follow the
relation of variance being twice the mean value.

The EXIT algorithm calculates the mutual information
(MI) between the message variable X and the channel LLR.
If the LLR distribution is the sum of Gaussian components,
then the MI can be obtained as

I (X;L) =

G∑
g=1

wgI (X;Lg), (41)

where

I (X;Lg) = 1 −

∫
+∞

−∞

exp
(

−
(l−µg)2

2σ 2g

)
√
2πσ 2

g


× log2

(
1 + exp

(
−
2µgl
σ 2
g

))
dl

= J ′(µg, σg). (42)

The J ′(µg, σg) will become J (σg) for the case of 2µg =

σ 2
g , which is a case with consistent Gaussian distribution

in the traditional EXIT approach. The numerical solution
of J ′(µg, σg) can be obtained by using the Gauss-Hermite
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quadrature method [59], and is given below

J ′(µg, σg)

= 1 −
1

√
π

×

U∑
u=1

(
cu×log2

[
1+exp

(
−2µg
σ 2
g

×

(√
2auσg+µg

))])
(43)

where cu is weight, au is abscissa zero and U is the Hermite
integral order.

The multidimensional modified P-EXIT analysis involves
the following steps for the protograph based LDPC code with
base matrix B. It is assumed that the dimension of B isM×N
and the elements in B are [bij].

1) INITIALIZATION
The LLR information passed from a variable node j to a
check node i can be calculated using (24). It is assumed that
the output from the check node satisfies the approximate
Gaussian distribution. In this case, the output LLR from
a variable node is a mixture of Gaussian distributions.
Therefore, the mean and variance of this distribution at each
iteration satisfy the following relations

µj→i
vc,g(l) =

M∑
k=1

(bkj − δki)µk→j
cv,g (l − 1) + µ

j
ch,g (44)

σ 2
vc,g

j→i
(l) =

M∑
k=1

(bkj − δki)σ 2
cv,g

k→j
(l − 1) + σ 2

ch,g
j

(45)

where g represents the gth Gaussian component, l is the
iteration number, bkj is the element in B (i.e. number of edges
connected between variable node j and check node k) and
δki is 1 for i = k and 0 for i ̸= k . The subscripts vc, cv
and ch represent the variable node to check node, check node
to variable node and channel information respectively. In the
first iteration µcv,g = 0 and σ 2

cv,g = 0. If the variable node

of type j is punctured, then µjch,g and σ
2
ch,g

j
are considered as

zero.

2) VARIABLE NODE TO CHECK NODE UPDATE
In the protograph, each variable node of type j sends extrinsic
MI to check node of type i which can be written as

I j→i
EV ,g = J ′(µj→i

vc,g, σ
j→i
vc,g ) (46)

where µj→i
vc,g and σ

j→i
vc,g can be obtained by using (44) and (45)

respectively. The overall MI can be written as

I j→i
EV =

G∑
g=1

wgI
j→i
EV ,g (47)

3) CHECK NODE TO VARIABLE NODE UPDATE
If the LLRs received from the variable nodes at the input to
a check node are assumed to have the Gaussian distribution,

then MI from the check node of type i to a variable node of
type j can be written as

I i→j
EC,g = 1 − J


√√√√ N∑

k=1

(bik − δkj)
(
J−1(1 − I j→i

EV ,g)
)2

(48)

where J (·) and J−1(·) can be obtained numerically as given
in [24]. Themean and variance of the output information from
each check node can be obtained as

µi→j
cv,g =

(
J−1

(
I i→j
EC,g

))2
2

, (49)

σ 2
cv,g

i→j
=

(
J−1

(
I i→j
EC,g

))2
. (50)

These values for the mean and variance will be used in (44)
and (45) to update the mean and variance of LLR information
at the output of a variable node of type j. The overall MI from
a check node of type i to a variable node of type j can be
written as

I i→j
EC =

G∑
g=1

wgI
i→j
EC,g. (51)

4) OVERALL MUTUAL INFORMATION
The complete MI at a variable node of type j corresponding
to the gth Gaussian component can be written as

I jCMI ,g = J ′

 M∑
k=1

µk→j
cv,g + µ

j
ch,g,

√√√√ M∑
k=1

bkjσ 2
cv,g

k→j
+ σ 2

ch,g
j


(52)

Now the overall MI at a variable node of type j is

I jCMI =

G∑
g=1

wgI
j
CMI ,g (53)

At each iteration, I jCMI is calculated for each variable node
of type j. If I jCMI = 1 for every j with set precision, then the
algorithm stops; otherwise it goes to step-2.

The divide and conquer method has been used to find
the threshold value of transmitted power p∗

t = min{pt :

I jCMI = 1,∀j}. In this method, the observation interval of pt
is selected such that p∗

t lies within this interval. Let [pi, pf ]
be the observation interval. The algorithm starts with initial
power of pi+pf

2 . If the condition I jCMI = 1,∀j is satisfied,
then it selects the interval as [pi,

pi+pf
2 ], else it selects the

interval as [ pi+pf2 , pf ]. This process continues until a specified
precision for p∗

t is obtained. In our analysis, this precision has
been set to two digits after the decimal point.

The decoding thresholds obtained by using the multidi-
mensional modified P-EXIT analysis are given in Table 1 for
different channel parameters and code rates. It is observed
that the decoding threshold decreases as turbulence strength
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TABLE 1. Optimum values of threshold in dB for different channel
conditions and code rates.

decreases for a given pointing error parameter (ξ ) value.
Similarly for a given σ 2

I , the decoding threshold increases as
ξ value decreases.

V. RESULTS AND DISCUSSION
The UWOC channel model that we have considered is strong
turbulence with pointing errors. The parameter values that
we have considered in calculating the channel effects are
from [35], and a link length of 30 m has been considered to
account for strong turbulence with the following parameters,
wavelength λ = 530 nm, ϵ = 2 × 10−8 m2/s3, ω = −0.03,
χT = 10−4 K 2/s and σ 2

I = 1.145. The corresponding
α, β values are 4.2257, 1.3622 respectively. The pointing
error effects are included by considering A0 = 0.0764 and
σs

2
= 0.2075 × 10−3 m2, �zeq = 66.5 × 10−3 m, which

results in ξ = 2.3. We have also considered the σ 2
I =

0.6946, 0.2094 to observe the performance in moderate,
weak turbulence cases [8], [9] along with other pointing error
values ξ = 1.5, 1.25, 1.
All the simulations have been performed using the

MATLAB. First, the parity-check matrix of the SC-LDPC
code is obtained through the PEG algorithm. Then, the
data is encoded using the partial syndrome former method,
which utilizes the parity check matrix. Once the data is
encoded, it is transmitted through the channel. Finally, the
received data is decoded using the sliding window decoding
method. In the simulations, the Acceptance-Rejection (A-R)
method [60] has been used to obtain the random samples
from the PDF of Ip. The PDF of It is represented by the
GG distribution. Samples from the GG distribution can be
generated by multiplying the samples from two independent
Gamma distributions (one with parameter α and another
with parameter β). The gamrnd MATLAB function has been
used to generate the samples from the Gamma distribution.
To model the channel fading, samples obtained from the
PDFs of Ip and It are used in (2).

The implementation of A-R method to generate a sample
X from the PDF f (x) uses the following steps. (i) Generate
a sample Y from the known PDF g(y) for which there is
a well known procedure to generate samples. (ii) Generate
a sample U from the uniform distribution ([0,1]). (iii) If

FIGURE 11. Performance of an uncoded UWOC system over the
Gamma-Gamma channel with and without pointing errors using the
analytical method and the simulation approach.

U ≤
f (Y )
cg(Y ) then set X = Y , otherwise go to step (i), where

c is a constant greater than 1 such that supx
{
f (x)
g(x)

}
≤ c. The

selected samples X follow the PDF f (x). In our simulations
c = 5.21 is used to generate samples from the PDF of It ,
where g(x) considered as a uniform distribution.

In [18] and [19], the performance of a strong turbulent
UWOC system has been studied using ϵ, ω and the SNR
values. In [17], the nephelometric turbidity unit has been used
as the turbulence strength and the BERperformance is studied
at different transmitted power values. In [8] and [9], different
σ 2
I values have been used to indicate the different turbulence

strengths. In our analysis, σ 2
I is used to indicate the turbulence

strength and the performance of system is studied for different
transmitted power values. The performance of the uncoded
OOK modulated UWOC system over the GG channel and
that over the GG channel with pointing errors (GG-PE) has
been obtained by using the analytical methods ((27), (29)),
as well as the simulation approach for different σ 2

I values and
is shown in Fig. 11. It is observed that the performance of the
analytical methods is consistent with the simulation approach
over both the channel models (GG andGG-PE). Furthermore,
it is observed that as the σ 2

I value increases the performance
of the link deteriorates. Thus, increased turbulence results in
degraded performance. Also, it is observed from the results
that to achieve a BER of 10−4, the transmitted power required
over the GG channel is 24.5 dB and that over the GG-PE
channel is 48.7 dB (i.e. the performance gap is 24.2 dB) for
the given σ 2

I = 1.145 and ξ = 2.3. The required transmitted
power increases as the turbulence strength increases. It is
observed that the required power to achieve a BER of 10−4,
for low turbulence (SI = 0.2094), moderate turbulence (SI =

0.6946) and high turbulence (SI = 1.145) is 14.23 dB, 35 dB,
48.7 dB respectively for a given ξ = 2.3.

The BER performance of rate 1/2 SC-LDPC coded system
for different channel parameters (σ 2

I and ξ ) and channel
models has been studied using kernel-based PDF estimation
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FIGURE 12. Performance comparison of rate 1/2 SC-LDPC coded and
uncoded GG-PE links (ξ = 2.3) for different SI values.

FIGURE 13. Decoding threshold (indicated by dotted vertical line) and
BER performance of rate 1/2 SC-LDPC coded GG-PE links (ξ = 2.3) for
different SI values.

method and MC simulations. Furthermore, for a given
turbulence strength σ 2

I = 1.145 and pointing error ξ =

2.3, performance of SC-LDPC codes for different code rates
has been studied using the kernel-based method and MC
simulations. From the results, it is observed that these two
methods are consistent with each other.

The performance of the rate 1/2 SC-LDPC code has been
studied for different σ 2

I values over the GG-PE channel for
a given ξ = 2.3 using MC simulations and kernel-based
method and is shown in Fig. 12. Here M = 256 and w =

1 have been used. It is observed that the SC-LDPC code gives
a coding gain of 47 dB, 34.5 dB and 15.1 dB for σ 2

I values
of 1.145, 0.6946 and 0.2094 respectively at a BER of 10−4.
The observed coding gain is significant in the presence of
moderate and strong turbulence conditions.

The decoding threshold of ARJA protograph based SC-
LDPC code obtained over GG-PE link with SI values of
σ 2
I = 1.145, 0.6946, 0.2094 for a given ξ = 2.3 is shown

in Fig.13. These decoding threshold values are indicated by
vertical dotted lines in the plot. The gap between the threshold
and waterfall curve is because of the SC-LDPC code selected

FIGURE 14. Performance comparison of rate 1/2 SC-LDPC coded and
uncoded GG-PE links (σI

2 = 1.145) for different pointing error values.

FIGURE 15. Decoding threshold (indicated by dotted vertical line) and
BER performance of rate 1/2 SC-LDPC coded GG-PE links (σI

2 = 1.145) for
different pointing error values.

from the code ensemble and the finite length codeword
considered in the simulation in contrast to asymptotic
analysis of EXIT chart. It is observed that at a BER of 10−5,
there is a gap of 1.76 dB between the BER curve and decoding
threshold for the GG-PE link with σ 2

I = 1.145 and ξ = 2.3.
Also, the Shannon limit for different turbulence strengths
are shown in Fig. 13 using a short dashed vertical line. It is
observed that the variation in the Shannon limit for different
turbulence strengths is very small compared to the variation
in the decoding threshold obtained by the EXIT chart.

The performance of rate 1/2 SC-LDPC code has also been
studied for different values of ξ for σ 2

I = 1.145 and is shown
in Fig. 14. HereCA(0) ensemblewithM = 256 andw = 1 has
been used. It is observed that the performance of the system
degrades as ξ value decreases. This is because, for a given
value of equivalent beam width, the decrease in the value of
ξ results in increased displacement standard deviation. The
SC-LDPC code gives a coding gain of 65.84 dB, 52.54 dB,
48.65 dB, 47 dB for ξ values of 1, 1.25, 1.5, 2.3 respectively
at a BER of 10−4. In uncoded system, a lower value of ξ
corresponds to increased pointing errors. It is observed that
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FIGURE 16. Performance comparison of SC-LDPC codes for different code
rates over the Gamma-Gamma channel with and without pointing errors
(σI

2 = 1.145, ξ = 2.3).

the additional power requirement is 3.87 dB, 5.63 dB and
16.42 dB when ξ changes from 2.3 to 1.5, 1.5 to 1.25 and
1.25 to 1 respectively. Thus, the additional power requirement
to achieve a required BER value increases rapidly as ξ value
decreases.

The decoding thresholds obtained for different ξ values
for a given turbulence strength of σ 2

I = 1.145 are shown in
Fig. 15. It is observed that the gap between the BER curve
and threshold is 1.76 dB and 3.33 dB at a BER of 10−5 for
ξ = 2.3 and ξ = 1.25 respectively. Also, it is observed that
the gap between the threshold and Shannon limit is 2.99 dB,
3.29 dB, 3.43 dB and 4.25 dB for ξ values of 2.3, 1.5, 1.25 and
1 respectively. The decoding threshold value increases as
the pointing error parameter ξ value decreases for a given
SI value. When ξ changes from 2.3 to 1.5, 1.5 to 1.25 and
1.25 to 1, the increment in the decoding threshold is 2.05 dB,
1.29 dB and 2.65 dB respectively for a given σ 2

I = 1.145.
The different code rate ensembles CA(n) with M = 256,

w = 1, L = 10 have been obtained by using AR4JA
protographs with n = 0, 1, 2, 3 and 10. The performance
of different code rate ensembles is compared over the both
channel models and is shown in Fig. 16. It is observed
that the performance gap between GG and GG-PE channels
with a rate 1/2 SC-LDPC code is 24 dB at BER of 10−4.
This performance gap shows the significance of considering
pointing errors in the performance evaluation of UWOC
system.

The performance of these CA(n) ensembles has also been
observed for the code rates of 1/2, 3/4 and 4/5 with different
combinations of σI 2 and ξ values and is shown in Fig. 17.
From Fig. 17a, it is observed that for a given σI 2 = 1.145,
a change in ξ value from 2.3 to 1 shows the performance
deviation of 7.1 dB, 8.6 dB and 9.4 dB for SC-LDPC codes
with rate 1/2, 3/4 and 4/5 respectively. Similar types of
observations can be drawn from Fig. 17b and Fig. 17c for
the σI 2 values of 0.6946 and 0.2094 respectively. The rate
1/2 SC-LDPC code performance for different combinations

TABLE 2. Required transmitted power in dB to achieve a BER of 10−4 for
different channel conditions and code rates.

of σI 2 and ξ values is shown in Fig. 17d. It is observed
that a change in σI 2 value from 1.145 to 0.2094 shows a
performance deviation of 2.5 dB, 3 dB and 3.6 dB for ξ values
of 2.3, 1.25 and 1 respectively.

The decoding thresholds for different code rates over the
GG-PE link with σ 2

I = 1.145 and ξ = 2.3 are shown
in Fig. 18. It is observed that as the code rate increases,
the threshold value and Shannon limit also increase. The
decoding threshold obtained for rate 1/2, 2/3, 3/4 and 4/5 code
is 0.13 dB, 2.86 dB, 5.07 dB and 6.62 dB respectively.

The performance of the SC-LDPC coded UWOC system
for different channel parameters and code rates is summarized
in Table 2. This table gives the required transmitted power in
dB to achieve a BER of 10−4 for different channel parameters
and code rates.

The different statistical distributions for fading in an
UWOC turbulent channel studied in [9] through experimental
results are log-normal (LN), exponential log-normal (ELN),
weibull (WBL), exponential weibull (EWBL), GG and
generalized Gamma (Gen-G). We have used the A-R method
to generate the samples from these distributions using the
corresponding PDFs. In [8] and [9], it is noted that for σ 2

I > 1,
the GG channel model has a better fit with the measured
data. The performance of rate 1/2 SC-LDPC code (CA(0) with
M = 256 and W = 4) over these channel models with
and without pointing errors for σ 2

I = 1.145 and ξ = 2.3,
is shown in Fig. 19. It is observed that the performance over
GG channel is close to the performance over WBL channel
and the remaining channel models show deviation from these
two channel models for both the cases.

The performance of rate 1/2 SC-LDPC code over the GG-
PE channel with ξ = 2.3 has been studied for different values
of W and M . Fig. 20 shows the BER curves for different
values ofW over the GG-PE channel with different σ 2

I values.
The value of M = 256 is fixed and W = 3, 4, 5 and 6 have
been used. From Fig. 20, it is observed that the performance
of SC-LDPC code is improved by 1.7 dB by increasing theW
value from 3 to 6 for the case of σ 2

I = 1.145 at a BER of 10−4.
However, the increase in W results in increased decoding
latency.
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FIGURE 17. Performance comparison of SC-LDPC codes over the Gamma-Gamma channel with pointing errors. (a) σ2
I = 1.145,

(b) σ2
I = 0.6946, (c) σ2

I = 0.2094 for different code rates and (d) for rate 1/2 code with different σ2
I , ξ values.

FIGURE 18. BER performance of SC-LDPC codes for different code rates
over the Gamma-Gamma channel with pointing errors (σI

2 = 1.145,
ξ = 2.3) with decoding thresholds indicated by dotted vertical lines.

The plot in Fig. 21 shows the required transmitted power
to achieve a BER of 10−4 under different decoding latency
values. It is observed that the required power decreases with
an increase in W (latency). However, the quantum of reduc-
tion also decreases with an increase in W . That is for large

FIGURE 19. Performance comparison of rate 1/2 SC-LDPC code over
different channel models with and without pointing errors (σI

2 = 1.145,
ξ = 2.3).

values of window length there is only negligible performance
improvement. However, the complexity increases with the
window length.

The BER curves for different M values of rate 1/2 SC-
LDPC code over the GG-PE channel model are shown in
Fig. 22. It is observed that the performance of the system
improves with the increase in the value ofM .
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FIGURE 20. Performance comparison of rate 1/2 SC-LDPC codes over the
Gamma-Gamma channel with pointing errors under different window
lengths and σI

2 values.

FIGURE 21. The required transmitted power to achieve a BER of 10−4 for
different values of decoding latency for different σI

2 values.

The performance of SC-LDPC coded UWOC system
over a vertical link has also been studied by using the
parameters of the channel in [61]. We have used ARJA
based SC-LDPC code with M = 256, L = 10, w =

1 and W = 4. A hypothetical channel model with a
single layer and a cascaded channel model with multiple
(k) layers have been considered. Here thickness of each
layer in the cascaded channel model has been considered
to be 10 m. The link lengths considered are 20 m, 30 m
and 40 m. The corresponding (α,β) parameter values for
the hypothetical channel model are (4.08,1.47), (4.70,1.21)
and (5.45,1.12). In the case of the cascaded channel model,
the three link lengths have been modeled using 2, 3 and
4 layers respectively. The corresponding channel parameter
values (αj,βj) are (4.59,2.82), (4.64,2.88), (4.70,2.96) and

FIGURE 22. Performance comparison of ARJA protograph based rate 1/2
SC-LDPC codes over Gamma-Gamma channel with pointing errors
(σI

2 = 1.145, ξ = 2.3) for different graph lifting factors.

FIGURE 23. Performance comparison of hypothetical and cascaded
channel models for uncoded vertical links with different depths and
layers.

(4.77,3.05), where j = 1, 2, ..k for the channel with k layers.
The performance of uncoded hypothetical and cascaded
channel models is shown in Fig. 23. It is observed that when
compared with the cascaded channel model, the hypothetical
channel model underestimates the BER values in the low
SNR region and overestimates them in the high SNR region.

The performance of SC-LDPC code over these two channel
models is shown in Fig. 24. It is observed that the hypothetical
channel model always underestimates the BER values when
compared to the cascaded model. Furthermore, it is observed
that at a BER of 10−4 the performance gap is 1.1 dB for a
link length of 20 m, whereas it increases to 5.5 dB when the
link length is increased to 40m. This increase in performance
gap shows the importance of cascaded channel model for
long link lengths of coded UWOC vertical link. The decoding
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FIGURE 24. Performance comparison of hypothetical and cascaded
channel models for rate 1/2 SC-LDPC coded vertical links with different
depths and layers.

threshold and Shannon limit are shown in Fig. 24 using a
dotted vertical line and a dashed vertical line respectively. It is
observed that as the number of layers increase the decoding
threshold increases.

The observations from our investigation study can be
summarized as follows. (i) The BER performance of the SC-
LDPC coded system obtained by using the MC simulations is
consistent with the kernel-based density estimation approach.
(ii) The kernel-based density estimation approach has the
advantage of lower complexity since the sample size required
is smaller than that of the MC simulations. (iii) From the
results of SC-LDPC coded UWOC system, it is observed
that the coding gain is significant in the case of strong and
moderate turbulence compared to the case of low turbulence,
for a given pointing error parameter ξ . (iv) Corresponding
to different turbulent strengths, the variation in the Shannon
limit is very small compared to the variation in the decoding
thresholds. The gap between the decoding threshold and
the Shannon limit increases with the turbulence strength.
(v) The BER performance over the GG channel is close to
that over the WBL channel under strong turbulence. (vi)
The performance gap between the GG channel and GG-
PE channel is significant. This gap shows the importance
of considering pointing errors in the analysis of system
performance. (vii) In the uncoded system, the required
transmitted power to achieve a given BER increases rapidly
as the pointing error parameter ξ decreases. In the coded
system the coding gain is higher when ξ is smaller. (viii) The
performance of SC-LDPC code improves with the decoding
window length. However, the quantum of improvement
decreases as the window length increases. On the other
hand, the complexity increases with the window length. (ix)
The performance of the SC-LDPC coded UWOC system
increases with the graph lifting factor, since it increases the
codeword length. (x) From the performance of the vertical
link, it is observed that the gap between the performance

of the cascaded channel model and the hypothetical channel
model increases as the link length increases. This increase
in performance gap suggests the importance of a cascaded
channel model for long link length in a coded UWOC vertical
link.

The following assumptions have been made in our
investigation, and have to be checked for the application
of the results. (i) The strong turbulence channel has been
modeled as having GG distribution. (ii) In obtaining the
channel fading coefficients due to pointing errors, the PDF
of the displacement of the beam at the detector has been
considered as Rayleigh distribution. (iii) A sample code has
been considered from the ensemble of SC-LDPC codes,
which may result in a small variation from the performance
of other codes in the ensemble. (iv) The analytical BER
closed form expression is derived over the uncoded UWOC
channel for the case of strong turbulence with GG distribution
and pointing errors. Furthermore, it is to be noted that the
multi dimensional modified P-EXIT algorithm is applicable
to memoryless binary-input symmetric-output channels.

VI. CONCLUSION
The UWOC system with strong turbulence and pointing
errors has been studied in this paper. The performance of SC-
LDPC codes has been investigated over the GG-PE channel
for different turbulence strengths, pointing error values and
for various code rates and encoder and decoder parameters.
Different channel models have also been considered. It is
observed that, the rate 1/2 ARJA protograph based SC-LDPC
code with M = 256, L = 10, w = 1 achieves a coding
gain of 47 dB at a BER of 10−4 for strong turbulence
(σ 2
I = 1.145) channel model with pointing errors (ξ =

2.3). From the performance of vertical link, it is observed
that as the link length increases from 20 m to 40 m the
performance gap between hypothetical and cascaded channel
models increases from 1.1 dB to 5.5 dB. The different code
rate ensembles have been obtained usingAR4JA protographs.
The results also show that the performance of the SC-LDPC
code is improved by 1.7 dB by increasing the window length
from 3 to 6 keeping the graph lifting factor constant. However,
the quantum of improvement in performance decreases
with the increase in the window length. A performance
improvement of 1.4 dB is observed by increasing the value of
the graph lifting factor from 64 to 256 keeping the window
length constant. As for future work, the following may be
considered. (i) Protographs may be constructed to reduce
the gap between the threshold value and the Shannon limit.
(ii) Since pointing errors cause significant degradation in
performance over the strong turbulent channel, schemes that
reduce the pointing errors may be studied. (iii) Performance
of the UWOC vertical link may be investigated in detail.
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