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ABSTRACT Recent advances in low Earth orbit (LEO) satellites have made it possible to achieve
zero blind spots on Earth. Considering the give locations of these devices, this makes satellite-ground
links between quantum devices a practical possibility. This paper proposes the first quantum federated
learning (QFL) application in satellite-ground communication. To improve communication and computing
performance, this paper adopts slimmable quantum federated learning (SQFL) and slimmable quantum
neural networks (sQNN), which allow for two different configurations in quantum neural networks: the
angle and pole configurations. This paper also employs superposition coding and successive decoding to
increase communication opportunities. Through extensive experiments, the proposed satellite-ground SQFL
framework performswell and is both computationally and communicationally efficient compared to classical
federated learning and QFL.

INDEX TERMS Satellite-ground communication, quantum machine learning, quantum computing,
federated learning.

I. INTRODUCTION
The global satellite communication market is expected
to reach 45.3 billion dollars by 2027, with a compound
annual growth rate of 8.1% from 2020 to 2027 [1]. This
growth is driven by increasing demand for satellite-based
broadband services and the adoption of advanced satellite
technologies, such as high-throughput and low Earth orbit
(LEO) satellites [2], [3], [4], [5], [6], [7]. LEO satellites have
been used to provide communication networks in remote,
transnational, or difficult-to-access areas. By utilizing LEO
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satellites, the local devices can easily access the resources
of the satellites regardless of their locations [8]. Due to
the aforementioned reasons, federated learning (FL) with
different sites using LEO satellites has also been suggested
as one of major potential applications [9], [10], [11], [12].

Quantum deep learning (QDL) devices are deployed
in some locations because they are still a relatively new
technology and only a limited number of them exist.
They are often used for research purposes, and researchers
from different institutions may need to access them for
their work. By locating quantum computers in different
areas, researchers from different institutions can use them
easily for their research [13]. Utilizing LEO satellites in
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a federation of local quantum computers can benefit com-
munication efficiency and computing power. In particular,
the use of the movement range of orbiting LEO satellites
could significantly reduce the fixed costs associated with
transceiving trainable parameters through wired backhaul
connections [14], [15].

Therefore, this paper considers leveraging quantum com-
puters and satellite-ground communications in quantum
federated learning (QFL) because of the potential benefits
of communication efficiency and computing power that
these technologies offer. Quantum computers have the
ability to perform calculations more efficiently than classical
computers, and quantum communication has the potential to
be expanded [16], [17], [18]. In addition, this approach allows
for the use of local resources. Quantum bits (qubits), the basic
units of computation in a quantum computer, can be put into a
superposition state and manipulated using quantum gates and
measurement to perform certain tasks more efficiently [19],
[20], [21]. As the number of qubits increases, it allows a
larger quantum state space, known as superpositioned Hilbert
space, which can potentially lead to quantum supremacy. One
approach to taking advantage of the full potential of this state
space is to use both a parameterized quantum circuit (PQC),
known as the angle domain and a trainable measurement,
known as the pole domain [22], [23]. The approach, known
as slimmable quantum federated learning (SQFL [24], [25]),
is used in our proposed framework. In this framework, local
devices sequentially train their angle and pole parameters
using their own data, and then send their encoded angle and
pole parameters to the server using superposition coding (SC)
during aggregation rounds. The server then decodes these
messages using successive decoding (SD), which improves
communication efficiency and performance compared to
other quantum federated learning methods [26], [27], [28].
In addition, by utilizing slimmable neural networks in each
local devices over quantum domain, the individual neural
networks adpatively control their widths in order to deal
with dynamic channel conditions. This nature of dynamic
control is one ofmajor differences from other QFL algorithms
in [29], [30].
This paper presents a new approach to QFL that utilizes

satellite-ground communications, the first QFL application
to satellite-ground communications. Our method, based on
SQFL, aims to take advantage of the benefits of quantum
computing and improve communication opportunities com-
pared to classical computing methods via SC and SD. The
reason why the dynamic control nature in our proposed
SQFL is essential for satellite-ground communications is
that the satellite-based communications should be resilient in
time-varying dynamic environments due to large propagation
delays. In satellite communications, due to the long-distance
between grounds and satellites, large propagation delays exist
which is harmful for stabilized and robust communications.
Therefore, dynamic control should be taken account in order
to adapt the time-varying dynamic situations.

II. PRELIMINARIES
A. NOTATION AND MATHEMATICAL SETUP
This paper adopts the notation,

8 ≜ [φ1, · · · ,φn, · · · ,φN ], (1)

in order to represent the trainable parameters of the PQCs,
i.e., angle parameters. In addition,

2 ≜ [θ1, · · · , θn, · · · , θN ] (2)

denotes the trainable measurement parameters, i.e., local pole
parameters. The terms φ0 and θ0 denote the global angle
parameters and pole parameters, respectively. A mini-batch
from the local devices is defined as

ζn ≜ (Xn, yn) ⊂ Zn, (3)

where (Xn, yn) are the input data and corresponding labels,
and Zn is the full dataset of the local device n. The labels,
i.e.,

yn ≜ {yln}
|yn|
l=1 (4)

are one-hot vectors with an 1 in the position corresponding
to the true label and zeros in all other positions. This paper
adopts Dirac notation to represent quantum states and oper-
ations, and the operators (·)† and ⊗ represent the complex
conjugate transpose and tensor product, respectively.

B. QUANTUM OPERATIONS IN QNN
Fig. 1 represents a quantum neural network (QNN).1 The
architectures of QNN and our proposed sQNN consist of
state encoder, PQC layer, and measurement, as illustrated in
Fig. 1 and Fig. 2, respectively. Firstly, the state encoder is
for (i) converting real-number domain information/data into
quantum (3D Hilbert space) domain and (ii) angle encoding.
This paper considers a system with Q qubits for QNN [31].
The basic quantum state is defined as

|ψ0⟩ ≜ |0⟩⊗Q, (5)

and classical dataX is encoded into a quantum state |ψ⟩ using
a quantum state encoder Uenc(·), such that

|ψ⟩ = Uenc(X) · |ψ0⟩. (6)

The Q qubit quantum state can also be expressed as
follows,

|ψ⟩ =

2Q−1∑
n=0

αn|n⟩, (7)

where αn and |n⟩ are the probability amplitudes and the n-th
basis in theHilbert space, respectively. The probability ampli-
tudes αn are complex numbers that satisfy the normalization

1All rotation gates (e.g., RX and RY) and controlled gates in state encoder
and PQC are expressed with unitary operations.
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FIGURE 1. The architecture of QNN.

FIGURE 2. The architecture of sQNN.

condition, i.e.,

2Q∑
n=1

|αn|
2
= 1, (8)

given that the Hilbert space is defined as H ⊗Q
≡ C2Q .

The quantum state |ψ⟩ is then processed by a parameterized
quantum circuit U (φ), such that

|ψ⟩ ← U (φ) · |ψ⟩. (9)

Finally, the output is obtained by projecting the quantum
state onto projection matrices Ml ∈ {Ml}

Q
l=1, one for each

qubit l. The l-th projection matrix is defined as

Ml ≜ I⊗l−1 ⊗ PZ ⊗ I⊗Q−l, (10)

where I is the 2 × 2 identity matrix, and PZ is Pauli-Z
matrix, i.e., PZ ≜ diag(1,−1). The expectation value of
the projection Ml is denoted as Ol ∈ R[−1, 1], and can be
calculated as

⟨Ol⟩ = ⟨ψ |Ml |ψ⟩. (11)

The expectation values of the projections are then used
with the softmax function and a temperature parameter β ∈ R

to make predictions for class l as,

Pr(y = l) =
exp(β⟨Ol⟩)∑q
l′=1 exp(β⟨Ol′⟩)

, (12)

where q denotes the number of classes.
As presented in [32], QNN-based learning models are

advantageous comparing to conventional neural networks.
First of all, it can achieve fast convergence by signifi-
cantly reduce the number of iterations during loss function
minimization. Moreover, it is possible to output dimension
reduction into a logarithmic-scale by enhancing measure-
ment, as discussed in [33]. Lastly, fewer parameter utilization
for neural networkmodels can be realizedwhich is essentially
beneficial in small-scale communication/memory-limited
cube-satellite systems [34]. More detailed discussions for
quantum algorithms design and implementation in modern
noisy intermediate-scale quantum (NISQ) era are presented
in [35], [36], and [37].

C. QUANTUM OPERATIONS IN SQNN
According to [38], QNN trains its feature map (i.e., angle
domain) by adjusting the PQC parameters. The QNN output
is given by (10)-(11), which means that the measured qubit
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FIGURE 3. The illustration of satellite-ground SQFL framework. It consists of three processes:
(1) local training and uplink transmission, (2) global model aggregation with successive decoding,
(3) downlink transmission and update.

states are projected onto a hyperplane orthogonal to z-axis.
(Schuld et al., 2022) demonstrates that hyperplane training
(i.e., pole domain) with a fixed feature map is possible [39].
Furthermore, the concept of slimmable neural networks is
utilized for QNN [22], [24]. Fig. 2 represents the structure
of sQNN. As shown in the figure, sQNN consists of two
sub-networks: i) the trainable parameters of PQC and ii) the
trainable measurement parameters (i.e., pole parameters).
The process of sQNN is exactly the same as the process
of Sec. II-B except (10). The only difference is that PZ
in (10) is replaced to Pθ which is parameterized with θ and
acts as the projection operator for the sQNN. Based on this
difference, our proposed sQNN can conduct the parameter
training in measurement; where conventional QNN cannot do
that. According to the trainability in measurement which is
called Pole-Training, more flexibility can be reserved. When
sQNNs are trained in distributed learning settings, the feature
map is adjusted in the direction of having more generalized
features, and the poles are fine-tuned to each local task [22].
In SQFL [24], the sequential local training of sQNN is
proposed where pole parameters are first trained and then the
angle parameters are trained next. This pole-to-angle training
method shows the least performance degradation when local
parameters are not successfully aggregated.

III. SLIMMABLE QUANTUM FEDERATED LEARNING IN
LEO SATELLITE-GROUND COMMUNICATIONS
A. SYSTEM OVERVIEW
Fig. 3 represents our referencing satellite-ground SQFL
framework. This paper considers a scenario with N local
QDL devices tasked with performing classification. This
paper adopts the channel model from [40], assuming that
both satellite and ground QDL devices have a single antenna.
We only consider uplink communications, in which each
device sends two messages corresponding to two different
width configurations. The bandwidth is equally divided
among the devices, so inter-user interference is negligi-
ble. Notwithstanding, we still consider the inter-message
interference due to superposition coding, which will be
elaborated in Sec. III-C and III-D. This interference is
treated as noise, and the Shannon capacity formula with a
Gaussian codebook is used to analyze the communication
performance [11].

B. POLE-TO-ANGLE LOCAL TRAINING
We describe pole-to-angle local training. The pole and angle
parameters are denoted as φn and θn, respectively, where the
number of trainable parameters is 2 for φn andD for θn. Since
the number of parameters in φn is smaller than θn, the pole,
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Algorithm 1 Local Training in QDL Devices

Initialization. local-QNN parameters, φ, θ for t = {1, 2, . . . ,TLocal} do
for (X, y) ∈ Z do

ŷ← sQNN(X;φ, θ ) // ŷ: logits
Calculate loss, L (φ, θ , (X, y))
Update pole, θ ← θ − ηt∇θL (φ, θ , (X, y))

θ̃ ← θ for t = {1, 2, . . . ,TLocal} do
for (X, y) ∈ Z do

ŷ← sQNN(X;φ, θ̃ )
Calculate loss, L (φ, θ̃ , (X, y))
Update angle, φ← φ − ηt∇φL (φ, θ̃ , (X, y))

φ̃← φ

which is trained first, is expected to converge faster. Then,
the angle is trained next and the angle domain shows more
invariant robustness to covariate shift because the number
of angle parameters is D

2 x larger than pole parameters [41].
This paper conjectures that pole-to-angle local training will
benefit the FL regime in which covariate shift exists due to
data distribution. Algorithm 1 represents the local training
in QDL devices. Each device trains pole parameters θ for L
iterations with mini-batch ζn sampled from the device’s local
dataset Zn. Then, the device trains angle parameters φ. For
the aforementioned training, this paper adopts a cross-entropy
loss L (·). In summary, n-th devices local sQNN model
[θ̃
n
; φ̃

n
] is updated after L local iterations as:[

θ̃n

φ̃n

]
←

[
θn
φn

]
− ηt

[∑TLocal
t=1 ∇θ tn

L (φn, θ
t
n)∑TLocal

t=1 ∇φtn
L (φtn, θ̃n)

]
, (13)

where ηt and TLocal denote a learning rate at t and the number
of local iterations, respectively.
By conducting pole-training in addition to conventional

angle training, various channel conditions can be considered.
When the channel conditions are good enough, it is
possible to all gates and measurement parameters, which
introduces best performance. However, on the other hand,
if the channel conditions are poor, our proposed algorithm
can deliver at least trained parameters in measurement.
However, in conventional methods which has no training
over measurement, there are no parameters to transmit.
Therefore, conducting pole-training for parameter training in
measurement is beneficial to take care of various channel
conditions.

C. SUPERPOSITION CODING IN
SATELLITE-GROUND CHANNEL
In each communication round, the n-th device uses the
sQNN architecture to send either only its pole parameters θ̃

n
,

or both its pole and angle parameters [θ̃
n
; φ̃

n
], depending on

the communication channel conditions, energy availability,
and other time-varying environmental factors. The ground
local-QDL device n transmits a signal xn to the server using

the same radio resource block. This signal is given by,

xn =
2∑
i=1

sn,i, (14)

where sn,i ∈ Sn is the i-th symbol for device n, and Sn is the
Gaussian codebook for this device. The symbols are assumed
to have zero mean and power Pi, for all i ∈ N[1, 2] and n ∈
N[1,N ]. Each local device encodes its raw data at a code rate
of u.
Assuming that the user’s location is stationary in the

considered interval and considering both small-scale fading
and large-scale fading, the channel model between local QDL
device n and LEO satellite is expressed as,

gn =
√
Gs · Gn(

c
4π fcdn

)2δn, (15)

where (Gs, Gn), dn, δn c, and fc are the antenna gains
of satellite and local-QDL device n, the distance from the
satellite to device n, Rayleigh fading, light speed, and center
frequency, respectively.

D. AGGREGATION WITH SUCCESSIVE DECODING
The received signal sent by device n at the server, denoted by
yn, is given by,

yn = g†nxn + nn = g†n

S∑
i=1

sn,i + nn, (16)

where nn ∼ C N (0, σ 2) represents the additive white
Gaussian noise (AWGN). The signal-to-interference-noise
ratio (SINR) for the i-th message which can be denoted as
sn,i is given by

γn,i =
Pi · |gHk sn,i|

2

σ 2 +
∑S

i′=i+1 Pi′ · |gHn sn,i′ |2
, (17)

where
I∑
i=1

Pi = P (18)
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FIGURE 4. Averaged SNR vs. Top-1 Accuracy.

FIGURE 5. Learning curve (α, γ̄ ) = (100, 20).

and σ 2 denotes the noise power. Using the Shannon capacity
formula with a Gaussian codebook [42], the received
throughput Rn,i for the i-th symbol transmitted by device n
with bandwidthW is given by,

Rn,i = W log2(1+ γn,i) (bits/sec). (19)

If the transmitter encodes raw data at a code rate of
u, the receiver can successfully decode the i-th encoded
data if

(Rn,i ≥ u) ∧ . . . ∧ (Rn,1 ≥ u) := cn,i, (20)

and here, if cn,i = 1, the i-th model configuration (e.g.,
φn or θn) for device n will be included in the global model
aggregation. The server aggregates the uploaded parameters

and creates a global sQNN, represented by [θ̃0; φ̃0], i.e.,[
θ̃0

φ̃0

]
←

 1∑N
n=1 cn,1

∑N
n=1 cn,1θ̃n

1∑N
n=1 cn,2

∑N
n=1 cn,2φ̃n

 , (21)

where indicator functions cn,1 and cn,2 keep track of the
number of times the pole and angle parameters are uploaded,
respectively. The devices then download the updated global
sQNN [θ̃0; φ̃0] and repeat the process until convergence is
reached.
Note that the consideration of superposition coding and

successive decoding in ground stations and satellites is
not burden because the ground stations usually have no
limitations in terms of communication systems design and
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FIGURE 6. Non-iidness where individual colors stand for distinct classes and the corresponding lengths represent the amount of data.

FIGURE 7. Non-IIDness vs. Top-1 Accuracy.

implementation. In satellites, the communication systems are
not limited in terms of computational overhead. Usually in
space communications, the performance itself is of our major
interests.

IV. PERFORMANCE EVALUATION
A. SETUP
1) BENCHMARKS
The considered benchmark schemes have different average
signal-to-noise ratios (SNRs), i.e.,

γ̄ = P/σ 2
∈ {10, 12.5, 15, 17.5, 20} [dB]. (22)

This paper also aims to investigate the effect of
non-identically distributed data (non-IID) on SQFL by using
a data-splitting method based on the Dirichlet coefficient
α [43]. As benchmark schemes, two FL comparisons
are designed as follows: i) ‘‘Classical SlimFL’’ with
superposition coding and successive decoding [11] and
ii) ‘‘Quantum FL’’ without these techniques to investigate the
impact of communication opportunities.

2) ENVIRONMENT AND HYPERPARAMETER SETUP
All experiments were conducted using classical computers
withNVIDIARTX2080Ti graphics processing units (GPUs).

We use python v3.8.10, pytorch v1.12.1, CUDA v11.3,
CUDNN v8, and torchquantum v0.1.2 [44]. The number of
trainable parameters in sQNN is 82. Among them, the number
of parameters in φ, and θ is 80 and 2, respectively. The
initial learning rate is 0.01, and the Adam optimizer trains
sQNN. The parameters are adopted based on the realistic
satellite-ground communications characteristics [40], i.e.,
fc = 20GHz, W = 800MHz, h = 600 km, P = 338mW,
u = 8× 106 bit/s, Gs = Gn = 2, and ∀δn ∼ exp(1).

B. NUMERICAL RESULTS
1) IMPACT ON SNR
An experiment is conducted to investigate how the channel
condition affects performance. Fig. 4 represents the rela-
tionship between the averaged SNR γ̄ , which is formulated
in (17), and top-1 accuracy. According to [11], low SNR
occurs as a divergence of classical SlimFL. When SNR is
low, the top-1 accuracy records relatively low and vice versa.
In addition, the convergence bound can be closed in high SNR
conditions. Nevertheless, our SQFL framework performs
better than QFL framework. The only difference is utilizing
SC and SD which improves communication. In summary,
these results corroborate that our SQFL framework shows
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robustness to low SNR compared to QFL framework due to
SC and SD.

2) IMPACT ON QUANTUM COMPUTING
To investigate the benefits of utilizing quantum computing,
the ablation of quantum computing is conducted. Fig. 5
represents top-1 accuracy of SQFL, QFL, and Classical
SlimFL with γ̄ = 20 and α = 100, which can be regarded
as perfect communication and ideal identical distribution
(IID). SQFL and QFL show 3.65% and 3.22% higher perfor-
mance than standard classical federated learning frameworks,
respectively. According to [22], quantum computing can
perform better than classical neural networks given the same
number of parameters, which is a similar result.

3) ROBUSTNESS TO NON-IIDNESS
To investigate the impact of non-IID data distributions
over ground devices, the experiments with various Dirichlet
coefficient α = {0.1, 1.0, 10} are conducted, wherein higher
α implies the distributions closer to IID. The corresponding
distributions are simulated and visualized as presented in
Fig. 6. Then, Fig. 7 represents the relationship between
α and top-1 accuracy. As α gets smaller, the performance
degradation is more severe. In addition, top-1 accuracy
records the highest when α = 10. Our framework shows the
least performance degradation when the data distribution is
non-IID. This verifies that our framework shows robustness
to non-IIDness.

V. CONCLUDING REMARKS
This paper proposes a dynamic quantum federated learning
framework for satellite-ground communication that uti-
lizes slimmable quantum neural networks. By combining
pole-to-angle training with joint superposition coding and
successive decoding, our slimmable quantum federated
learning approach demonstrates improved performance in
both computing and communication. We also show that our
SQFL framework is robust to low signal-to-noise ratios and
non-IIDness. In future work, we plan to extend our approach
to multi-LEO scenarios and investigate the optimal power
allocation for superposition coding which is essential for
next-generation 6G non-terrestrial networks.
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