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ABSTRACT Removing artifacts caused by multiple adverse weather, including rain, fog, and snow,
is crucial for image processing in outdoor environments. Conventional high-performing methods face
challenges, such as requiring pre-specification of weather types and slow processing times. In this study,
we propose a novel convolutional neural network-based hierarchical encoder-decoder model that addresses
these issues effectively. Our model utilizes knowledge of feature representations obtained from masked-
based pre-training on a large-scale dataset. To remove diverse degradations efficiently, we employ a proposed
dual-pooling adaptive convolution, which improves representational capability of weight generating network
by using average pooling, max pooling, and filter-wise global response normalization. Experiments
conducted on both synthetic and real image datasets show that our model achieves promising results. The
performance on real images is also improved by a novel learning strategy, in which a model trained on the
synthetic image dataset is fine-tuned to the real image dataset. The proposed method is notably cost-effective
in terms of computational complexity and inference speed. Moreover, ablation studies show the effectiveness
of various components in our method.

INDEX TERMS Convolutional neural network, dehazing, deraining, desnowing, large-scale pre-training,
raindrop removal, weight generating network.

I. INTRODUCTION numerous fields. Deep learning based solutions have been

Removing degradations due to adverse weather conditions
in images is important for the practicality of image pro-
cessing systems in outdoor environments. Image processing
algorithms, such as object detection, object tracking, and
segmentation, are used in automated vehicle driving, security
systems, and the like. Adverse weather conditions, such
as rain, fog, and snow, cause a loss of information in
images and degrade the performance of these algorithms.
Thus, removing adverse weather degradations can improve
the effectiveness and reliability of image processing across
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explored extensively for raindrop removal [1], [2], [3],
[4], rain and fog removal [5], [6], [7], [8], [9], and snow
removal [10], [11], [12].

Recently, various methods [13], [14], [15], [16], [17]
employ a unified set of network parameters to remove
degradations caused by multiple weather conditions. Multiple
adverse weather removal initially proposed by [13] has
been subsequently developed through transformer [14] and
knowledge distillation [15]. Most recent methods [16],
[17] achieve notable performance improvements, but face
challenges in real-world applications. WeatherDiffusion [16],
a denoising diffusion model, is computationally expensive
and requires a long inference time. WGWS [17] learns
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general and specific weather features through a two-step
learning process. However, its inference is limited in that a
type of weather has to be specified beforehand.

In this study, we propose a novel convolution-based
encoder-decoder model that removes different weather-related
artifacts rapidly without specifying weather types. To design
a powerful encoder, we use large-scale pre-training. Masked-
based self-supervised learning [18], [19], [20] enables
extracting valuable features from images. Pre-training with
these methods on a large dataset has recently demonstrated
remarkable success in image classification, object detection,
and semantic segmentation. We utilize fully convolutional
masked autoencoder (FCMAE) [20] for pre-training to tackle
adverse weather removal problems.

To deal with multiple adverse weather degradations,
we employed adaptive convolution for processing features
extracted by the encoder. We develop WeightNet [21], which
generates convolution weights by a network, to dual-pooling
adaptive convolution (DPAC). This module aggregates spatial
information through average pooling and max pooling,
enhancing the weight generation process. In addition, filter-
wise global response normalization (FGRN) encourages
capturing diverse features across filters.

We experimentally use the synthetic image dataset All-
Weather [13] and the real image dataset WeatherStream [22].
Our model obtains superior performance across multiple
weather conditions. To boost the performance on Weather-
Stream, we introduce a novel learning strategy in which mod-
els trained on All-Weather are fine-tuned to WeatherStream.
The proposed method has a relatively low computational cost
and fast inference speed. Furthermore, ablation studies are
conducted to validate the effectiveness of the components of
the proposed method.

The contributions of this paper are summarized as:

o A novel model for removing multiple weather cor-
ruptions is proposed. Masked-based pre-training and
adaptive convolution make our model effective and
efficient.

« We propose dual-pooling adaptive convolution (DPAC).
It combines average pooling and max pooling to improve
the expressive power of the weight generating network
and employs filter-wise global response normalization
(FGRN) to extract various features.

o The proposed method achieves state-of-the-art perfor-
mance on both synthetic and real image datasets. The
performance on real images is also improved by a novel
learning strategy that fine-tunes a model trained on the
synthetic image dataset to the real image dataset.

Il. RELATED WORKS

A. ADVERSE WEATHER REMOVAL

There has been extensive research on employing deep
learning to remove degradation caused by adverse weather
conditions in single images. Conventional weather removal
models, such as raindrop removal [1], [2], [3], [4], rain
and fog removal [5], [6], [7], [8], [9], and desnowing [10],
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[11], [12] concentrated on specific situations. Recent works
removed a variety of weather degradations using a unified
model [13], [14], [15], [16], [17].

1) SINGLE ADVERSE WEATHER REMOVAL

To remove raindrops, a dual residual network [1], a CNN
with a dual attention mechanism [2], an attention GAN [3],
and an image deraining transformer [4] were proposed.
To remove rain and fog, a multi-stage recurrent network [5]
with the squeeze-and-excitation block [23], a spatial attentive
mechanism [6], a heavy rain GAN [7], a progressive coupled
network [8], and a multi-stage progressive image restoration
network [9] were used. Image-to-image translation models
based on GAN [24], like pix2pix [25] and CycleGAN [26],
were demonstrated their ability to capture intrinsic structures
of image backgrounds when applied to these tasks. To remove
snow, a joint size and transparency-aware algorithm [10],
a two-stage network [11], and a deep dense multi-scale
network [12] were proposed. Concurrently, it was found that
several deraining methods [5], [6] also yielded favorable
results on this task.

2) MULTIPLE ADVERSE WEATHER REMOVAL

Li et al. [13] proposed an All-in-One network with multiple
task-specific encoders and a common decoder, which is
the first method to remove all weather degradation. Vala-
narasu et al. [ 14] used a network based on Vision Transformer
with a learnable weather query. Chen et al. [15] proposed a
two-stage knowledge learning with teacher networks for each
weather type and a single student network and regularization
by contrast learning. Ozdenizci and Legenstein [16] removed
weather-related artifacts using a patch-based denoising diffu-
sion model, but it took a long inference time. Zhu et al. [17]
designed a two-stage learning strategy, which optimizes
the network to learn weather-general features and then
weather-specific features. Some multiple weather removal
models [13], [17] require specification of a weather type
in advance. For applying these models in the real world,
a type of weather has to be specified by either a person
or a system. This study utilizes large-scale pre-training and
adaptive convolution to design a model that achieves short
inference times without pre-specifying a weather type.

B. MASKED-BASED PRE-TRAINING

Masked autoencoder (MAE) [18] is a self-supervised method
that masks a portion of the input image and learns to
reconstruct the original image from the masked image.
This learning process acquires the ability of the model
to extract meaningful information from images. While the
original MAE used a vanilla vision transformer (ViT) [27],
Liu et al. [19] proposed an efficient masked image modeling
method for hierarchical ViTs. ConvNeXt V2 [20] enables
masked-based self-supervised learning in hierarchical CNNs
with fully convolutional masked autoencoder (FCMAE).
This approach uses a sparse convolution [28], [29], [30]
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during pre-training. These works [18], [19], [20] showed
that encoder with self-supervised pre-training on the large
dataset ImageNet-1K [31] is effective for downstream
tasks such as image recognition, object detection, and
semantic segmentation. However, its effectiveness in the
field of image restoration has not been verified. In this
work, we utilize masked-based pre-training for removing
weather degradation, which is one of the image restoration
tasks.

C. ADAPTIVE CONVOLUTION

Various methods for adaptively generating convolution
weights based on input features have been explored.
CondConv [32] and Dynamic Convolution [33] realized
dynamic weights by preparing multiple expert convolution
weights and predicting the coefficients that combine them.
WeightNet [21] proposed directly generating convolution
weights employing a weight generation network. DDF [34]
generated decoupled spatial and channel dynamic weights.
Our proposed dual-pooling adaptive convolution extends
WeightNet [21] to enable more effective processing.

Ill. PROPOSED METHOD

As shown in Fig. 1, the proposed method is a convolution-
based hierarchical encoder-decoder model. Initially, an RGB
image I € R¥>*H*W degraded by adverse weather conditions
is forwarded to an encoder that is pre-trained by a masked-
based method. We then use a middle network that performs
adaptive convolutional processing to handle various degrada-
tions efficiently. The features extracted from both the encoder
and the middle network are fed into a decoder, generating
a clear image I € R¥*¥*W_The following describes these
components in detail.

A. MASKED-BASED PRE-TRAINED ENCODER

To effectively extract features from a weather degraded
image I, we use a convolution-based encoder pre-trained
by fully convolutional masked autoencoder (FCMAE) in
ConvNeXt V2 [20]. The encoder captures both low-level
and high-level features by sequentially processing in four
resolution stages. This approach helps extract features related
to local degradation, such as raindrops, rain streaks, and
snowflakes, as well as global degradation, such as fog and
widespread loss of illumination. Each resolution stage has
multiple blocks. As shown in Fig. 1 (b), the encoder block
initially uses a 7 x 7 depth-wise convolution, following
the success of ConvNeXt [35]. Pre-training is performed
on the large-scale dataset ImageNet-1K [31], using the
FCMAE strategy, which is a masked-based learning method.
FCMAE acquires the ability to extract useful features from
images by learning to recover masked areas. The proposed
method uses the pre-trained weights as initial values to learn
weather degradation removal to take advantage of represen-
tation learning knowledge obtained from the masked-based
pre-training.
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B. DUAL-POOLING ADAPTIVE CONVOLUTION MIDDLE
NETWORK

Our proposed dual-pooling adaptive convolution (DPAC)
is used to handle degradation caused by multiple types
of adverse weather efficiently. DPAC is an extension of
WeightNet [21], which performs convolution using weights
generated from input features by a network. DPAC is intended
to replace ordinary depth-wise convolution, consisting of
a weight generating network and a depth-wise convolution
with kernel size k, as shown in Fig. 2. The main differences
between WeightNet and DPAC are the way of aggregating
spatial information and the presence of a normalization
layer. Both methods first aggregate the spatial information
of the input features x € R**" WeightNet uses only
average pooling, while DPAC combines average pooling and
max pooling. This improves the expressive capability of the
weight generating network. The features extracted by the
two types of pooling are processed by a convolution, then
added and an activation function GELU [36] is applied. This
operation can be summarized as:

zw = GELU(Conv(Avg Pooling(x))
+ Conv(Max Pooling(x))). D

Then, a depth-wise convolution are performed with output
2W c szcxlxl:

Zw = DW-Conv(zy). 2)

After that, we use filter-wise global response normalization
(FGRN) to encourage each filter of convolution weights
to extract various features. FGRN applies GRN [20],
a normalization method to increase channel contrast and
selectivity, to each filter in a convolution. FGRN calibrates a
convolution weight using normalized scores computed based
on information aggregated in an L2 norm for each filter.
We reshape zy € RK*ex1x1 {5 the convolution weights
w € ROKxK and let its i-th filter be w; € R>**k FGRN
can be formulated as:

PO 1]
[l Ay R —

>y lwl
where y and B are trainable variables. Unlike the original
GRN implementation, skip connections are not used. The

above process of generating convolution weights can be
summarized as:

wi + B, 3

¥ = FGRNGy). )

Finally, a depth-wise convolution is performed using the
generated weights 1 € RE*kxk;

y = DW-Conv(x; w). ©)

Our weather removal model uses a DPAC middle network
to perform adaptive convolution on the features extracted by
the encoder. The DPAC middle network consists of multiple
DPAC middle blocks (Fig. 1 (¢)), which employ 3 x 3 DPAC
for the first depth-wise convolution of the ConvNeXt [20]
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FIGURE 1. (a) The overall illustration of our method. (b), (c), (d) The detailed structure of encoder, middle, and decoder blocks, respectively.
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FIGURE 2. The architecture of dual-pooling adaptive convolution (DPAC).

block. In the original ConvNeXt, the number of channels is
increased by a factor of 4 in the first point-wise convolution.
However, in our middle block, the number of channels is not
increased, thus reducing the computational complexity and
suppressing overfitting of the model.

C. RECONSTRUCTION DECODER

The features extracted by the encoder and the middle network
are fed into a reconstruction decoder to obtain a clear
image equal in size to the input image. The decoder uses
deconvolutions, decoder blocks, and skip connections with
the encoder at the corresponding resolutions. The decoder
block (Fig. 1 (d)) is based on the structure of ConvNeXt [35],
but a 3 x 3 depth-wise convolution is employed instead of a
7 x 7 depth-wise convolution, following experimental results.
Finally, a tanh activation function is applied.

D. LOSS FUNCTION

The loss function of the proposed method is computed based
on the model output 1 and the ground truth G. Following
TransWeather [14], we use a smooth L1-loss and a perceptual
loss [37]. The smooth L1-loss is formulated as:

050 —G?* if|l—G| <1,

. , (6)
I — G| — 0.5 otherwise.

EsmoothL| = {

In the perceptual loss, 1 and G are fed into a VGG16 [38]
network pre-trained on ImageNet-1K [31], and the mean
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squared error (MSE) of the features extracted in its 3rd, 8th,
and 15th layers is calculated:

Lperceprual = Y Lnse(VGG(), VGG(G)).  (7)
i€{3,8,15}

In addition, we employ a structural similarity (SSIM)
loss [39]. SSIM [40] is a metric that evaluates the similarity
between two images based on their luminance, contrast, and
structural attributes. The SSIM Loss is designed to maximize
the SSIM value towards its maximum value of 1. It is
computed as follows:

Lssiv = 1 — SSIM(I, G). 8)
The total loss is:

Liotal = EsmoothLl + )Lpﬁperceptual + AsLssiM, )

where Ap and Ag are coefficients to adjust the ratio of the
losses.

IV. EXPERIMENTS

A. SET UP

1) DATASETS

We use a synthetic image dataset and a real-world image
dataset. These datasets comprise pairs of images, each pair
consisting of a degraded image due to adverse weather and
its corresponding clear image. The synthetic image dataset
All-Weather [13], used in previous studies [13], [14], [16],
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TABLE 1. Quantitative comparison on the synthetic image dataset all-weather [13]. Best and second-best values are indicated with bold text and

underlined text respectively.

RainDrop [3]

Outdoor-Rain [7]

Snow100K-L [11] Average

Type Method PSNRT SSIMt PSNR1 SSIMT PSNRT SSIM1T PSNR?T SSIM1?
pix2pix [25] 28.02 0.8547 - - - - - -
DuRN [1] 31.24 0.9259 - -
RainDrop RaindropAttn [2] 31.44 0.9263 -
AttentiveGAN [3] 31.59 0.9170 -
IDT [4] 31.87 0.9313 - -
CycleGAN [26] - - 17.62 0.6560 -
pix2pix [25] - - 19.09 0.7100 -
Rain & Fog HRGAN [7] - - 21.56 0.8550 -
PCNet [8] - - 26.19 0.9015 -
MPRNet [9] - - 28.03 0.9192 - -
SPANet [6] - - - 23.70 0.7930
JSTASR [10] - - - 25.32 0.8076
Snow RESCAN [5] - - - 26.08 0.8108
DesnowNet [11] - - - 27.17 0.8983
DDMSNet [12] - - - 28.85 0.8772 - -
TW [14] 30.86 0.9227 28.98 0.8998 29.40 0.8870 29.75 0.9032
TSK [15] 31.95 0.9316 25.67 0.8747 28.60 0.8776 28.74 0.8946
Mulii WD [16] 30.42 0.9311 29.48 0.9278 29.60 0.8916 29.83 0.9168
WGWS [17] 33.43 0.9476 26.65 0.9173 30.66 09114 30.25 0.9254
Ours-S 31.86 0.9367 30.23 0.9203 30.34 0.9045 30.81 0.9205
Ours-L 32.46 0.9418 30.62 0.9272 31.04 0.9127 31.37 0.9272

[17], comprises three subsets: RainDrop [3], containing
images of raindrops; Outdoor-Rain [7], including images
of rain and fog; and Snow100K [11], consisting of snow
images. The training set is composed of 18, 069 image pairs,
with the test set including 58 pairs from RainDrop [3],
750 pairs including rain and fog from Testl [7], and
16, 801 pairs from Snow100K-L [11]. The real image dataset
WeatherStream [22] contains rain, fog, and snow images
collected from videos taken in the real world. The training
data contains 163, 800 image pairs, with the test data
including 3, 000 pairs of rain images, 4, 500 pairs of fog
images, and 3, 960 pairs of snow images.

2) IMPLEMENTATION DETAILS

The proposed method is implemented with two model sizes
using the PyTorch framework [41]. The smaller model
is denoted as Ours-S and the larger model as Ours-L.
We use both Ours-S and Ours-L for comparison with the
conventional method, and only Ours-S for ablation studies.
The number of blocks and channels at each stage of the
encoder are {2, 2, 6, 2}, {64, 128, 256, 512} for Ours-S, and
{3, 3,9, 3}, {96, 192, 384, 768} for Ours-L. In the decoder’s
architecture, the number of blocks at each stage is {1, 1, 1, 1}
for Ours-S, and {2, 2, 2, 2} for Ours-L. All other conditions
are the same between Ours-S and Ours-L. The number
of blocks in the middle network is set to 3. Additionally,
hyperparameters of the loss function are set as: A, =
0.04, Ay = 0.15.

3) TRAINING SPECIFICATIONS

For the initial encoder values, the pre-trained weights
published from the official implementation of ConvNeXt
V2 [20] are used. The pre-training on ImageNet-1K [31] is
carried out through 1,600 epochs by FCMAE.
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The proposed weather removal model is trained using the
Adam optimizer [42] with a batch size of 32. During training,
all input images are randomly cropped to 256 x 256. In accor-
dance with previous studies [14], [17], the model is trained
for 200 epochs on All-Weather [13] dataset. Considering that
WeatherStream [22] dataset is approximately ten times larger
than All-Weather dataset, the model is trained for 20 epochs
on this larger dataset. To enhance performance on the real
image dataset WeatherStream, we adopt a novel training
strategy that fine-tunes a model trained on the synthetic
image dataset All-Weather to WeatherStream. This learning is
conducted in 5 epochs. A learning rate is initially set low and
increased incrementally to prevent pre-training parameters
from being updated too much in the early stages of training.
Specifically, the learning rate is increased linearly from
1 x 1073 to 2 x 10~ for the first 10% epochs, and then keeps
constant at 2 x 10™* until 50% epochs. The learning rate is
halved after 50% epochs and 75% epochs.

4) EVALUATION METRICS

We use peak signal-to-noise ratio (PSNR) [43] and structural
similarity (SSIM) [40] to evaluate model performance.
Following previous studies [14], [15], [16], PSNR and SSIM
are assessed based on the luminance channel Y in the YCbCr
color space. We also measure the number of Multiply-
Accumulates (MACs), which is a metric of computational
complexity, and inference time for an input image with an
image of 256 x 256 resolution, using a single NVIDIA
GeForce GTX 1080 Ti.

5) COMPARISON METHODS
On the commonly used All-Weather [13] dataset, we compare
the proposed method with conventional removal methods
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FIGURE 3. PSNR vs. computational complexity MACs (left), and PSNR vs. inference time (right) on All-Weather [13] dataset.

Input TW [14]

TSK [15] WGWS [17] Ours-L

FIGURE 4. Visualization comparison on the synthetic raindrop image of RainDrop [3] dataset. Red boxes correspond to the zoomed-in patches.

Input TW [14]

WGWS [17]

Ours-L

TSK [15]

FIGURE 5. Visualization comparison on the synthetic rain and fog image of Test1 [7] dataset. Red boxes correspond to the zoomed-in patches.

for raindrop [1], [2], [3], [4], [25], combined rain with
fog [71, [8], [9], [25], [26], snow [5], [6], [10], [11], [12], and
multiple weather [14], [15], [16], [17]. For the single weather
removal methods, we use the evaluation values reported by
WeatherDiffusion (WD) [16]. Regarding multiple weather
removal, we choose methods with publicly available code,
reporting the evaluation values of models trained by ourselves
or publicly provided pre-trained models. In experiments
conducted on the recently released WeatherStream [22]
dataset, we compare the multiple weather models, excluding
WD [16] with long training and inference times. Our
method and comparison methods are trained under similar
conditions.

B. QUANTITATIVE COMPARISON

The quantitative results in terms of PSNR and SSIM on
the synthetic image dataset All-Weather [13] are reported
in Tab. 1. Both Ours-S and Ours-L outperform single
weather removal models. Compared to previous multiple
weather removal models, Ours-S achieves competitive
performance, and Ours-L achieves the first or second-best
performance in each weather condition. Averaged over
all weather conditions, Ours-L surpasses the current
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state-of-the-art model WGWS [17] by 1.12dB in PSNR
and by +0.0018 in SSIM. Fig. 3 presents the comparison
of average PSNR and computational costs between multiple
weather removal models. Ours-S outperforms conventional
methods with the least amount of computational complexity
MAGC:s and the shortest inference time. In addition, Ours-L
achieves the best performance with superior computational
efficiency.

Tab. 2 depicts the quantitative evaluations on the real
image dataset WeatherStream [22]. For each method,
PSNR and SSIM averaged over all weather conditions are
higher when models initially trained on All-Weather [13]
undergo further fine-tuning on WeatherStream, compared
to training solely on WeatherStream. Thus, the ability to
remove adverse weather degradations, obtained by training
on All-Weather, contributes to the improved performance
on WeatherStream. Among the different methods, Ours-L
achieves the best results regarding PSNR and SSIM across
all weather conditions. Ours-L outperforms WGWS [17]
by 0.35dB in PSNR and TSK [15] by 0.0164 in SSIM,
compared to the best value of the conventional methods.
Following Ours-L, Ours-S ranks second in quantitative
performance.
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Ours-L

Input

TW [14] TSK [15] WGWS [17]

FIGURE 6. Visualization comparison on the synthetic snow image of Snow100K [11] dataset. Red boxes correspond to the zoomed-in patches.

TABLE 2. Quantitative comparison on the real image dataset WeatherStream [22]. Best and second-best values are indicated with bold text and
underlined text respectively. In “dataset” column, “WS” denotes models trained on WeatherStream, and “AW — WS" denotes models initially trained on
all-weather [13] undergo further trained on WeatherStream.

Rain Fog Snow Average
Method Dataset PSNR1 SSIM1 PSNRT SSIMt PSNR1 SSIMT PSNR1T SSIM1
TW [14] WS 24.86 0.7249 24.13 0.7170 23.87 0.7530 24.29 0.7316
AW — WS 24.85 0.7257 24.32 0.7138 23.92 0.7561 24.36 0.7319
TSK [15] WS 24.94 0.7249 24.08 0.7113 23.72 0.7559 24.25 0.7307
AW — WS 25.07 0.7316 24.34 0.7252 24.01 0.7584 24.47 0.7384
WGWS [17] WS 25.14 0.7226 24.37 0.7123 23.69 0.7508 24.40 0.7286
AW — WS 25.10 0.7241 24.58 0.7213 23.76 0.7591 24.48 0.7348
ours-S WS 24.95 0.7354 24.53 0.7309 23.87 0.7602 24.45 0.7422
AW — WS 25.36 0.7460 24.34 0.7384 24.07 0.7698 24.59 0.7514
Ours-L WS 25.10 0.7377 24.50 0.7351 23.96 0.7619 24.52 0.7449
AW — WS 25.50 0.7499 24.85 0.7386 24.15 0.7758 24.83 0.7548

Input GT TW [14] TSK [15] WGWS [17] Ours-L

FIGURE 7. Visualization comparison on the real-world rain and fog image of WeatherStream [22] dataset. Red boxes correspond to the zoomed-in

patches.

TSK [15] WGWS [17] Ours-L
FIGURE 8. Visualization comparison on the real-world fog image of WeatherStream [22] dataset. Red boxes correspond to the zoomed-in patches.

Input TW [14]

C. QUALITATIVE COMPARISON

We conduct the qualitative comparison of weather removal
methods, excluding WD [16], which has a long inference
time. Fig. 4, 5, 6 visualize the results on synthetic rain-
drops, rain with fog, and snow. Ours-L removes raindrops
more cleanly than TW [14], TSK [15], and WGWS [17].
Additionally, our method works very well in removing fog
and snow particles, while other methods fail to remove
completely.
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Fig. 7, 8, 9 show the restoration results of images taken
under real-world weather conditions of rain, fog, and snow.
Our method can remove rain and snow particles that previous
methods cannot. Regarding fog, our method can generate the
clean image, whereas the other methods have noisy results.

D. ABLATION STUDY AND ANALYSIS
In this section, we conduct ablation studies to analyze the
effects of each component in the proposed method. Our
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Input GT

TW [14]

TSK [15] WGWS [17] Ours-L

FIGURE 9. Visualization comparison on the real-world snow image of WeatherStream [22] dataset. Red boxes correspond to the zoomed-in patches.

TABLE 3. Ablation study about masked-based pre-training.

Masked-based pre-training PSNR 1  SSIM 1
30.13 0.9151
v 30.81 0.9205

TABLE 4. Comparison of the proposed dual-pooling adaptive convolution
(DPAC), standard convolution, and previous adaptive convolutions.

Architecture PSNRT SSIM 1
standard conv 30.46 0.9199
CondConv [32] 30.50 0.9198
WeightNet [21] 30.60 0.9201
DDF [34] 30.59 0.9202
DPAC (Ours) 30.81 0.9205
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FIGURE 10. Visualization of dual-pooling adaptive convolution (DPAC)
weights in the well-trained Ours-S by t-SNE [44]. The weights are
visualized by different colors when the model processes three types of
weather images from All-Weather [13] dataset. Each point represents the
weights of one image.

smaller model, referred to as Ours-S, and All-Weather [13]
dataset are used for evaluation. We report PSNR and SSIM
averaged over all weather conditions.

1) MASKED-BASED PRE-TRAINING

Tab. 3 shows that PSNR and SSIM are improved by
employing masked-based pre-training. This indicates that
knowledge of feature representations acquired through large-
scale pre-training with FCMAE [20] is effective for adverse
weather removal.

58064

TABLE 5. Ablation study about dual-pooling adaptive convolution (DPAC).

Architecture PSNR1T  SSIM 1
Full 30.81 0.9205
- Avg Pooling 30.60 0.9200
- Max Pooling 30.69 0.9204
- FGRN 30.65 0.9205

TABLE 6. Comparison of depth-wise convolution kernel sizes in
reconstruction decoder.

kernel size PSNR{  SSIM 1

3 30.81 0.9205

5 30.67 0.9204

7 30.58 0.9198

TABLE 7. Ablation study about loss function.

Architecture PSNRT SSIM 1
Full 30.81 0.9205
- Smooth L1 Loss 30.59 0.9205
- Perceptual Loss 30.41 0.9202
- SSIM Loss 30.71 0.9122

2) DUAL-POOLING ADAPTIVE CONVOLUTION

We compare the use of dual-pooling adaptive convolution
(DPAC) with a standard convolution and some existing adap-
tive convolutions, such as CondConv [32], WeightNet [21],
and DDF [34]. The results for replacing DPAC in the middle
network with these convolutions are shown in Tab. 4. Using
DPAC instead of the standard convolution yields higher
PSNR and SSIM. This suggests that processing convolution
with adaptive weights corresponding to the input features
helps remove multiple adverse weather degradations. In addi-
tion, DPAC outperforms all other adaptive convolutions.

Tab. 5 presents an ablation study about DPAC. DPAC
aggregates input features using average and max pool-
ing, but removing either pooling degrades performance.
Removing filter-wise global response normalization (FGRN)
also degrades performance. These results suggest that each
component of DPAC functions effectively.

Fig. 10 depicts visualization of the DPAC weights. We ran-
domly select 50 images each of raindrops, combined rain
with fog, and snow from test set of All-Weather [13] dataset,
and input them into the trained model. The DPAC weights
in the middle network’s initial block are projected into a
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two-dimensional space using t-SNE [44]. The visualization
demonstrates that DPAC assigns varying weights to distinct
images. For images under identical adverse weather, DPAC
generates similar weights. This suggests that DPAC adapts
its processing based on degradation characteristics of input
images.

3) RECONSTRUCTION DECODER

Tab. 6 presents experimental results for the structure of the
reconstruction decoder block. In the depth-wise convolution,
a kernel size of 3 yields the highest performance compared
to 5 and 7. Hence, our method sets the kernel size of the
depth-wise convolution to 3.

4) LOSS FUNCTION

As shown in Tab. 7, removing Smooth L1 Loss, Perceptual
Loss [37], or SSIM Loss [39] causes performance degrada-
tion, indicating that any of the loss functions are working
effectively.

V. CONCLUSION

We present an efficient adverse weather removal model.
It exploits knowledge of feature representations acquired
through mask-based pre-training. It also efficiently handles
multiple weather degradations by our proposed dual-pooling
adaptive convolution (DPAC). Experiments on synthetic
and real-world image datasets demonstrate that our method
achieves encouraging performance compared to other state-
of-the-art methods. The proposed method, characterized by
its rapid inference without specifying weather types, shows
significant potential for application in real-world, real-time
image processing scenarios.
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