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ABSTRACT Online information has increased tremendously in today’s age of the Internet. As a result,
the need has arisen to extract relevant content from the plethora of available information. Researchers
are widely using automatic text summarization techniques for extracting useful and relevant information
from voluminous available information. The summary obtained from the automatic text summarization
often faces the issues of diversity and information coverage. Earlier researchers have used graph-based
approaches for ranking and optimization. This research work introduces a probabilistic approach named as
ClusRank for summary extraction, comprising of a two-stage sentence selection model involving clustering
and then ranking of sentences. The initial stage involves clustering of sentences using a proposed overlapping
clustering algorithm on the weighted network, and later selection of salient sentences using the introduced
probabilistic approach. In the analysis of real-world networks, community structure development is essential
because it provides strategic insights that help decision-makers make well-informed choices. Furthermore,
methodologically strict community detection algorithms are required due to the occurrence of discontinuous,
overlapping, and nested community patterns in such networks.This research work, an algorithm is presented
for detecting overlapping communities based on the concept of rough set and granular information on links.
The sentence selection algorithm based on budget maximum coverage approach supports the assumption
that larger sub-topics in a document are of more importance than smaller subtopics. The performance of the
proposed probabilistic ClusRank is validated on DUC2001, DUC 2002, DUC2004, and DUC 2006 data sets.

INDEX TERMS Automatic text summarization, clustering, graph ranking, diversity, information coverage.

I. INTRODUCTION

Recently, multi-document summarization and document
clustering have gained a lot of attention for analyzing textual
information. The aim of document clustering is to divide a
set of documents into distinct classes called clusters, where
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approving it for publication was Yilun Shang.

similar documents are occurring in the same cluster and
dissimilar documents [1] occur in different clusters. Another
efficient technique for extracting relevant content from huge
voluminous data is multi-document summarization, which
aims to create a reduced summary while retaining the gist of
the documents [2], [3]. Both these techniques find a range of
applications in information retrieval and management, apart
from retrieving relevant content from documents. Results
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of web search [4] can be organized and presented in an
efficient way using document clustering. Apart from it, multi-
document summarization finds its use in the creation of
snippets on the Web, that can be further used for future
purposes [5].

Usually, researchers while performing document cluster-
ing consider the set of documents as a document term
matrix where documents are represented by rows and
terms are represented by columns. Several conventional
clustering algorithms exist for grouping similar documents.
But these algorithms were unable to correctly interpret the
document cluster. In recent years, some works [6] have
focused on capturing the dual knowledge between documents
and terms and performing clustering at the same time.
But this framework has limitations, since every document
cluster is represented by a set of representative words, and
these words cannot give a true interpretation of clusters
as they lack contextual and semantic information. Another
way could be a selection of salient sentences from the
cluster.

Multi-document summarization(MDS) aims at producing
a condensed version of the document while retaining the
girth of the document. Based on the output type, MDS can
be categorized into abstractive or extractive. In extractive
summarization, representative sentences are selected as
summaries from the original source document. This approach
uses some pre-defined methodology to compute sentence
scores and based on that salient sentences are selected.
Whereas in abstractive summarization, the summary is
composed of salient sentences that represent the gist of the
document but are not part of the original document. Some
techniques such as reformulation, sentence compression, and
information fusion are involved in abstractive summarization.
The summary obtained from abstractive summarization is
compact since it uses deep learning techniques.

Since abstractive summarization requires extensive NLP
techniques, this has diverted the attention of the research
community towards extractive summarization. Different
techniques for extraction are:

« Elimination of Redundancy - length limitation is one of
the constraints for an effective summary. The summary
generated from extractive summarization contains simi-
lar information, duplicacy can be eliminated using some
similarity measure.

o Coherency - the biggest challenge is determining the
best sequence for recovered sentences to construct a
cohesive context flow. There are two tasks in MDS - (a)
using corpus information for learning sentence natural
sequence, and (b) usage of the chronological ordering
of sentences.

o Coverage - a critical role is played by coverage in
text summarization. It mainly focuses on extracting
information that covers diverse topics from the source
document. Different algorithms have been proposed for
coverage at different levels such as text, phrase, word,
paragraph, and sentence.
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This research work concentrates on extractive summariza-
tion since it is more practical and feasible. In MDS, the set of
documents are represented as a sentence-term matrix where
rows and columns are represented as sentences and terms.
Numerous clustering approaches [7], [8] have been proposed
for extractive summarization where the first step is cluster
generation and then identification of salient sentences from
these clusters. The limitation of such an approach is that
they consider sentences as independent units and contextual
dependency among sentences are ignored. However, the
mutual influence of sentences occurring within same cluster
should be considered for correct interpretation of cluster.

A. MOTIVATION

Two interpretations of communities inside complex networks
are possible: a node-centric cluster of nodes that are strongly
coupled or a collection of intricately connected linkages
(link-centric).In the past decades researchers have focused
on node centric community detection but less work has
been done on link centric community detection. Furthermore,
there are still a number of issues with modern community
detection methods that limit their practical uses. Most of the
current techniques allocate every node to a single community,
resulting in disconnected communities. Certain algorithms
are specialized to a given area, while others necessitate prior
knowledge regarding the count of communities within a
complicated network. Certain algorithms exhibit scalability
issues when applied to big networks, while others remain
impervious to fluctuations in community size. Finding
overlapping communities—which are more representative of
the interconnected world of today—is one of the main prob-
lems with community recognition in complicated networks
nowadays. Generating summary within required words from
these overlapping, nested and disjoint cluster of sentences
will be more informative.

B. RESEARCH GAP

« In addition to having overlapping communities, a net-
work’s community structure may also feature nested
communities, in which one community is enclosed
within another. For instance, a location-based commu-
nity may contain a number of ethnic communities. Still,
work needs to be done.

« Since links are more unique than nodes, it is preferable to
cluster links rather than nodes to find persistent overlaps
in community structure. Research work incorporating
link concepts are less.

C. RESEARCH QUESTIONS
« Real-world network is overlapping, disjoint, and nested.
Develop an approach that can detect all such types of
communities.
o The idiosyncratic nature is observed more in links in
comparison to nodes. Hence, link clustering can be
better approach for developing community detection
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algorithm. How to use the concepts of link in community
detection?

« How to identify salient sentences within limit from the

overlapping, disjoint and nested cluster of sentences?

The essential distinction between nodes and links’ prop-
erties inspired us to create a novel link-centric community
detection technique, that can adapt to unique aspects of
complex networks’ community structures while having the
ability to identify overlapping, nested, and discontinuous
groups that coexist.

The focus of the proposed methodology in this paper is
to convert a document into an appropriate graph structure,
cluster it into overlapping, distinct, and nested communities,
and extract out the most important sentences of the document.
The uniqueness of the proposed research work is highlighted
below:

D. CONTRIBUTIONS

o The given textual document is converted into a graph.
An algorithm is developed to detect overlapping, disjoint
and nested communities in a weighted network with
feasible computational requirements(in terms of time
complexity).

o Till date, no research work has been conducted to
identify communities within complex network on the
basis of link connectivity using rough set concept. The
idea of mutual link reciprocity is introduced in order
to determine link similarity inside a complex network.
Mutual link reciprocity is used to execute the restricting
and merging of link subgroups in each replication.

o In accordance with the underlying theory that links—
rather than nodes—are more distinctive than relation-
ships. Communities are defined as sets of strongly
connected links, and an approach is suggested for
detecting communities that is based on a rough grouping
of links.

o It is possible to identify discontinuous, nested, and
overlapping communities when link-based rough clus-
tering and mutual link reciprocity are used together.
The suggested algorithm is proven to be feasible by
experimental and comparative assessment of real-world
networks.

o Summaries are generated within limit using budgeted
maximum coverage problem. It has been found that
larger sub-topics in a document carry more importance
than the smaller subtopics. The proposed probabilistic
ClusRank method picks sentences depending on the
weightage of subtopics.

« We conduct experiments on the standard DUC-2001,
DUC-2002, DUC-2004, and DUC-2006 data sets to
validate the performance of the proposed ClusRank
method.

The further sections are divided as follows. Section II
introduces an overview of the work done in this area and con-
nected relevant fields followed by a brief introduction of the
problem statement given in Section III. Section IV discusses a
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step-by-step procedure for the proposed methodology.
Section V discusses the explanation of the proposed method-
ology using a toy network example. Section VI describes
in detail the analysis of the experiments followed by the
conclusion in Section VII.

Il. RELATED WORK

Extractive text summarization has been in active develop-
ments in recent years, numerous methods have been proposed
to solve the problem. The key idea lies in developing an effi-
cient scoring method for the sentences in the document. Many
methods apply topic-wise clustering on the document and
identify key individual sentences with respect to the topics.
Some other approaches revolve around using evolutionary
algorithms [9] or machine learning techniques [10], [11].

A. GRAPH BASED APPROACHES

The method proposed in [12] simultaneously clusters the
sentences and scores them for a ranking. The focus of
work in [13] is to cluster the sentences and perform
their selection as a solution to an optimization problem.
Reference [14] targets both diversity and coverage of the
summary using an integrated clustering-based technique. The
idea in [15] and [16] uses the co-clustering method on
words and sentences individually to perform a topic-based
summarization. The framework introduced allows words to
have an explicit decision in sentence selection to squeeze
out better performance. Reference [17] proposes a fuzzy
c-medoid-based clustering approach to produce a cluster
of sentences similar to a sub-topic of the topic. A tool
named Compendium is proposed in [18], which combines
textual entailment, statistical and cognition-based techniques
to remove redundant information and find relevant content
in summary. The work in [19] focuses on probabilistic
modelling topic relevance and coverage in summarization.
In [20], the authors use fractal theory to infer the interplay
of sentences and perform the summarization.

The work in [21] uses a graph-based approach to cluster
the sentences. The document is modelled as a graph and then
different methods are used to rank the sentences (modelled as
nodes). Reference [22] propose a semi-supervised clustering
method on the graphs combined with topic modelling. In [23],
they use the ideas of graph matching to improve upon the
results. Reference [24] proposes Collabsum, which exploits
information from multiple documents by clustering them and
extracting the mutual influence to summarise a single doc-
ument. This methodology incorporates both intra-document
and inter-document relationships. Reference [25] models
summarization as a modified p-median problem. The work
in [26], uses external knowledge from Wikipedia to enhance
performance on the existing graph-based methods. In [27],
LexRank method is introduced, it determines the salience
using eigenvector centrality in graphical representation.
The work in [28] models the documents as graphs and
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exploits mutual information between documents to generate
a summary.

A separate line of work has evolved in community
detection and influential node identification. Reference [29]
introduces TOPSIS to identify influential nodes by con-
sidering it as a multi-attribute decision-making problem.
Reference [30] proposes NDOCD where links are iteratively
removed to reduce the graph into clusters. In [31], network
embedding is used to decompose the network into commu-
nities and then nodes are chosen to maximize influence.
Reference [32] propose HWSMCB, where various degrees
are considered to choose influential nodes in a network
as a influence maximization problem. The authors in [33]
introduce an algorithm for overlapping community detection
based on granular information of links and concepts of rough
set theory.

Reference [34] used knowledge of events for creating
a summary for MDS. In this, a document representation
technique was created to extract and sieve the information
about the events mentioned in the text. A combined approach
incorporating machine learning and rule-based models was
proposed that used event information at the sentence level
and assessed the temporal relationships between them. Event
graphs were used to estimate graph kernels, that was further
used for measuring the similarity between queries and
documents. Reference [21] developed a MDS approach for
generating a summary based on statistics and linguistic
measures. A sentence selection approach was presented
that was efficient in removing redundancy and maximizing
coverage. A domain-independent framework was developed
for extracting summary by [35]. A set of rules was designed
for categorizing the text of the source document. This
approach was applicable for both extractive and abstractive
summarization.

Typically, overlapping communities are detected using the
Clique Percolation Method (CPM) [30], which makes the
assumption that communities are made up of overlapping
full sub graphs and it searches these sub graphs to identify
the community structure. Nevertheless, when it comes to
large-scale networks, it has been observe that CPM is only
effective in networks with highly connected subgroups and is
unable to identify the community structure. A straightforward
yet effective technique for community detection that may
identify community structure in almost linear time is the label
propagation algorithm [11]. The very inconsistent nature of
community detection results is a major flaw in this technique,
though. The overlapping community detection is expanded
upon by researchers, who suggest SLPA, BMLPA, and
COPRA. By introducing additional label expressions, these
techniques enable a node label to have several community
identifiers. In order to assess the quality of community
structure, Newman [34] proposed modularity (Q), which
is also regarded as an optimization goal in the context of
heuristic community detection techniques. Shen et al. devel-
oped an approach called EAGLE based on both extended
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modularity (EQ) and maximal cliques for overlapping
community discovery. To be more precise, EAGLE creates
initial communities by determining the maximal cliques, then
grows these communities by combining communities that
are comparable in order to optimize extended modularity.
An approach based on coalition formation games is proposed
by Zhou et al. [9]. In these games, participants cooperate
with one another to establish coalitions in an effort to
increase the group’s score. Avrachenkov and colleagues [36]
present a pair of cooperative game-theoretic models for
the purpose of community detection. Some authors [16],
[55], [56] have employed graph based neural approaches
for community detection but they were capable of detecting
overlapping communities only. While some have [55], [56]
used concept of graph attention neural network that was
capable of detecting only overlapping communities.

B. OTHER APPROACHES

In [9], a mematic algorithm MA-Single DocSum is intro-
duced, the method uses evolutionary algorithm to solve the
extractive summarization as a binary optimization problem.
Reference [36] propose a hierarchical selective encoding
network for both sentence-level and document-level rep-
resentations and data containing important information is
extracted. The method introduced in [37] improves upon the
cohesiveness of the summaries generated by the extractive
summarization systems. It is based on a post-processing step
that binds dangling co-reference to the most important entity
in a given co-reference chain. In [38], the approach selectively
removes unimportant sentences until a desired compression
score is achieved. The work by [39] models the document
as a semi-graph to extract both linear and non-linear
relationships between the features. In [40], a weighted
graphical representation of the document is formed and
coherence, non-redundance, and importance are optimized
using ILP (Inductive logic programming). Reference [10]
uses algorithms based on Latent Semantic Analysis to
summarize Turkish and English text. Reference [11] proposes
a deep-learning method to perform unsupervised summariza-
tion. The researchers in [41] use Langragian relaxation to
solve summarization as a combinatorial problem.

Several unsupervised algorithms have also been introduced
to cluster the sentences and rank them. The methods
use k-means [42] or fuzzy c-means [43] due to their
good generalization performance in other tasks also. Fuzzy
c-means is not robust to noises and is sensitive to outliers in
Euclidean distance. In [44], the method uses a support vector
machine (SVM) to train a summarizer using features like
sentence position, sentence centrality, sentence similarity,
and several more. Reference [45] uses sentence regression to
score and greedily selects them to form the summary. In [46],
the authors train an ensemble of SVMs over gram overlap,
LCS, WLCS, skip-bigram, gloss overlap,BE overlap, length
of sentence, the position of the sentence, NE, cue word match,
title match to approach the problem.
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C. DIFFERENCE BETWEEN PREVIOUS APPROACHES AND
THE PROPOSED APPROACH

There exists difference between the proposed community
detection algorithm and previous modularity based commu-
nity detection algorithms such as Louvain, Girvan-Neuman
etc. The differences are:

« Till date, no weighted clustering algorithm was devel-
oped for detection of overlapping, disjoint, and nested
communities. Louvain was able to detect only non-
overlapping communities whereas in Girvan-neuman
entire community can be left out if edge split occurs at
early stage.

o Apart from clustering documents, it is simultaneously
assigning weights to sub-topics, that played a crucial
role in determining salient sentences.

« A probabilistic approach is introduced named as Clus-
Rank that ranks the salient sentences within a cluster
using bmcep concept.

lIl. PROBLEM STATEMENT

Given a document D consisting of set of sentences D =
{s1, $2, 53, ...s,}, where n denotes the number of sentences
in the document and s; is the j-th sentence, 1 < j < n. The
aim of of extractive summarization is to find a subset Dy C D
which contains different important topics mentioned in the
complete document. It is expected to have |Ds| < |D| where
|.| represent the number of sentences in the set.

A document consists of vast information covering various
sub-topics and a common main theme connecting them.
Coverage means that the summary extracted by the algorithm
should cover most of the subtopics. Poor coverage of
sub-topics is indicated by the absence of some relevant
sentences. While extracting the sentences, deciding the
importance based on relevance alone can be misleading and
ignoring lesser covered but important sub-topics. Therefore,
focus of the algorithm on both relevance and coverage is
necessary.

IV. METHODOLOGY

A. GRAPH CONSTRUCTION

The document is split into sentences. Let the graph formed
be G = (V, E) where elements in set V are the sentences
and E represents the set of edges between a pair of sentences.
The presence of an edge between a pair of sentence is
decided by a weighted sum of their statistical and semantic
similarities. A hyper parameter, J, is chosen and if a pair
has similarity lesser than §,, no edge exists between them.
Clearly, a high value of §, encourages lesser number of
edges and a lower value will include all the (‘2/) edges in the
graph. An appropriate threshold will retain relations between
important sentences and discard edges between insignificant
sentences. This workflow is represented in the figure 1.

B. COMMUNITY DETECTION
The graph G = (V, E) formed, is a weighted graph, let w; ;
represent weight of edge e; ; between node v; and node v;.
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FIGURE 1. Flow diagram showing construction of graph-network from a
given document.

Additionally, it satisfies the condition: w; j > 6, The figure 2
shows the flow diagram for this section of algorithm. The
algorithm introduces the terminologies mentioned below:

1) FOAN: First Order Approximate Neighbors - First
Order Approximate Neighbors of a link e; ; are defined
by:

F(e,-,j)z {e,‘,k tk eN,-}U{ek,j tk GNJ} (1)

where N; and N; represent the nodes connected to v;
and v;.

2) SOAN: Second Order Approximate Neighbors -
Second Order Approximate Neighbors of a link ¢; ; are
defined by:

Stei) = J{F(emn) : (m,n) € Fleiy)}  (2)

3) JS: Jaccard Similarity - Jaccard Similarity between
two vectors x and y is given by:

> min(x;, yi)
> imax(xi, y;)
4) CSOAN: Constrained Second Order Approximate

Neighbors - Constrained Second Order Approximate
Neighbors of a link e; ; are defined by:

TIwx,y) = &)

C(ei,j) = {ea,b teqh € S(ei.j)|JW(Ei,j: Ea,b) > Scsoan)

“)

5) LNS: Link Node Set - Link Node Set of a link e; ; is
defined by:

L(ei,j) = (Vi Vn : em,n € C(ei,j)} 5)

So, L(e;j) C V whereas C(e;j) C E, S(e;j) C E, and
F(eij) CE.

6) Conductance - Conductance of a graph G = (V, E) is

given by:
g s Qi
¢(G) _ ZteS,]eS L.J (6)

min
SeV;0<a(S)<a(V)/2 a(Ss)

The algorithm processes the graph of a document through
several steps iteratively unless a stable set of edges is
obtained. A set of first-order approximate neighbors is
formed for every edge in the graph, using the equation 1.
Next, a set of second-order approximate neighbors is formed
by the union of first-order approximate neighbors of every
edge in the first-order approximate neighbors of the target
edge (equation 2). The cardinality of this set determines the
number of nodes that share strong similarities with the nodes
of a given edge. The sum of the weights of the elements
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FIGURE 2. Flow diagram showing detection of communities by the
algorithm.

in S(e;;) is higher for an edge with greater importance in
the graph. Every set F(e;;) can be represented as vector
with orthogonal components corresponding to the weight of
edge elements. So every edge e;; has a S(e; ;) which can be
expressed as a vector ¢; j, given by equation 7.

Gj= > w-i @)

teS(e,;‘,-)

For every pair of edges in the graph ¢; ; and ey, ,, Jaccard
Similarity is calculated between their corresponding vectors
¢;j and ey , using equation 3. A higher coefficients for an
edge indicates greater similarity and higher importance than
the other edges. The coefficients found are used to filter
out edges with low similarity in S(e; ;). A threshold d.0p is
used to calculate the constrained second order approximate
neighbors C(e; ;) using equation 4. The set C(e; ;) is used as
F(e; ;) in the next iterative step (if need be). The loop stops
processing an edge e; ; when the C(e; ;) for a step is same
as C(e; ;) in previous iteration, and the set C(e; ;) is deemed
stable.

When stable sets of C(e; ;) for every edge e; ; are found out,
loop completely terminates. Every set C(e; ;) is used to make
the corresponding link node set L(e; ;) using equation 5. Next,
conductance of every L(e; ) is calculated using equation 6.
A pair of L(e; ;) and L(ey,,) are merged if the resultant set
L(e;j) U L(en,n) has a conductance lower than the individual
sets. L(e;;) are merged (union) until conductance can no
longer be reduced. The resultant set of node sets corresponds
to the communities detected.

The computed pair-wise compatibility between connec-
tions is aided by the use of mutual link reciprocity following
each iteration of the suggested procedure. The intuitive
premise that any two entities in the real world are regarded
as comparable is the basis for the idea of mutual link
reciprocity, if there are more entities that are frequently
connected to them than there are entities that are just
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connected to each of them. Prior research has employed a
metric similar to mutual link reciprocity to assess the degree
of connectivity among nodes within a complex network.
Given that the set difference operates in a non-associative
manner and that reciprocity between two connections should
be symmetric. In the denominator, at least two set differences
are considered. First linkage upper estimates are limited on
each cycle to remove weakly related links and the confined
link upper approximations exhibit substantial association
linkages remaining. Until each CSOAN reaches stability
and no further FOAN filtering is feasible, this process
is repeated. The last stage of the suggested algorithm is
to fine-tune the convergent CSOAN. In order to identify
accurate and significant communities, redundancy in the node
subsets is eliminated during the fine-tuning phase. Lowest
conductance of subset of nodes are selected from given subset
of redundant nodes. In order to reduce the conductance of
the matching subset, the remaining nodes are inserted one at
a time. In the input network, community subsets are found
during the fine tuning process. Depending on the network
structure, these subsets may be discontinuous, nested, or
overlap.

1) ANALYSIS OF PROPOSED COMMUNITY DETECTION

For assessing the quality of overlapping communities,
this research work uses Extended Modularity [45] metric
for comparison with these baseline community detection
algorithms:

o Community detection based on modularity and fuzzy
logic [45] - This approach is based on a combination of
modularity and fuzzy logic. It is efficient in determining
overlapping communities in considerably lesser time.

o Edge betweenness [45] - Uses edge betweenness
concept for detecting communities.

« Label propagation [45] - This approach assigns a node
to a particular community based on the count of its
neighbors occurring in that community.

Data sets

e Zachary’s karate club [45] - Depicts a friendship
network of karate club involving 34 members.

o Les Miserables [45] - It represents characters’ network
occurring in the novel Les Miserables.

o US politics [45] - A network of books concerned with
US politics.

Analysis of proposed community detection algorithm

The proposed community detection algorithm is compared

with some other methods such as label propagation, edge
betweenness, and community detection algorithm based
on modularity and fuzzy logic on benchmark data sets
mentioned above. As can be seen from Table 1, the extended
modularity value obtained for the proposed community
detection algorithm is highest in comparison to other baseline
methods on three standard data sets.This is due to the fact
that in real-world, communities are often either disjoint,
overlapping or nested. The proposed method is able to detect
all such types of communities due to which it is showing

70469



IEEE Access

A. Ahmad et al.: Probabilistic Approach for Extractive Summarization

Extracted Summary

Agent NQND Q

15 - ——
Execuie Community N
Delection }—N\ ) H Overapping Gommunities

ﬁ‘mu node to vector §

1

f il Pick node with
fes | Pick largest
; e }—'{ e

Find Weighted

Processor

‘vector S contains
nodes in summary

~_

o

FIGURE 3. Flow diagram showing extraction of important sentences in
the document using the proposed probabilistic ClusRank method.

good performance. This validates the efficacy of the proposed
community detection algorithm.

C. FINDING IMPORTANT SENTENCES

Finding most significant sentences in document network is
equivalent to finding most influential nodes in a network.
Let the communities detected by the following algorithm in
section I'V-B are H. The sub-graphs formed using G = (V, E)
and nodes in H; € H are overlapping in nature, hence the
influence of a node in graph G is determined by the influence
in H; and also by H; € H, j # i.

For every sub-graph using nodes of H; € H, the weighted
degree of each node is calculated. A larger weighted degree
of a node signifies a larger influence in the community.
Additionally, a larger community is responsible for a larger
influence in the graph. So, the algorithm picks the largest
community and the node with largest weighted degree. This
node is removed from the community and again the algorithm
picks. The step mentioned is iteratively done until a desired
number of nodes are extracted. Figure 3 shows the flow
diagram for this section of the algorithm. where N; and N;
represent the nodes connected to v; and v;.

V. EXPLANATION OF THE PROPOSED METHODOLOGY
USING EXAMPLE NETWORK

To further illustrate the process undertaken by the algorithm,
a graph G = (V, E) is taken as given in figure 4. To assign
the weights to this example network, degree of the nodes is
calculated. A parameter 6 = % is used as threshold. For
every link, if either of nodes have a degree greater than 6,
weight is drawn from a random number generator (between 2
and 10), available through the random package in python 3,
otherwise the degree is set to unity. The weight of each
link for the example network thus found is mentioned in the
table 2. Table 3 presents the index mapping of the edges of
the example network given in figure 4.
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FIGURE 4. Flow diagram showing detection of communities by the
algorithm.

A. PART A: COMMUNITY DETECTION

1) STEP 1: FIND FIRST ORDER APPROXIMATE NEIGHBORS
(FOAN)

FOAN of every edge in the network is calculated using the
equation 1. The table 4 shows the calculated FOAN for the
example network given in Fig.4.

2) STEP 2: FIND SECOND ORDER APPROXIMATE
NEIGHBORS (SOAN)

SOAN of every edge in the network is calculated using the
equation 2. The table 5 shows the calculated FOAN for the
example network(given in Fig.4).

3) STEP 3: FIND JACCARD SIMILARITY

For every pair of F(e;j) corresponding vectors e;; are
calculated and Jaccard similarity is found out using the
equation 3. The Jaccard Similarity for the given example
graph(shown in Fig.4) is given in table 6.

4) STEP 4: FIND CONSTRAINED SECOND ORDER
APPROXIMATE NEIGHBORS

The algorithm uses the Jaccard Similarity found in the
previous step to eliminate weaker relations in SOAN. Using
a threshold 8cpn = 0.5 and /7, = 0.8, CSON (table 7 is
found. This completes the first iteration. The CSON acts as
FOAN for the next iteration. The loop stops when CSON,,.,,

is same as CSONyey.

5) STEP 5: MERGING LINK NODE SETS (LNS)

After 4 iterations, a stable set of CSON is formed. The
CSOAN of each edge does not change in any further iteration.
CSON are converted into LNS - Link Node Set using
equation 5. For every set of LNS, conductance is calculated
and two LNS are merged (union) if and only if the resultant
set has a lower conductance than the individual values. The
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TABLE 1. Comparative analysis of proposed community detection algorithm with other methods on the basis of extended modularity.

Method Zachary Karate | US Politics book | Les Miserables
Proposed Community detection 0.71 0.59 0.60
Modularity and Fuzzy logic 0.68 0.56 0.59
Edge betweenness 0.40 0.52 0.52
Label Propagation 0.42 0.51 0.51
Louvain 0.54 0.51 0.56
Girvan Neuman 0.65 0.53 0.59

TABLE 2. Weights of the edges in the example graph(given in Fig.4).

Edge Weight | Edge Weight | Edge Weight | Edge | Weight
(1,2) 9 (1,3) 6 (1,4 5 2,3) | 7
2,4 2 3,4) 5 4,5) 2 4,6) | 2
4,7 5 (5, 6) 2 5.7 8 6,7) | 5
(7,8) 9 (7,9) 3 (7,10) | 9 8,9) | 2
8,10) | 4 9,10) | 6 - - - -

values of stable CSON, LNS and their conductance is given
in table 7.

After merging the LNS, the communities thus found are
given in table 9.

By using proposed community detection algorithm, five
communities are identified A, B, C, D,and E. Community
A and B are disjoint with community E, Community A is
contained within community B and D, while community B
and C have overlapping nodes such as 4,5, and 6. Thus
the proposed approach is capable of accurately identifying
disjoint, overlapping, and nested communities.

B. COMPLEXITY OF THE PROPOSED PROBABILISTIC
CLUSRANK

For a graph G = (V, E) where V is the set of vertices and E
is the set of edges, complexity is computed of the proposed
probabilistic ClusRank algorithm.

1) Community Detection -

a) Computing FOAN: O(|E|)

b) Computing SOAN: 0(|E|2)

¢) Finding Jaccard Similarity: O(|E |2-log(E)) where
E represent average number of edges in FOAN.

d) Computing CSON: O(|E|?)

e) Merging LNS: O(|E| - log(m)) where m is the
average number of LNS merged.

This results in complexity of O(|E|)+Njzer X (O( |E|®)+
O(E)? - log(E)) + O(|E| - log(m)) where Nisg, is
the number of iterations performed to obtain a stable
CSOAN, equivalent to Nj.,O(|E|> x log(E)). The
maximum number of iterations the algorithm will be at
most |E|. This gives a upper bound on the complexity
of this step as O(E?).

2) Influential Nodes - For g number of sentences in the
golden summary, this step takes gx O(|V|?). This is
a poor upper bound as the number of edges formed
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during graph construction are far fewer than (‘gl) and
this step takes very few seconds on real test cases.

3) Thus, the complexity of the proposed probabilistic
ClusRank is O(|E|?)+O(|V |?).

C. FINDING INFLUENTIAL NODES

After following above steps, a list of nodes in different
communities is obtained. The overlapping communities are
sorted in their decreasing length and the largest community
is picked. In the given example H = {1, 2, 3,4, 8,9, 10} is
largest. The weighted degree of the nodes are found out as
given in table 10. Node 1 has highest degree, it is removed
from the community and added to a vector S. S now contains
S = 1. Again the largest community is picked and found out
tobe H ={4,5,6,7,8,9, 10}, node 10 has highest weighted
degree of 7, it is added to vector S. S now contains 1, 7.
Similarly, the operation is carried out till 5 nodes are found
out. The resultant vector § = {1, 7, 3, 10, 2}. These are the
most influential nodes in the network.

D. FINDING SALIENT SENTENCES

The Algorithm 1 is explained here that deals with selection
of salient sentences within budget b and cost c(budget b is
summary length and cost is count ow words in a sentence).
After the salient nodes are selected, if we assume them to be
important sentences according to their weighted degree, there
are chances that sentences with more terms will be selected in
higher priority as they contain more terms. To overcome such
situation, the weighted degree of node is divided by the length
of sentence. This is termed as quality increase. These values
are further stored in w list. After creating an array called
RI[], the nodes are arranged as follows: according to the
descending order of their improvement in quality increase.
There is one option of selecting nodes with highest value
in the RI[] list.t However, it could result in the selection of
nodes that are overly restricted to a certain area of the text.
They do not thereby generate a concept that can be broadly
applied. Thus, we introduce a different approach to solve this
problem. Initially, the top node is chosen from RI[] list and
is added to Salientsentence(] list. The second node/sentence
is only added in Salientsentence[] list if it is not a neighbor
of node currently in Salientsentence list. Second condition
the cost incurred in adding second node/sentence does not
surpass budget b. Addition of a scaling factor is introduced
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TABLE 3. Index mapping of the edges in the example graph(given in Fig.4).

Edge Map Index | Edge Map Index | Edge Map Index | Edge | Map Index
(1,2) 1 (1,3) 2 (1,4) 3 2,3) | 4

(2,4) 5 (3,4) 6 4,5) 7 (4,6) | 8

4,7) 9 (5, 6) 10 (5,7 11 6,7) | 12

(7, 8) 13 (7,9) 14 (7,10) | 15 8,9) | 16

(8,10) | 17 9,10) | 18 - - - -

TABLE 4. FOAN of all edges in graph. The numbers shown in right column
are the edge map indices for brevity, refer to table 3.

Edge Elements in FOAN (Edge Map Indices)
(1,2) 1,2,3,4,5

(1,3) 1,2,3,4,6

(1,4) 1,2,3,5,6,7,8,9

(2,3) 1,2,4,5,6

(2,4) 1,3,4,5,6,7,8,9

3,4) 2,3,4,5,6,7,8,9

4,5) 3,5,6,7,8,9,10, 11

(4, 6) 3,5,6,7,8,9,10,12
4,7) 3,5,6,7,8,9,11,12,13, 14, 15
(5.6) ,8,10, 11,12

(5,7) 7,9,10, 11,12, 13,14, 15
(6, 7) 8,9,10, 11, 12,13, 14, 15
(7, 8) 9,11, 12,13, 14, 15, 16, 17
(7,9) 9,11, 12,13, 14, 15, 16, 18
(7, 10) 9,11, 12,13, 14, 15,17, 18
(8,9) 13,14, 16, 17, 18

(8, 10) 13,15, 16, 17, 18

(9, 10) 14,15, 16, 17, 18

TABLE 5. SOAN of all edges in graph. The numbers shown in right column
are the edge map indices for brevity, refer to table 3.

Edge Elements in SOAN (Edge Map Indices)
(1,2) 1,2,3,4,5

(1,3) 1,2,3,4,6

(1,4) 1,2,3,5,6,7,8,9

(2,3) 1,2,4,5,6

(2,4) 1,3,4,5,6,7,8,9

3,4) 2,3,4,5,6,7,8,9

(4,5) 3,5,6,7,8,9,10, 11
(4,6) 3,5,6,7,8,9,10,12
4,7) 3,5,6,7,8,9,11,12, 13, 14, 15
(5, 6) , 8,10, 11, 12

(5,7) 7,9,10,11, 12,13, 14, 15
(6,7) 8,9,10, 11, 12, 13, 14, 15
(7, 8) 9,11, 12, 13, 14, 15, 16, 17
(7,9) 9,11, 12, 13, 14, 15, 16, 18
(7, 10) 9,11, 12,13, 14, 15, 17, 18
(8,9) 13,14, 16,17, 18

(8, 10) 13,15, 16,17, 18

(9, 10) 14,15, 16, 17, 18

to adjust values of cost. Since weighted degree of a node and
cost are not comparable.

E. REAL EXAMPLES
Given a document with text mentioned below, the proba-
bilistic ClusRank algorithm is used to perform the extractive

summarization. It detects |H|

= 23 communities and the

sentences mentioned in quotes below are extracted. ROUGE-
n gram score is computed to analyse the efficacy of the

70472

TABLE 6. Jaccard Similarity.

T

2 {09 [ ~
3 [ 051 [ 058 |

4 [ 071 [ 079 [ 051 | oo
5

6

7

0.53 | 0.60 [ 0.70 [ 0.53 0
047 [ 053 | 0.63 | 047 | 065 | oo
013 [ 0.19 | 046 | 0.13 | 045 | 048 | o

8 [ 0.4 [ 020 | 0.49 | 0.14 | 048 | 051 | 064 |
9 1009 [ 015030 [ 0.09 [ 030 | 031 [ 051 [ 046 | oc
10 | 0.00 | 0.00 | 0.08 | 0.00 | 0.08 | 0.08 | 039 | 031 | 030 | oo

TT | 0.00 | 0.00 | 0.10 | 0.00 | 0.10 | 0.10 | 030 | 0.25 | 072 | 038 | oo

12 [ 0.00 | 0.00 | 0.10 | 0.00 | 0.10 | 0.10 | 030 | 0.25 | 0.72 | 038 | 091 | o

13 [0.00 [ 0.00 [ 0.07 [0.00 | 006 [0.07 [ 021 [ 0.16 [ 0.64 | 0.25 [ 0.80 | 080 | oc

14| 0.00 | 0.00 | 0.06 | 0.00 | 0.06 | 0.07 | 0.20 | 0.15 | 0.62 | 025 | 0.76 | 0.76 | 080 | oo

15 | 0.00 | 0.00 | 0.06 | 0.00 | 0.06 | 0.06 | 0.19 | 0.15 | 0.60 | 0.24 | 0.74 | 0.74 | 0.84 | 088 | oo

16 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.18 | 0.00 | 0.22 | 0.22 | 0.35 | 039 | 043 |
17 [ 0.00 | 0.00 [ 0.00 [0.00 | 0.00 [ 0.00 [ 0.00 | 0.00 [ 0.27 | 0.00 [ 033 | 0.33 | 0.47 [ 0.51 | 055 [ 0.64 | oc
T8 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.18 | 0.00 | 0.22 | 0.22 | 0.35 | 0.39 | 043 | 045 | 064 | o

TABLE 7. CSOAN of all edges in graph. The numbers shown in right
column are the edge map indices for brevity, refer to table 3.

Edge Elements in CSOAN (Edge Map Indices)
(1,2) 1,2,3,4,5
(1,3) 1,2,3,4,5,6
(1,4) 1,2,3,4,5,6
(2,3) 1,2,3,4,5

2,4) 1,2,3,4,5,6
3,4) 2,3,5,6,8

4,5) 7,8,9

(4, 6) 6,7,8

4,7) 7,9,11, 12,13, 14, 15
5, 6) 10

(5,7) 9,11,12,13, 14, 15
(6,7) 9,11, 12,13, 14, 15
(7, 8) 9,11,12,13, 14, 15
(7,9) 9,11,12,13, 14, 15, 17
(7, 10) 9,11, 12,13, 14, 15, 17
(8,9) 16, 17

(8, 10) 14,15, 16, 17, 18
(9, 10) 17,18

extracted summary(a brief discussion about ROUGE is given
in Section VI-C). The results obtained in terms of recall,
precision, and f-score presented in table 11 demonstrate the
efficiency of the proposed approach.

Document:

Source: https://edition.cnn.com/2014/06/12/health/
virus-chikungunya/index.htmlCNN News Article
by Val Willingham

A debilitating, mosquito-borne virus called chikun-
gunya has made its way to North Carolina, health
officials say. It’s the state’s first reported case
of the virus. The patient was likely infected in
the Caribbean, according to the Forsyth County
Department of Public Health. Chikungunya is
primarily found in Africa, East Asia and the
Caribbean islands, but the Centers for Disease
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TABLE 8. CSOAN of all edges in graph after the loop stops. The numbers

shown in right column are the edge map indices for brevity, refer to

table 3.
Edge Elements in CSOAN (Edge Map Indices) Link Node Set Conductance ¢
(1,2) 1,2,3,4,5,6 L4, 1,2 0.2
(1, 3) 1,2,3,4,56 2 0.2
1, 4) 1,2,3,4,5,6 2 0.2
2,3) 1,2,3,4,5,6 ,2 0.2
(2,4) 1,2,3,4,5,6 L2 0.2
3,4 1,2,3,4,5,6 2 0.2
“,5) 7 0.778
4,6) 8 0.778
@, 7) 9,11, 12,13, 14,15 7,49 0.334
5, 6) 10 0.667
5,7 9,11, 12,13, 14, 15 7,4,9 0.334
6,7) 9,11, 12,13, 14,15 7,49 0.334
(7, 8) 9,11, 12,13, 14,15 7,49 0.334
(7,9) 9, 11,12, 13,14, 15 7,4,9 0.334
(7, 10) 9,11, 12,13, 14, 15 7,4,9 0.334
8,9 16 0.667
(8,10) 17,18 , 9 0.334
(9, 10) 17,18 , 9 0.334
TABLE 9. Communities Detected.
A B C D E
1,2,3,4 1,2,3,4,5,6 | 4,5,6,7,8, | 1,2,3,4,8, | 89,10
9,10 9, 10
TABLE 10. Weighted degree of the nodes in community
H=(1,2,3,4,8,9,10)}.
Node Weighted Node Weighted Node Weighted
Degree Degree Degree
1 20 2 18 3 18
12 8 6 9 8
10 10

Control and Prevention has been watching the
virus,+ for fear that it could take hold in the
United States — much like West Nile did more
than a decade ago. The virus, which can cause
joint pain and arthritis-like symptoms, has been
on the U.S. public health radar for some time.
About 25 to 28 infected travelers bring it to the

Algorithm 1 Salient Sentences Selection

procedure SALIENTSENTENCES(G, b)
Assume the graph G contains m nodes.
Salientsentence <— ¢, ¢ < 0, count <— 0, A < 0,
d< 0,0« 0,RlL<«<0
fori=1tom do

wlc] =rl[c]/ (len(rl[c])")

R1 <— Nodes are arranged in descending order
according to  value.
whiled <bandc # m do

if G[c] is not an adjacent neighbor in Rl then
Salientsentence < Salientsentence + G[c]
count < count + 1
d < d + len(c)
A < A U Salientsentence

c<«<c+1

return A
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United States each year, said Roger Nasci, chief
of the CDC’s Arboviral Disease Branch in the
Division of Vector-Borne Diseases. ‘“We haven’t
had any locally transmitted cases in the U.S. thus
far,” Nasci said. But a major outbreak in the
Caribbean this year — with more than 100,000 cases
reported — has health officials concerned. Experts
say American tourists are bringing chikungunya
back home, and it’s just a matter of time before
it starts to spread within the United States. Study:
Beer drinkers attract mosquitoes

Study: Beer drinkers attract mosquitoes 01:26 After
all, the Caribbean is a popular one with American
tourists, and summer is fast approaching. “So far
this year we’ve recorded eight travel-associated
cases, and seven of them have come from countries
in the Caribbean where we know the virus is
being transmitted,” Nasci said. Other states have
also reported cases of chikungunya. The Tennessee
Department of Health said the state has had multi-
ple cases of the virus in people who have traveled
to the Caribbean. The virus is not deadly, but it can
be painful, with symptoms lasting for weeks. Those
with weak immune systems, such as the elderly, are
more likely to suffer from the virus’ side effects
than those who are healthier. The good news,
said Dr. William Shaffner, an infectious disease
expert with Vanderbilt University in Nashville,
is that the United States is more sophisticated
when it comes to controlling mosquitoes than many
other nations. “We live in a largely air-conditioned
environment, and we have a lot of screening
(window screens, porch screens),” Shaffner said.
“So we can separate the humans from the mosquito
population, but we cannot be completely be
isolated.” Chikungunya was originally identified in
East Africa in the 1950s. The ecological makeup of
the United States supports the spread of an illness
such as this, especially in the tropical areas of
Florida and other Southern states, according to the
CDC. The other concern is the type of mosquito
that carries the illness. Unlike most mosquitoes that
breed and prosper outside from dusk to dawn, the
chikungunya virus is most often spread to people by
Aedes aegypti and Aedes albopictus mosquitoes.
These are the same mosquitoes that transmit the
virus that causes dengue fever. They bite mostly
during the daytime. The disease is transmitted from
mosquito to human, human to mosquito and so
forth. A female mosquito of this type lives three to
four weeks and can bite someone every three to four
days.

Extracted: Chikungunya is primarily found in
Africa, East Asia and the Caribbean islands. The
virus, which can cause joint pain and arthritis-like
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TABLE 11. ROUGE-1, 2, 3 score on the given real example in
Subsection V-E.

Recall Precision F-score
ROUGE-1 0.69 0. 46 0.51
ROUGE-2 | 0.517241 | 0.40540541 | 0.45454545
ROUGE-3 | 0.246753 | 0.19322034 | 0.21673004
TABLE 12. Statistics of data sets.
DUC 2001 | DUC 2002 | DUC2004 | DUC2006
Count of 30 59 50 50
clusters
Length 100 words 100 words | 665 bytes | 250 words
of sum-
mary
Source TREC-9 TREC-9 TREC-9 TREC-9
of data
Count 309 567 500 620
of docu-
ments

symptoms, has been on the U.S. public health radar
for some time.

Golden Summary: North Carolina reports first
case of mosquito-borne virus called chikungunya.
Chikungunya is primarily found in Africa, East
Asia and the Caribbean islands. Virus is not deadly,
but it can be painful, with symptoms lasting for
weeks.

VI. ANALYSIS OF EXPERIMENTS

To validate the efficiency of the proposed probabilistic
approach, experiments are conducted on the data sets given
by Document Understanding Conference (DUC). DUC is a
method assessment competition that allows researchers to
assess the efficiency of various summarization methods on
similar data sets.

A. DATA SETS
A brief explanation about the data sets are given below:

o DUC 2001 - This dataset requires task summarizers to
extract generic summaries from a total of 309 docu-
ments that consist of newswire or paper stories. These
documents were further grouped into 30 clusters based
on their relevance of topic. Each cluster was composed
of 10, 50,100, and 200 words of fixed target length.
Source of the documents was Text Retrieval Conference.
The summarizers were asked to generate summary of
100 words summary length.

« DUC 2002 — It consists of documents related to
newspaper articles. There are 59 clusters of documents
in this collection of newspaper articles. There are one or
two handwritten, roughly 100-word abstracts for each
document in the collections. Source of the documents
are from Text Retrieval Conference.

« DUC2004- This dataset is intended solely for testing
purposes. There are 500 news related stories in total,
and four human-written summaries accompanying each
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other. Particularly, it comprises fifty groups of Text
Retrieval Conference (TREC) records, sourced from the
subsequent compilations: Xinhua News Agency, .AP
newswire, New York Times newswire, 1998-2000. Total
number of clusters were 50 with 10 documents in each
cluster.

« DUC2006 - DUC 2006 is a difficult question-focused
summary assignment. In order to respond to a question
or series of questions presented in a DUC subject,
summarizers had to gather together information from
several documents. Fifty DUC subjects in total were
created by NIST Assessors to serve as test data. In order
to create a topic statement—a request for information
that could be addressed with the help of the chosen
papers—the assessor first chose 25 relevant documents
from the newswire for each topic.

A brief description about the statistics of the data set is
presented in Table 12. DUC 2001, DUC 2002, DUC 2004,
and DUC 2006 data sets are used for experimental analysis
and a comparative study is made for the system generated
summaries and golden summaries.

B. PRE-PROCESSING

Some linguistic techniques such as stemming, upper case
removal, removal of stop words, and segmentation of
sentences has been used during pre-processing phase of the
document in this experiment. The textual content of the
document is divided into sentences during the process of
segmentation. Words appearing frequently such as a, an, the
etc. within the text are removed during stop word removal
process, since they are considered irrelevant. The process of
stemming involves reduction of a word to its root stem. Porter
Stemmer is used for the stemming of word. The process
of pre-processing is performed before the execution of the
algorithm.

C. EVALUATION METRIC

DUC has adopted ROUGE metric [47] for evaluation
of automatically generated summary, hence, the proposed
research uses this metric for performance analysis of the
proposed research. The quality of summary is measured
using ROUGE metric, that basically counts the number
of overlapping units such as word pairs, word sequences,
and n-grams between the reference summary and candidate
summary. ROUGE-1 and ROUGE-2 recall score is used in
this research for the evaluation of automatic summaries.

D. EVALUATION OF PERFORMANCE

This section deals with a comparative analysis of the per-
formance of the proposed probabilistic approach with some
recent works. The proposed probabilistic ClusRank method
is compared with some baseline methods: (a) ESDS [24] —a
search algorithm based on binary optimization, (b) manifold
ranking [48] - greedy search involving probabilistic approach,
(c) NetSum [49] - approach based on neural networks,
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TABLE 13. R-1 and R-2 recall score for DUCO1 and DUCO02 dataset.

Methods DUCO1 DUCO02
R-1 Rank R-2 Rank R-1 Rank R-2 Rank
FEOM 0.4773 1 0.1855 5 0.4658 7 0.1249 8
ClusRank 0.4725 2 0.2011 2 0.4906 1 0.2306 1
NetSum 0.4643 3 0.1770 7 0.4496 8 0.1117 9
CRF 0.4551 4 0.1773 9 0.4401 10 0.1092 10
ESDS 0.4540 5 0.1957 4 0.4790 5 0.2214 4
UnifiedRank 0.4538 6 0.1765 8 0.4849 2 0.2146 5
MA 0.4486 7 0.2014 1 0.4828 3 0.2284 3
QCS 0.4485 8 0.1852 6 0.4487 9 0.1877 7
LexRank 0.4468 9 0.1989 3 0.4796 4 0.2295 2
SVM 0.4463 10 0.1702 10 0.4324 11 0.1087 11
CollabSum 0.4404 11 0.1623 12 0.4719 6 0.2010 6
ManifoldRanking 0.4336 12 0.1664 11 0.4233 12 0.1068 12
DPSO 0.3993 13 0.0832 13 0.4172 13 0.1026 13
0-1 non-linear 0.0.3876 14 0.0778 14 0.4097 14 0.0937 14
TABLE 14. R-1 and R-2 recall score for DUC04 and DUCO06 data set.
Methods DUC04 DUC06
R-1 Rank R-2 Rank R-1 Rank R-2 Rank
FEOM 0.4872 2 0.1870 4 0.4560 5 0.2981 3
ClusRank 0.4816 3 0.1770 5 0.4770 1 0.3000 2
NetSum 0.4608 6 0.1559 8 0.4321 8 0.2916 4
CRF 0.4519 7 0.1489 9 0.4403 7 0.2552 10
ESDS 0.4493 8 0.2112 1 0.4423 6 0.3116 1
UnifiedRank 0.4891 1 0.1669 6 0.4623 2 0.2871 6
MA 0.4776 4 0.1660 7 0.4604 3 0.2881 5
QCS 0.4226 9 0.2021 2 04111 10 0.2772 8
LexRank 0.4714 5 0.1989 3 0.4291 9 0.2661 9
SVM 0.4008 10 0.1361 10 0.4591 4 0.2790 7
CollabSum 0.3872 12 0.1244 12 0.4008 11 0.2443 11
ManifoldRanking 0.3791 15 0.1221 13 0.3920 13 0.2311 12
DPSO 0.3981 11 0.1191 14 0.3983 12 0.2001 14
0-1 non-linear 0.3868 13 0.1254 11 0.3801 14 0.2291 13
GRU+GCN 0.3823 14 0.0948 15

TABLE 15. Relative improvement of ClusRank with other methods(DUCO1

and DUCO02).
Methods DUCO01 DUCO02
R-1 R-2 R-1 R-2

FEOM (-)0.96 (+) 8.46 (+) 5.37 (+) 84.87
NetSum (+)1.81 (+) 13.67 (+)9.16 (+) 106.71
CRF (+)3.87 (+)16.10 | (+)11.52 | (+)111.45
ESDS (+)4.12 (+) 2.81 (+) 2.46 (+)4.29
UnifiedRank (+)4.16 (+) 13.99 (+) 1.22 (+) 7.60
MA (+)5.37 (-)0.10 (+) 1.66 (+) 1.09
QCS (+)5.40 (+) 8.64 (+)9.38 (+) 23.02
LexRank (+)5.80 (+) 1.16 (+)2.34 (+) 0.61
SVM (+)5.92 (+) 18.21 (+) 13.51 | (+) 112.42
CollabSum (+)7.33 (+) 23.97 (+) 4.01 (+) 14.88
ManifoldRanking | (+)9.02 (+) 2091 (+)15.95 | (+) 116.20
DPSO (+)18.38 | (+) 141.83 | (+) 17.64 | (+) 125.05
0-1 non-linear (+)21.96 | (+) 158.61 | (+) 19.79 | (+) 146.42

(d) MA [9]- local search and genetic operators based meta-
heuristic approach, (e) CRF [41] - approach based on
conditional random field, (f) FEOM [50] — evolutionary
algorithm involving fuzzy approach, (g) SVM [51] - mathe-
matical approach, (h) QC [52] - hidden markov model based
approach, (i) 0-1 non linear [53] - evolutionary algorithm
approach based on binary PSO, (j) UnifiedRank [28] - rank-
ing approach based on graph, (k) CollabSum [54] - clustering
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TABLE 16. Relative improvement of ClusRank with other methods
(DUC04 and DUCO06 data set).

Methods DUC04 DUC06
R-1 R-2 R-1 R-2

FEOM (-)0.22 (-)5.34 (+) 1.14 (+) 0.63
NetSum (+)4.51 (+) 13.53 | (+)10.39 | (+)2.88
CRF (+)6.57 | (+)18.87 | (+)833 | (+)17.55
ESDS (+)7.19 (-)16.19 (+)7.84 (-)3.72
UnifiedRank (-)1.53 (+) 6.05 (+)3.17 (+) 4.49
MA (+)0.83 (+) 6.02 (+)3.60 (+)4.13
QCS (+)13.96 | (-)12.42 | (+)16.03 | (+)8.22
LexRank (+)2.16 (-)11.01 | (+)11.16 | (+) 12.73
SVM (+)20.16 | (+)30.05 | (+)3.89 (+)7.52
CollabSum (+)24.38 | (+)42.28 | (+)19.01 | (+)22.79
ManifoldRanking | (+)27.04 | (+)44.96 | (+)21.68 | (+)29.81
DPSO (+)20.97 | (+)48.61 | (+)19.75 | (+)49.93
0-1 non-linear (+)24.51 | (+)41.15 | (+)25.49 | (+)30.94

approach along with ranking of graphs, (1) LexRank [20] -
method involving ranking of graphs, (m) DPSO [25] -
optimization approach based on evolutionary algorithm. The
above methods have accomplished good results on DUCO1
and DUCO2 data sets, due to this reason they are selected
for comparison with the proposed probabilistic ClusRank
method.
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TABLE 17. New resultant ranklist.

Methods Ry,
1[2[3[4[5]6[7[8[9]10]11] 12713 ] 14 | Rank

ClusRank 31212l0]0]lO0]O]JO][O]| O 0 0 0 0 39
FEOM ojloflof|o|1|[1]1][]O]O] O 0 0 0 0 2.6
ESDS ojlofl1|[oOo|1[1][2[]0]O0O] O 0 0 0 0 2.9
MA 210|l1]0]O]JO]O|O]O 1 0 0 0 0 2.8
LexRank ojlofl1|[1[Oof[1]O][]O]O] O 0 0 0 0 2.8
CRF ojlojof[1[Oof[O]O]O]T1 0 0 2 0 0 1.7
SVM ojloflof[oflOoOf[O[2]0]2] O 0 0 0 0 1.1
CollabSum ojlolof[of[Oof[O|]O]O]T 1 0 0 0 0 1.7
0-1 non-linear 31212l0]0]lO0]O]JO][O]| O 0 0 0 0 1.19
DPSO ojloflo[oflOf[O]J]O[]O]O] O 0 0 3 0 0.4
UnifiedRank rjfojfofj1|lO0]lO|1]O]O 1 0 0 0 0 2.6
ManifoldRanking | 0 [ O [O [ O [ O] O[|O] O] 1 0 0 2 0 0 0.7
Netsum ojlofl1[{oflOof[O|Of[1]T1 0 0 0 0 0 2.1
QCS ojlofl2[o0flOof[1]O][]1]O] O 0 0 0 0 1.9

Table 13 presents R-1 and R-2 recall score for DUCO1
and DUCO02 data sets. As is concerned for DUCO]1 data set,
FEOM and CluRank acheive first and second place for R-1
recall score, whereas MA and ClusRank accomplish first
and second place for R-2 recall score. For DUCO02 data set,
ClusRank is performing best for both R-1 and R-2 recall
score, with DPSO and 0-1 non-linear performing worst in
every case. The R-1 and R-2 score for DUC04 and DUC06
is presented in table 14. ClusRank secures third and first
position for DUC04 and DUCO06 data sets.

A significant improvement was observed in the perfor-
mance of the proposed approach for R-1 and R-2 recall score
in comparison with other methods. The relative improvement
of ClusRank w.r.t other approaches is presented in Table 15
and Table 16. As is evident, ClusRank outperforms state-
of-the-art methods and achieves highest R-1 and R-2 recall
score for DUCO01, DUCO02, and DUCO06 data sets. Relative
improvement is used as a measure for comparison. The
formula for calculating relative improvement is @ x 100,
when a comparison of ¢ is made with b. For showing the
relative improvement of ClusRank with other methods “+”
sign is used, whereas ‘““-” means opposite. As shown in
Table 13 and table 14, ClusRank has outperformed other
methods for R-1 and R-2 recall score on DCUO1, DUC02
and DUCO04 data sets. For DUCO1 data set, only FEOM
and MA have performed better than ClusRank. FEOM has
shown an improvement of 0.96% for R-1 metric whereas,
MA is performing 0.10% better than ClusRank for R-2
metric. ClusRank has outperformed state-of-the-art methods
for DUC02 and DUCO06 data sets.However, in case of
DUCO04, the performance is slightly good. The reason for
ClusRank’s good performance is, it is clustering sentences
based on large sub-topics that are carrying more weight, and
obtained salient sentences having maximum diversity and
coverage.

As visible from Table 13, and Table 14, the rank of
ClusRank on all the four data sets for R-1 and R-2 are
different, thus, we cannot validate the efficiency of the
ClusRank. Hence, to get a clear status of the ranking methods,
this work uses a combined ranking approach proposed
by [54], that considers the rank of every individual method
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for every measure. The formula for the ranking approach is:

Cm

Cn—k+1
Rank = Zu X Ry
k=1 Cin

®)

The new resultant rank list obtained from eq.8 is presented
in Table 17. Based on Table 17 observation, we can draw the
following conclusion:

e The method ClusRank achieves first rank in the
new resultant rank list shown in table 17 computed
according to eq.8, in comparison with other state-of-
the art methods such as MA and FEOM, which had
comparatively better ranking on DCUOI and DUC04
data sets for R-1 and R-2 measure (seen in table 13 and
table 14).

o The proposed approach ClusRank has outperformed
state-of-the-art-methods for DUCO02 data set and per-
formed competitively well for DUCO1 data set except
for DE and MA method.

o Although LexRank and UnifiedRank are graph based
approaches, but its performance is less in comparison
to ClusRank, which is a combination of clustering and
graph ranking method.

o Optimization methods such as ESDS and MA based
on a combination of three features namely, position of
the sentence, length of the sentence, and coverage of
sentence secure second and third position in the rank list
presented in table 17.

o ClusRank, FEOM, UnifiedRank, ESDS, LexRank, and
MA are unsupervised methods that have performed
better than SVM, a supervised approach.

o The performance of ClusRank, which uses clustering
approach for summary generation is higher than opti-
mization methods such as Unified rank, and FEOM.

¢ 0-1 non-linear and DPSO have failed to perform since
they don’t use the clustering concept.

E. ANALYSIS OF STRUCTURAL FINDINGS

As observed from table 13 - 17, that the proposed approach
has performed better than other competitive methods. The
increased performance is due to the fact: (a) The proposed
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TABLE 18. Comparative analysis of t-test values.

Methods t-test (p value)
FEOM <0.0001
ESDS <0.0002
LexRank <0.0003
CRF <0.0002
SVM <0.00001
CollabSum <0.00013
0-1 non-linear <0.0001
DPSO <0.0002
UnifiedRank <0.0002
ManifoldRanking <0.0001
Netsum <0.00011
QCS <0.00021

approach is a combination of clustering among sentences and
then extraction of salient sentences from them. In real-world,
communities exist within networks, that are overlapping,
disjoint, and nested. The proposed community detection
algorithm is based on the concept of link mutual reciprocity
that is able to detect overlapping, disjoint, and nested
communities. (b) Further, a sentence selection algorithm is
introduced that is extracting sentences within budget b and
costc.

Upon applying t-Test with null hypothesis: “The proposed
system is equal or inferior to other competitive meth-
ods in ROUGE-2”, the one-tailed p-value was less than
0.0002 implying the difference to be extremely statistically
significant. Thus we reject the null hypothesis and conclude
that the system is better than other competitive methods. The
results of t-test are shown in table 18.

VIl. CONCLUSION
This research work proposes a probabilistic method named
as ClusRank: a clustering combined graph ranking approach
for generating extractive summaries. It aims to cover two
aspects: (a) diversity — obtained summary should not cover
redundant information; (b) coverage — resultant summary
should contain different main topics, sub-topics of the
original source document. We presented an approach for
disjoint, nested and overlapping communities’ identification
in complex networks, which is based on link approxima-
tion. The suggested technique combines link communities’
advantages with rough set concept. The suggested approach
successfully identifies coexisting fragmented, nested, and
overlapping community structures in intricate real-world
networks, as demonstrated by the experiments. Although
the suggested technique offers a significant methodological
advancement to the difficult community discovery problem,
it is limited to unweighted and undirected networks. Above
that, a senetence slection algorithm is proposed that extracts
summary within budget and cost. Summarizing, initially,
a clustering algorithm is proposed that groups sentences into
clusters based on topics and sub-topics. Then, from every
cluster, most salient and representative sentences are selected
using proposed probabilistic algorithm.

The performance of the probabilistic ClusRank algorithm
is validated on DUCO01,DUCO02, DUC04 and DUCO06 data
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sets in terms of Recall-1 and Recall-2 measure. The proposed
approach obtains best results for DUC02 and DUC06
data sets beating the best performing MA approach by
1.66% and 2.91%. It obtains good results for DUCO1 and
DUCO04 data sets, however, slightly lagging behind FEOM
approach.When combined ranking approach is used, the
proposed ClusRank secures first position leading ahead
against two popular methods namely, FEOM, and MA. Other
graph based approaches such as Lex Rank and Unified
Ranking are not so effective since they lack the concept
of clustering. The reason for the promising results of the
proposed probabilistic approach is, it is able to extract main
topics and sub-topics from the main text with maximum
coverage and diversity.

The future work remains to include more techniques based
on optimization, use different combinations of similarity
measures for extracting summaries, incorporate different
similarity measures in the clustering procedure, and propose
algorithms for dynamic overlapping community detection.
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