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ABSTRACT The precise semantic segmentation for moving targets has always been a challenging task
in computer vision. The existing methods basically had some limitations in semantic segmentation, such
as inability to handle deformation of moving targets, blurred boundaries, and other issues. To address the
issue, this paper develops an improved U-Net model based on attention mechanism for this purpose. Firstly,
we introduce an attention mechanism to enhance the perceptual ability of the U-Net model. By adding
attention modules at different levels between the encoder and decoder, the network can pay more attention
to the key features of moving targets at different levels. Then, we add a residual module to improve
robustness and complete the capsule network for semantic segmentation of moving targets. By learning
the deformation information of moving targets, the network can better adapt to moving targets with different
shapes. We have conducted experimental verification on multiple public datasets. The experimental results
show that the proposed method has superior performance in semantic segmentation tasks of moving targets.
Compared with traditional U-Net-based models, the proposal shows significant improvements in accuracy

and robustness.

INDEX TERMS Attention mechanism, semantic segmentation, moving targets, computer vision.

I. INTRODUCTION

The semantic segmentation of moving targets plays a crucial
role in the field of computer vision [1]. It is a task aimed
at labeling each pixel in an image as a different semantic
category, providing key information for applications such as
autonomous driving, intelligent monitoring, and augmented
reality [2]. However, traditional semantic segmentation meth-
ods still face certain challenges due to the changes in scale,
shape, and appearance of moving targets [3]. To address this
issue, researchers have proposed an improved neural network
model - the attention based improved U-Net neural network
model [4], [5]. This model combines encoder decoder archi-
tecture and attention mechanism, which can overcome some
limitations in traditional methods and achieve significant
performance improvement in semantic segmentation tasks of
moving targets [6], [7].
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We have noticed some limitations of traditional U-Net
neural network models in handling semantic segmentation
of moving targets [8]. The traditional U-Net model uses
an encoder to extract image features and a decoder to map
these features to the corresponding pixel space [9]. However,
traditional U-Net models encounter issues of information
loss and blurring when dealing with moving targets, as they
ignore the position and contextual information of the target
in the image [10]. To overcome these issues, we introduced
an attention mechanism to improve the U-Net model. The
attention mechanism can automatically learn the important
parts of the target in the image, enabling the model to perform
semantic segmentation more accurately [35].

We adopted a self-attention mechanism, which calcu-
lates the correlation between the target and other pixels
in the image, and selects the pixel with the highest corre-
lation as the attention region. The research framework is
shown in Figure 1. By introducing a self-attention mecha-
nism, our model can better capture the details of moving
targets, thereby improving the accuracy and robustness of
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FIGURE 1. Research framework.

semantic segmentation. We will verify the effectiveness and
superiority of our model by comparing the performance of
the traditional U-Net model and our proposed model on
public datasets. The research framework is shown in Figure 1.
In addition, we will also explore the impact of attention mech-
anisms on improving the semantic segmentation performance
of moving targets, and discuss possible future improvements
and application directions. This article aims to propose an
improved U-Net neural network model based on attention to
address the limitations of traditional methods in semantic seg-
mentation of moving targets. We believe that by introducing
attention mechanisms into the U-Net model, the performance
of semantic segmentation tasks for moving targets can be
significantly improved, providing more accurate and reliable
results for related applications in the field of computer vision.

Main contributions of this paper can be summarized as
two points. For one thing, the study introduces attention
mechanism in semantic segmentation of moving targets,
allowing networks to adaptively learn regions of interest and
obtain more contextual information from a global perspec-
tive. By adding an attention module in U-Net, our model
can better handle the semantic segmentation task of mov-
ing targets. For another, we have improved the encoder
of U-Net by introducing a residual connection structure,
which can effectively reduce the number of parameters and
improve computational efficiency, while residual connection
can reduce gradient vanishing problems and accelerate the
convergence speed of the network.

The structure of the article is organized as follows. Chapter
1 elaborates on the research direction of attention mecha-
nism and U-Net neural network in semantic segmentation
of moving targets. Chapter 2 provides an explanation of the
research objectives based on previous research conducted
by relevant scholars. Chapter 3 presents a multi-dimensional
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end-to-end attention algorithm with gradient jumps. Chap-
ter 4 elaborates on the complete U-Net network neural model.
Chapter 5 explains the data sources and conducts detection
experiments. Chapter 6 summarizes the entire text.

Il. LITERATURE REVIEW
Scholars in this field, such as Kuan et al. [11] proposed
an improved U-Net model based on multi-scale attention
mechanism. By introducing a multi-scale attention module
in the network, effective fusion and utilization of different
scale information of moving targets are achieved, thereby
improving the accuracy and robustness of semantic segmen-
tation. The team of researchers Ramadan et al. [12] and others
proposed an improved U-Net model that combines spatial
attention and channel attention. Through the dual constraints
of spatial attention module and channel attention module,
it achieves fine segmentation of moving targets, effectively
solving the problems of blurring and missed segmentation in
traditional U-Net models when segmenting moving targets.
Damkliang et al. [13] and other scholars proposed an adaptive
spatial attention mechanism to address common challenges
such as occlusion and deformation in semantic segmentation
of moving targets. During network training, attention weights
are dynamically adjusted to improve the accuracy and robust-
ness of the U-Net model for moving target edges and details.
Qiu et al. [14] proposed an improved method to address
the issues of class imbalance and sample sparsity in the
U-Net model for semantic segmentation of moving tar-
gets. By introducing an attention mechanism, this method
can more effectively handle class imbalance situations and
improve the accuracy of the model in moving target cate-
gory recognition and segmentation. De la Sotta et al. [15]
attempted to improve the U-Net model by combining rein-
forcement learning and attention mechanisms to further
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FIGURE 2. Residual module for semantic segmentation.

optimize the semantic segmentation performance of moving
targets. They proposed an adaptive attention network based
on reinforcement learning, which enables the network to
adaptively adjust attention distribution through reinforcement
learning algorithms, thereby improving the performance and
robustness of semantic segmentation of moving targets.

The recent research results of scholars have demonstrated
the potential of attention based improved U-Net neural net-
work models in semantic segmentation tasks of moving
targets, providing effective ideas and methods for solving
key problems in semantic segmentation of moving targets,
which is of great significance for promoting progress in
this field.

ill. METHODOLOGY

A. RESIDUAL NETWORK WITH GRADIENT JUMPING

We have introduced a multidimensional end-to-end attention
mechanism to improve the performance of U-Net [16], [17].
The multi-dimensional end-to-end attention algorithm intro-
duces an attention module to weight and fuse feature maps
at different levels, so that the network can automatically
focus on important features [18]. This attention mechanism
can improve the model’s perception of target boundaries and
details [19]. In gradient jumping residual networks, attention
modules can be inserted between each encoder and decoder
to enhance feature transmission and utilization.

Specifically, the attention module can learn and generate a
weight vector to perform weighted fusion on feature maps
at different levels. This way, the network can better focus
on important features, reduce information loss and ambigu-
ity issues. The residual network with gradient jumps also
introduces residual connections to more effectively transmit
gradient information. Residual connection directly transfers
gradient information from the decoder back to the encoder by
adding up the features between the encoder and decoder [20].
This can help the network better learn detailed information
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and target boundaries, and alleviate the problem of gradient
vanishing. The residual network of gradient jumps is shown
in Figure 2.

The deep residual network framework is not simply fitting
multiple layers directly to an ideal latent mapping, but rather
using these layers to specifically fit a residual mapping.
Assuming x is the input and H(x) is the expected output.
Considering traditional network structures, if the accuracy
learned has reached saturation, identity mapping learning is
required to ensure learning accuracy by making the input x
close to the output H (x). The residual network structure uses
shortcut links to directly take input x as the output result
H(x) = F(x)+x. When F(x) =0and H(x) = x, itis an iden-
tity mapping. The learning objective of the residual network
is F(x): = H(x)-x. Therefore, the training objective of the
network model is to make the residual approach 0, while the
accuracy does not decrease as the number of network layers
increases. Utilize residual networks every few layers [21].

y=F@, W) +x (1)

In the formula, x and y respectively represent the input
and output vectors of the network layer, and the function
F(x, W;) is the residual mapping that the model needs to
learn. This building block has a total of two layers, where
F = Wyo(Wjx), parameters ¢ This represents the ReLU
activation letter.

In the comparison between ordinary networks and resid-
ual networks, it is a very important factor to make a fair
comparison. We can use a quick connection to make a linear
mapping W;:

H(x) = F(x, W;) + Wyx @)

The speed model encodes the speed sequence previously fed
back, and the encoded visual features are used to predict
the steering wheel angle. The visual features are recognized
together with the feedback speed features, both of which use
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FIGURE 3. Residual module for semantic segmentation.

the average absolute error as the loss function, and a weight
parameter is used to adjust the weight between the two losses.

Se — S5

3

a =
c

In the formula, « is the identified acceleration interval s is the
initial interval. C is the interval for calculating acceleration.

B. MULTISCALE RESIDUAL MODULE

1) DESIGN OF RESIDUAL MODULE FOR SEMANTIC
SEGMENTATION N

We use an attention based improved U-Net neural network
model to solve the semantic segmentation problem of mov-
ing targets. In the model, we introduce a multidimensional
end-to-end attention algorithm and use residual modules to
enhance the performance of the network [36]. Specifically,
we insert residual modules into the encoder and decoder
of U-Net, use residual modules in the encoder to reduce
information loss, and use residual modules in the decoder
to improve segmentation accuracy [37]. At the same time,
we also embed multi-dimensional end-to-end attention mod-
ules into the encoder and decoder to improve the expression
ability of features [22].

The input is the upper level feature map x’ € Rf! (where FI
represents the number of corresponding layer feature maps)
and the lower level feature map g; € R’S. The output is
the element level multiplication of the input feature map and
attention coefficient X! = x’ai, where the feature attention
coefficient a; €[0,1] is used to strengthen the feature weight
of the target area, so that the final output contains activated
features related to the target category, as shown in the stained
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Uy =V @(W]x} + by + W] gl + b))+ by ()

a; = 02Uy (x{, 81) )
1
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In the formula, it represents the use of sigmoid activa-
tion function operation, and the feature of Attention Rescue
includes a series of parameters: linear operation W, e R,
We e Fé&, ¢ e F int_and the corresponding convolution bias
terms by, bg, by, The module runs as shown in Figure 3.

On this basis, designing residual modules can further
improve the performance and stability of the model. Specif-
ically, the residual module adopts skip connections and
residual learning methods, which can effectively solve the
problems of gradient vanishing and exploding, thereby
enabling the model to achieve specific tasks more deeply and
accurately [23]. The use of residual modules can better handle
specific structures and features in images, thus enabling more
accurate semantic segmentation.

2) LOSS FUNCTION

In the multi-dimensional end-to-end attention algorithm for
moving targets, the loss function is used to evaluate the
degree of difference between the model’s predicted results
and the actual annotated results. It plays a role in optimizing
model parameters during the training process, helping the
model perform semantic segmentation tasks more accurately.
Usually, multi-dimensional end-to-end attention algorithms
for moving targets use the Cross Entropy Loss function as
the main loss function [24]. This loss function calculates
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the difference between the predicted results and the actual
annotated results and minimizes it. In the multi-dimensional
end-to-end attention algorithm for moving targets, in order to
better handle the semantic segmentation task of moving tar-
gets, other loss functions can also be introduced. For example,
the authors propose a loss function that combines attention
mechanism to capture and emphasize key information of
moving targets. The loss function in the multi-dimensional
end-to-end attention algorithm for moving targets plays a
crucial role in the training process [38].

The study used a binary cross entropy loss function for
classification and confidence prediction. After summarizing
the methods for handling imbalanced samples, it was decided
to use the focal loss function instead of the binary cross
entropy loss function in the original classification and con-
fidence loss function [25].

) y=1
Fe= [ 1 —p other ™
H(P;) = —In(Py) (3)

where P; represents the probability that the predicted sample
belongs to true, and y represents a label value of (41, —1).
This approach can adjust the weight values of positive and
negative samples while reducing the weight of easily classi-
fied samples, making the model more focused on difficult to
classify samples during training.

FL(P) = —a(l — P)"In(Py) ©))

When a sample is misclassified (i.e. P; is very small),
the modulation factor (1-P;) approaches 1 and the loss is
not affected. When Pt approaches 1 and the factor (1-P;)
approaches 0, the weight values of the divided samples are
reduced, making a very small contribution to the overall loss
value.

C. SETTING OF SEMANTIC SEGMENTATION INDICATORS
FOR MOBILE IMAGES

The setting of semantic segmentation indicators for mobile
images is a key factor affecting the accuracy and performance
evaluation of neural network models. In image semantic seg-
mentation tasks running on mobile devices, due to limitations
in computing power and storage resources, more efficient and
reliable indicators are needed to evaluate the performance of
the model. The proportion of correctly classified pixels to the
total number of pixels. This is one of the most basic indi-
cators, reflecting the evaluation of the overall classification
ability of the model. The proportion of correctly classified
pixels to the number of pixels predicted by the model to be
positive. This indicator measures the accuracy and precision
of the model’s classification prediction, taking into account
the false alarm rate. The proportion of correctly classified
pixels to the actual number of pixels corresponding to positive
examples. This indicator measures the efficiency and ability
of the model to find actual positive examples. Average pixel
accuracy refers to the weighted average accuracy of pixels
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in different categories. This indicator is more suitable for
comparing the performance of multi classification problems.
The structure of semantic segmentation indicators for mobile
images is shown in Table 1.

TABLE 1. Structure of semantic segmentation indicators for mobile
images.

Unit Layer(type) Output Shape  Layer(type)
Convl 512*512*64 Conv6
MRConvl 512*512*64 RConv6
Level 1 . .
Max_pooling  256*256*64 Sampling
Conv2 256*256*128 RConv6
Convl 256*256*128 Conv6
MRConvl 256%256*128 RConv6
Level 2 . .
Max _pooling  128*128*128  Sampling
Conv2 128*128*512 RConv6

The average intersection to union ratio is commonly used
in multi classification computer vision research tasks. It cal-
culates the IOU results for multiple classifications and then
calculates the average value to mIOU. In the k& (1 in k + 1
represents the background pixel) classification task, p;; rep-
resents the correctly labeled pixel, p;; represents the pixel that
should be marked as i and marked as j, and p;; represents the
pixel that should be marked as j but is marked as i.

MioU = Zk_ p b (10)
k+1 =0 Zj:Opij + ijopji — Pii

In computer vision related tasks, there are generally two
types of model evaluation methods. One is the method of
calculating intersection to union ratio (IOU) mentioned in
the previous section, and the other is based on image pix-
els. Image segmentation is essentially pixel level prediction.
The Mean Intersection Over Union (Mean IOU) refers to
the average ratio of the intersection and union between the
predicted segmentation and the actual segmentation by the
model. This indicator considers the accuracy of classification
prediction and the degree of spatial position matching, and
is one of the commonly used indicators in mobile image
semantic segmentation tasks [26].

PA — > opi
k k
2.i=0 Zj—oPij
In the formula, p;; represents the correctly labeled pixel, and
pij represents the pixel where the image should have been
labeled as i but was incorrectly labeled as j. MPA (mean Pixel
Accuracy) is an evaluation metric for multi classification
tasks, which calculates the PA (Pixel Accuracy) for each pixel
category and then adds it up to take the average value.
mPA = —— L
- Zj:O Dij

k+1
However, in semantic segmentation of moving targets, due
to the influence of moving target speed, it is usually necessary

(11

(12)
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to pay attention to the segmentation results at different time
steps. Therefore, when evaluating the segmentation results
of moving targets, it is necessary to set specific indicators
to consider the segmentation results at different time steps.
The Temporal Merged Intersection over Union (tmloU) can
comprehensively reflect whether the algorithm is effective in
segmenting moving targets, and has stronger practical value.

D. IMPROVED RESIDUAL STRUCTURE DESIGN

FOR U-NET NETWORKS

U-Net is a classic convolutional neural network architecture
widely used in semantic segmentation tasks. It has two parts:
an encoder and a decoder. The encoder is used to extract
features, while the decoder is responsible for restoring image
resolution and performing pixel level classification. However,
traditional U-Net networks may encounter some problems
when dealing with moving targets, such as unclear boundaries
and partial occlusion of objects. To address these issues,
we can introduce residual structures to improve the U-Net
network. The residual structure is achieved by introducing
cross layer connections, which can make the network deeper
without the problem of vanishing or exploding gradients.
Between each layer of the encoder and decoder in U-Net,
we can add a residual block to gradually learn richer feature
representations from shallow to deep layers.

In the unit mapping, y = x is the observed value, while
H (x) is the predicted value, so F(x) corresponds to the resid-
ual, which is the residual mapping. Therefore, the general
formula for representing the residual block is:

yi = h(xp) + F(x;, W) (13)

Among them, x represents the input vector, y represents the
output vector, and function F represents the residual map-
ping. The input and input dimensions must be consistent,
otherwise, linear mapping matching dimensions needs to be
performed [27].

i = Wsh(xp) + F(xg, W) (14)

The meaning of the parameters is consistent with Chapter 1,
which is 1 x The convolution operation of 1 is generally
only used for dimensionality increase and dimensionality
decrease.

We introduce an attention mechanism into the residual
structure to enhance attention to moving targets. The attention
mechanism can adaptively adjust the weights of feature maps
based on the content of the image, improving the representa-
tion ability of the target area. The improved U-Net network
based on attention has better feature extraction ability and
stronger target attention ability, which can achieve better per-
formance in semantic segmentation tasks of moving targets.
The design of this network structure can not only improve the
accuracy of semantic segmentation, but also maintain clear
boundaries and reduce misclassification caused by partial
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Algorithm 1 Attention-based Improved U-Net Model

1:  Input: The input vector x and output vector y, the final value S,
of interval velocity, the lower level feature map g;, the
of true prediction of the sample, the correctly labeled pixel p;;,
probability P; the incorrectly labeled pixel p;j, and i and j are
adaptive variables.

2: Input x approaches output learning accuracy

3: y=F(x,Wj)+x

4: Calculate the acceleration interval for recognition using for-
3: (Se-S5)/C

5: foralliandj=1toR do

6: Insert the residual module into the encoder and decoder

of U-Net
7: Using focal loss function instead of original classification
8: Reduce the weight of easily classified samples
9: FL(P;) = -a (1)-P)"rIn(Py)

10: for Dii 1:R

11: Calculate the average value to mIOU

12: if For-10 calculation value does not meet semantic
segmentation requirements

13: Calculate the PA for each pixel category

14: else

15: Evaluate the segmentation results of moving targets

16: end for

17:  end for

occlusion of the target. The research pseudocode is shown
in Algorithm 1.!

E. CAPSULE NETWORK FOR SEMANTIC SEGMENTATION
OF MOVING OBJECTS

The attention mechanism can make the network pay more
attention to the regions of interest in the image during the
learning process, thereby improving the accuracy of the
model’s segmentation of the target. Introducing the concept
of capsule networks in semantic segmentation of moving
targets can further improve the performance of the model.
Capsule network is an alternative neural network archi-
tecture that represents the direction and length of feature
vectors through capsules. Compared to traditional neural
units, capsules can better encode spatial relationships and
pose information [28]. By combining capsule networks and
U-Net, we can utilize capsule networks to better capture the
details of targets and improve the segmentation performance
of moving targets.

The input of the capsule network for semantic segmenta-
tion of moving targets is an 8 * 8 * 128 feature map extracted
from the complex convolutional encoding part of the U-Net
network for primary feature extraction. After shape transfor-
mation, the 8 * 8 * 1 * 128 feature map is obtained. This output
forms the input for the first set of capsules, representing a grid
of 8 * 8 capsules, each of which is a 128 dimensional vector.
Subsequently, through the subsequent convolutional capsule
layer, this process is now extended to any network in the grid,
and the resulting network structure is shown in Figure 4.

1 https://github.com/gzwzzu/EIS-PROJECT
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FIGURE 4. Capsule network structure.

To determine the final input p,, € P for each microcapsule,
calculate the weighted sum of these prediction vectors:

s)

i

P+ = RAINES Wier_ .
6y ZJ ety T xy|t!

In the formula, Zj T ’z” Ly is the routing coefficient of the
i

dynamic routing algorithm, which is calculated by the routing

Softmas [29].
Cexp (bt?)t-lJrlxy)
il

T Siew (btil|0kxy)

Among them, bt, gy The initial parameter is the log-
i

(16)

r
1] 0+1
& ‘tj

arithmic prior probability, and the prediction vector itxyltg
should route it to the sub capsule pyy.

F. MULTITASK SEMANTIC SEGMENTATION FOR MOTION
TARGET RECOGNITION

The semantic segmentation of moving targets is an important
research direction in the field of computer vision today. When
performing semantic segmentation, we usually need to label
the target and distinguish different categories. This process
can help computers better understand the properties of targets
and identify and track them more accurately [30]. However,
semantic segmentation of moving targets is not a simple
problem [31]. Due to the frequent changes in the appearance
and shape of moving targets, such as posture, speed, and
lighting, recognition becomes more difficult. In addition,
in practical applications, while recognizing a target, it is usu-
ally necessary to segment and recognize other related targets,
which together constitute a multi task semantic segmentation
problem.
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Separate semantics

The improved U-Net neural network model based on atten-
tion is a method for solving multi task semantic segmentation
problems. This method applies attention mechanism to U-Net
networks to highlight important features and information,
thereby improving the processing performance and recogni-
tion performance of neural networks. The study adopted a
novel attention mechanism to improve the network’s ability
to detect and segment moving targets. This mechanism can
adaptively adjust the weights and parameters of the network,
highlight the key features of the target, and thus improve the
robustness and accuracy of the entire semantic segmentation
system.

In this model, we use two attention modules to improve the
processing ability of target dynamic changes and shape defor-
mations. Firstly, a time series attention module is introduced
in the encoder to capture the dynamic changes of the target in
the time series. At the same time, a shape attention module
is introduced in the decoder to capture the shape changes
of the target. In addition, we have also improved the feature
extractor of the U-Net model to better adapt to the seman-
tic segmentation problem of moving targets. Specifically,
we replaced traditional convolutional layers with depthwise
separable convolutional layers to improve the efficiency and
accuracy of the model.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. DATA SOURCES

For this study, we used two commonly used datasets, namely
the Cityscapes dataset [32], [34] and the PASCAL VOC
Challenge dataset [33]. The Cityscapes dataset is a widely
used dataset for urban scene segmentation. It contains high-
resolution images from Germany and other European cities,
totaling approximately 5000 images, each with a resolution of
1024 x 2048 pixels. These images cover various urban scenes,
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TABLE 2. mloU of different models.

[——FPGA[34]
— — ViBe[35]
SAR[36]

Number
of The- Ope
samples ;)P Stud FI[;G ViBe SAR nC
collected y \Y
(k)
21.
1 2% 3225 1526 1626 18.55 21
2 322; 4325 1645 2426 215 36
3 5215 56.25 25.66 38.56 3945 48
4 5376 62.36 4826 44.65 52.15 50
5 72(; 75.23 58 4826 62.45 60
6 7266 67.23 62 64.55 6826 70
7 ’;i. 72.15 69 68.46 73.56 72
8 g% 82.26 72 6726 7455 73
9 216 83.26 75 72.56 72.15 75
10 8135 85.66 75 70.45 72.66 75

such as streets, sidewalks, buildings, cars, pedestrians, etc.
The Cityscapes dataset provides detailed pixel level labels
to identify the semantic category of each pixel in the image,
such as roads, buildings, pedestrians, etc. This enables us to
accurately learn the semantic information of urban scenes
when training our attention based improved U-Net neural
network model. We used CDW-2014 in the data cleaning
process (http://changedetection.net/). The dataset is used to
ensure its scalability.

In addition to the Cityscapes dataset, we also used the
PASCAL VOC Challenge dataset, which is a commonly used
computer vision dataset primarily used for object recognition,
detection, and semantic segmentation tasks. The PASCAL
VOC dataset contains approximately 10000 images from
20 different categories, each with varying resolutions. These
images cover various different scenes, such as indoor, out-
door, and natural landscapes. The PASCAL VOC dataset also
provides pixel level labels to identify the semantic category
of each pixel in the image. Using the PASCAL VOC dataset
can help us validate the generalization ability of our attention
based improved U-Net neural network model in different
scenarios.

B. LOSS FUNCTION MOVING TARGET SEMANTIC
SEGMENTATION DETECTION

When it comes to the loss function of moving object detec-
tion, we usually focus on pixel level annotation in semantic
segmentation tasks. The goal of semantic segmentation is to
segment an image into different semantic regions and assign
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FIGURE 6. Biaxial comparison of detection results.

corresponding labels to each pixel. Moving object detection
is the process of detecting and tracking moving targets in
sequence videos. The loss function plays a crucial role in
mobile object detection tasks, as it is used to measure the
difference between the predicted results of the model and
the true labels. In semantic segmentation tasks, the design
of the loss function needs to take into account the position
information of the target area and pixel level category infor-
mation. For the semantic segmentation task of moving object
detection, the design of the loss function needs to consider
the position information of the target area and the pixel level
category information. The loss function can be improved
by introducing attention mechanisms and multitasking learn-
ing to enhance the accuracy and robustness of the model,
as shown in Figures 5 and 6.

As shown in Figures 5 and 6, the number of iterations has
an impact on the loss function loss values of different algo-
rithms. As the number of iterations increases, the loss values
of each algorithm’s loss function generally show a downward
trend. In FPGA and ViBe algorithms, the loss function has
relatively small changes in loss values. This indicates that
these two algorithms have relatively stable loss functions
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FIGURE 7. Model accuracy detection results.

during the iteration process. In SAR and OpenCV algorithms,
the loss value of the loss function rapidly decreases after the
first few iterations and then tends to stabilize. It may indicate
that these two algorithms have achieved better results after
iterative optimization in the early stage. The loss function
loss values of DSP algorithm and The Study algorithm vary
greatly, especially DSP algorithm, whose loss values have
a significant decrease in the early stage and then slowly
stabilize. This may be related to the design and iterative
optimization strategy of the algorithm itself. In this set of
data, the loss function loss value of The Study algorithm is
generally low, indicating its relatively good performance on
this dataset. But we need to note that this is only the result
obtained for this specific dataset, and careful consideration is
needed for other datasets and practical application scenarios.
We can also use cross validation or other evaluation methods
to comprehensively evaluate the performance of algorithms.

C. ACCURACY DETECTION

In our study, we evaluated our model through cross valida-
tion, which was mainly divided into training and testing sets.
We usually randomly divide the dataset into multiple subsets,
with one subset used as the test set and the remaining subsets
used as the training set for model training. During the training
process, we use the data from the training set to train the
model, and use the data from the test set to verify the accuracy
of the model. We also used some classic evaluation metrics
to evaluate the accuracy of the model, which refers to the
proportion of correctly classified samples to the total number
of samples. In our research, we also employed some data
augmentation and noise processing techniques to improve the
accuracy of the model. We evaluate the accuracy of the model
through cross validation and use classic evaluation metrics to
statistically evaluate the accuracy of the model’s prediction
results, as shown in Figure 7 and Figure 8.

As shown in the results of Figures 7 and 8, the accuracy of
the FPGA algorithm is 0.16 when the number of iterations
is 0. As the number of iterations increases, the accuracy
gradually improves, and finally reaches 0.81 when the num-
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FIGURE 8. Analysis of conditional mapping detection results.

ber of iterations is 60. The accuracy of the ViBe algorithm
is 0.09 when the number of iterations is 0. As the number of
iterations increases, the accuracy improves, but the improve-
ment is relatively small. Finally, it is 0.77 when the number
of iterations is 60. The accuracy of the SAR algorithm is
0.13 when the number of iterations is 0. As the number of
iterations increases, the accuracy gradually improves, and
finally reaches 0.84 when the number of iterations is 60.

The accuracy of the OpenCV algorithm is 0.15 at O iter-
ations, reaching the highest point of 0.81 at 50 iterations,
but decreasing to 0.72 at 60 iterations. The accuracy of the
DSP algorithm is 0.11 when the number of iterations is 0.
As the number of iterations increases, the accuracy grad-
ually improves, and finally reaches 0.84 when the number
of iterations is 60. The accuracy of The Study algorithm
is 0.21 when the number of iterations is 0. The accuracy
steadily improves with the increase of iterations, and finally
reaches 0.92 when the number of iterations is 60. Overall,
as the number of iterations increases, the accuracy of most
algorithms improves. Among them, The Study algorithm per-
forms best at 60 iterations, achieving an accuracy of 0.92. The
accuracy of other algorithms is between 0.77 and 0.86 when
the number of iterations is 60. It should be noted that the
OpenCV algorithm experienced a decrease in accuracy at
60 iterations, so The Study algorithm is the most stable.

D. COMPARISON OF MIOU VALUES FOR

SAMPLE COLLECTION

Accurately evaluating the performance of a model on mov-
ing targets is crucial in semantic segmentation tasks. One
of the commonly used indicators to evaluate the perfor-
mance of a model is the average intersection to union ratio
(mIoU). The mloU value measures the accuracy of the model
by calculating the intersection and union ratio between the
predicted segmentation results and the true labels. During
the sample collection process, selecting appropriate samples
is crucial for obtaining reliable mloU comparison results.
After completing sample collection and training the model,
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TABLE 3. F1 values for different models.

Epoc FPG ViB SA  OpenC DS gﬁ;
h A e R \% P y

0 0.72 079 0.73 0.76 0.65 0.8
10 0.72 0.8 0.71 0.77 0.65 0.8
20 0.71 0.75 0.72 0.74 0.68 0.86
30 0.7 0.78 0.68 0.81 0.69 0.84
40 0.71  0.79 0.71 0.74 0.73 0.79
50 0.69 0.75 0.71 0.76 0.69 0.79
60 0.68 0.76 0.69 0.76 0.69 0.79

we can evaluate the performance of the model by calculating
the mIoU (mean intersection to union ratio) value. MIoU is an
indicator obtained by adding and averaging the IoU values of
all categories, used to evaluate the segmentation accuracy of
the model in multi category scenarios. The results are shown
in Figure 9.

Figure 9 shows whether the mloU value of the algorithm
shows a stable upward trend with the increase of sample
size. As the sample size increases, the mloU values of
most algorithms show an increasing trend, but the speed
and magnitude of growth vary. Under the same sample
size, it can be observed that some algorithms perform bet-
ter than others. For example, when the sample size is 10,
ViBe algorithm and SAR algorithm have lower mloU val-
ues, while FPGA algorithm and OpenCYV algorithm perform
relatively well. Some algorithms do not steadily improve as
the sample size increases, for example, when the sample
size is 6, the mloU value of the DSP algorithm decreases.
There is a certain correlation between the mloU value of
DSP algorithm and The Study algorithm. As the number of
samples increases, the mloU value of DSP algorithm also
shows a gradually increasing trend. Specifically, from a sam-
ple size of 1 to 10, the mIoU value of the DSP algorithm
increases from 21.26 to 83.15. When the sample size of
The Study algorithm is from 1 to 4, the mIoU value also
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shows a gradually increasing trend. However, starting from
a sample size of 5, the mloU value of The Study algorithm
fluctuates and does not always increase. Specifically, from
a sample size of 1 to 10, the mloU value of The Study
algorithm increased from 32.25 to 85.66. The mloU value
of the ViBe algorithm showed a sharp decrease after the
first few sample sizes increased, which may indicate that the
ViBe algorithm encountered a performance bottleneck when
facing large sample sizes. The mloU value of the OpenCV
algorithm remains relatively stable under changes in sample
size, indicating that the performance of the algorithm is not
significantly affected by sample size to some extent. Over-
all, the improved U-Net algorithm proposed in this study
has good stability, and the applicability of other algorithms
may be smaller than that of the improved U-Net algorithm.
Therefore, in practical applications, it is necessary to com-
prehensively consider the relationship between algorithm
performance and data size, and choose the algorithm that is
most suitable for specific scenarios.

V. CONCLUSION

This study aims to propose an improved U-Net neural net-
work model based on attention for semantic segmentation of
moving targets. By introducing attention mechanism in the
U-Net architecture, we can effectively improve the perfor-
mance of the model in mobile target semantic segmentation
tasks. Firstly, starting from the basic U-Net model, we will
make improvements to address the potential issues that may
arise when dealing with moving targets. The traditional
U-Net model has shown good performance in semantic seg-
mentation tasks, but there are certain limitations in processing
moving targets. We observe that traditional U-Net models are
prone to blurring or information loss in the details of moving
targets, and are not sensitive to the correlation between tar-
gets. To address these issues, we have introduced an attention
mechanism. By adding attention modules in the encoding
decoding stage of U-Net, we can guide the model to pay
more attention to the important regions of moving targets and
better preserve the correlation information between targets.
Through this approach, we can effectively improve the per-
formance of the model.

The existing improved U-Net neural network models may
require a large amount of computing resources and may
encounter difficulties in real-time application on mobile
devices. Therefore, further research is needed on how to
optimize models and algorithms under limited resources in
order to achieve real-time semantic segmentation on mobile
devices. Existing models may have limitations when dealing
with moving targets of different types, scales, and speeds.
Therefore, future research can attempt to improve the model’s
adaptability to the diversity of moving targets by introduc-
ing multimodal information or joint learning. In semantic
segmentation of moving targets, multiple sensor information
such as cameras, LiDAR, infrared, etc. can be combined to
further improve the accuracy and robustness of the model.
In the future, attention based improved U-Net models can
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be integrated into complete end-to-end automation systems
to achieve comprehensive perception and understanding of
moving targets.
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