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ABSTRACT This research delves into applying active and machine learning techniques to predict student
anxiety. This research explores how these technologies can be explored to understand and predict student
anxiety levels. This study utilizes active learning strategies to increase the effectiveness of machine learning
models in predicting anxiety levels among students. Additionally, this adaptation emphasizes the usefulness
of active learning methodologies in enhancing the precision of machine learning models for student anxiety
prediction. This study uses two datasets containing information on student behavior and leverages machine
learning methods to construct predictive models for student anxiety. This study uses various machine learning
models: K-Nearest Neighbors (KNN), Logistic Regression (LR), XGBoost (XGB), Naive Bayes (NB), and
Random Forest (RF). Experiments revealed that active learning-based LR yielded a score of 0.61, and RF
performed well with an average accuracy of 0.60 on the first dataset. Similarly, for the second dataset, RF is
the most effective model, achieving an accuracy of 0.83. These results provide valuable insights into the
models’ performance across key metrics. Further, this research highlights the potential of employing machine
learning techniques and active learning methodologies to predict and manage student anxiety.

INDEX TERMS Active learning, student anxiety, student wellbeing, inclusive education, machine learning,

deep learning.

I. INTRODUCTION

In modern education, nurturing students’ well-being and
mental health has gained unprecedented importance.
A dynamic interaction of social, technological, and pedagogi-
cal shifts characterizes the modern educational landscape [1].
In light of these changes, student anxiety has become a
prominent concern. Likewise, the present age has witnessed
a discernible surge in reported instances of student anxiety,
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as documented by comprehensive studies [2], [3]. This
surge underscores the compelling need to effectively address
the various challenges posed by anxiety within educational
contexts [4]. Moreover, the contours of student anxiety
exhibit diverse forms, encompassing the vision of test
anxiety, the intricacies of social anxiety, and the weight of
performance anxiety. In addition, the clear consequences of
anxiety are far-reaching, rippling through the educational
landscape in the form of diminished academic perfor-
mance, diminished enthusiasm for learning, and an overall
decline in the quality of the educational experience [5].
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These challenges appeal to creating a fine understanding of
the complex stressors and pressures students face inside and
outside the classroom [6]. There has been a significant shift
towards a more comprehensive approach to predicting student
anxiety. Beyond the usual surveys and online behavior
analysis, exploring new prospects includes diving into
biometrics, including measuring heart rate variability, skin
conductance, and eye movement tracking [7]. Likewise, these
biometric measures give us a much deeper understanding of
how anxiety affects students physically, making predictive
models more accurate and insightful [8]. More precisely,
how students interact with each other and their instructors in
physical classrooms and online settings has become a major
focus. Overall, studying peer dynamics, teacher influence,
and support networks to understand student anxiety.

Combining machine learning and active learning method-
ologies to predict and reduce student anxiety represents
a powerful approach to improving educational outcomes.
Machine learning algorithms can analyze various data
sources, such as students’ academic performance, partic-
ipation levels, and physiological data like heart rate or
skin conductance [9]. These algorithms can then identify
patterns and early warning signs of anxiety [10]. Integrating
active learning and machine learning techniques into the
educational process makes it possible to address these
indicators [11]. This approach can help students better
engage in the learning process, leading to better outcomes.
For instance, personalized interventions can be designed to
provide additional support and resources to at-risk students,
or course materials can be adapted based on real-time
feedback to reduce anxiety triggers. In other words, this
harmony between machine learning and active learning
enhances the understanding of student anxiety. It offers
tailored solutions to promote a healthier and more productive
learning environment, ultimately improving students’ well-
being and academic success.

In sum, this research undertakes a journey, recognizing
that in today’s dynamic educational landscape, students’
well-being is intrinsically tied to their academic success.
Reducing anxiety levels promotes resilience, engagement,
and inclusivity in education while easing student anxiety
and making education a supportive arena where students feel
empowered and belong. Their anxieties subside, leading to
academic success.

A. CONTRIBUTIONS

o Applying Active Learning in the Context of Pre-
dicting Student Anxiety: This study utilizes an active
learning approach to increase the effectiveness of
machine learning models in predicting anxiety levels
among students. Additionally, this adaptation empha-
sizes the usefulness of active learning methodologies in
enhancing the precision of machine learning models for
Student Anxiety Prediction.

« Enhancing Prediction Rate of Student Anxiety with
Active Learning: The primary goal is to enhance the
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predictive capabilities of student anxiety prediction,
focusing on accuracy, precision, and recall as criti-
cal performance metrics. Results revealed that active
learning-based LR yielded a score of 0.61, and RF
performed well with an average accuracy of 0.60 on the
first dataset. Similarly, for the second dataset, RF is the
most effective model, achieving an accuracy of 0.83.
These results provide valuable insights into the models’
performance across key metrics. Further, this research
highlights the potential of employing machine learning
techniques and active learning methodologies to predict
and manage student anxiety.

B. PAPER ORGANISATION

This study starts by explaining the research methodology
employed in predicting student anxiety. It outlines the
data acquisition process, the active learning techniques,
and the model evaluation procedures. Subsequently, the
study presents its predictive outcomes, demonstrating its
efficacy in identifying student anxiety levels, supported by
visualizations and statistical metrics for clarity. Following
this, the study delves into the practical implications of these
findings. Likewise, it explores how the predictive model can
enhance student well-being and the quality of education by
providing timely interventions and support. Finally, this study
explores potential future machine learning applications in
student anxiety. It contemplates how this technology can
contribute to a more proactive approach to addressing anxiety
among students, potentially revolutionizing how educational
institutions support their students’ mental health.

Il. RELATED WORK
Recognizing student anxiety as a significant concern within
educational settings has prompted the development of predic-
tive models [12]. Combining active learning techniques with
machine learning algorithms offers a promising approach
to identifying and supporting at-risk students. This review
delves into the evolution of this interdisciplinary field.
Moreover, in the initial stages of research, the focus was
on identifying factors contributing to student anxiety [13].
Studies on academic stress and anxiety among college
students laid the groundwork by highlighting stressors
related to academic workload, peer pressure, and self-
esteem. Researchers began integrating machine learning into
predicting student anxiety [8]. Likewise, predicting student
anxiety in online learning environments employed machine
learning algorithms to analyze online learning behaviors
and uncover anxiety-associated patterns. As well as active
learning techniques have become essential for gathering
relevant data [14]. Using crowdsourcing for collecting
student anxiety data explored the potential of crowdsourcing
to collect real-time student anxiety data, facilitating more
dynamic predictions [15].

Researchers are pushing the boundaries of predicting
student anxiety by looking at more than surveys and
online behaviors. They investigate biometrics like heart
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rate variability, skin conductance, and eye-tracking data.
These measurements offer a deeper understanding of how
anxiety affects the body and can make predictive models
even more accurate. Moreover, another exciting development
is considering the role of social interactions in physical
classrooms and online learning environments. Scientists
are studying how students interact with their peers, their
support networks and how instructors influence their anxiety
levels [16]. Most importantly, this approach gives a complete
picture of what causes student anxiety. Similarly, these
innovations are not just about academic curiosity. They
have real-world applications that could improve the lives of
students. These advanced techniques can create personalized
interventions and support systems for each student’s unique
needs. Moreover, through the smart use of data and machine
learning, teachers can gain valuable insights into student
anxiety, helping them offer timely support and create a
more supportive learning atmosphere [17], [18]. Likewise,
integrating environmental monitoring systems in educational
spaces can provide students with a healthier and more
comfortable atmosphere and reduce anxiety triggers [19].

Advancements led to hybrid models that combine active
learning and machine learning [20]. A Hybrid Approach to
predicting student anxiety stands as a unique example. The
active feedback mechanisms within machine learning models
adapt to individual student needs, enhancing prediction
accuracy. Subsequently, as predictive models matured, ethical
concerns surfaced. In the ethical implications of predicting
student anxiety, researchers critically examined issues sur-
rounding data privacy, informed consent, and the potential
stigmatization of students with anxiety [21]. Furthermore,
ethical guidelines emerged as a crucial aspect of research
and implementation [22]. To ensure that predictive models
are applicable across different cultures, cross-cultural studies
have become increasingly important [23]. Similarly, a cross-
cultural analysis of student anxiety prediction explored how
cultural differences impact anxiety prediction and identified
strategies for developing culturally sensitive models [24].
Recent efforts have transitioned from theoretical models
to real-world applications. Implementing anxiety prediction
in educational institutions discussed the challenges and
successes of deploying predictive models in educational
settings, demonstrating the potential impact on student
well-being [25].

This section discusses emerging trends, including inte-
grating additional factors, such as social interactions and
academic performance, to enhance prediction accuracy.
It also explores the potential for predictive models to adapt
to changing learning environments, such as online and hybrid
learning. In conclusion, the intersection of active learning and
machine learning in predicting student anxiety has witnessed
significant growth. This comprehensive review highlights
the field’s evolution, emphasizing ethical considerations and
real-world implementations. Hence, as research advances,
it holds promise for improving students’ mental health and
academic success worldwide.
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lil. METHODOLOGY

This study adopts a systematic approach to predicting student
anxiety by leveraging active learning and machine learning
methodologies. The Student Anxiety Dataset! contains
essential information about student anxiety levels. The goal
is to predict and understand factors contributing to anxiety
among students, ultimately helping in better support and
intervention strategies. Moreover, the initial phase of this
research involves meticulous preparation of the anxiety
dataset. This critical step includes cleaning data to eliminate
inconsistencies, addressing missing information, and trans-
forming features to ensure they are in the appropriate scale
or format. Likewise, the study conducts a comprehensive
exploratory data analysis to gain insights into the dataset’s
characteristics. These insights guide subsequent decisions as
the research progresses. Furthermore, this study collects and
organizes data related to various student-related parameters
to better comprehend the factors associated with student
anxiety. These parameters encompass academic performance,
extracurricular involvement, social interactions, and personal
attributes. To provide a more comprehensive analysis, this
study analyses the data, recognizing the significant impact of
these factors on student anxiety levels. This well-organized
dataset is a valuable resource for predicting and addressing
student anxiety, enabling educational institutions to tailor
their support and intervention strategies effectively. In addi-
tion, a secondary dataset from Kaggle was employed to assess
the model performance. This dataset involves 787 responses
from University of Lahore undergraduate students inspired
by the Beck Depression and Beck Anxiety inventories. It is
designed to evaluate machine learning models in classifying
depression and anxiety severity, with a commitment to ethical
considerations such as informed consent and confidentiality
during data collection. Similarly, data preprocessing for
the secondary dataset was completed, encompassing all
necessary steps to ensure its preparation for model training.
Figure 1 outlines the steps and approach employed in this
research.

Algorithm 1 provides the overview of the whole pipeline
of the proposed approach that starts with data collection
and the pre-processing of this data. Next, we perform label
encoding and apply normalization to scale the dataset. Next,
we initialize active learning-based algorithms and run the
experiments in three iterations. Each iteration provides results
according to evaluation metrics, and later, we extract the
confusion matrix and roc curves.

This study initiated the analysis by acquiring a dataset and
loading it into a Pandas data frame. The dataset encompassed
a variety of columns, each representing distinct attributes
or features. An initial examination of the dataset’s columns
was conducted to understand its structure comprehensively.
This examination involved iterating through the columns
using a for loop. Moreover, after the initial examination,
certain columns were identified as irrelevant or redundant

1 https://www.kaggle.com/datasets/petalme/student-anxiety-dataset
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FIGURE 1. Employed methodology.

for the analysis. Specifically, the ‘S. No.” and ‘Timestamp’
columns were deemed non-contributory to the research objec-
tives and subsequently removed from the data frame. Like-
wise, a feature engineering process enhanced the dataset’s
richness, creating a novel feature called ‘Hours_streams.’
This new feature was generated by aggregating the values
from the ‘Hours’ and ‘Streams’ columns. Subsequently, data
cleaning procedures were employed to eliminate rows in
which the ‘Hours_streams’ value exceeded 115 or equal
to 0. This rigorous data-cleaning process was instrumental in
ensuring that the dataset remained free from outliers and data
points that were not pertinent to the analysis. To standardize
the numerical features, the study applied Min-Max scaling
to specific columns, including ‘Hours,” ’streams, ‘Age,
"GAD_T, ‘SWL_T, and ‘SPIN_T. This transformation
harmonized these attributes to a consistent scale, ranging
from O to 1. Similarly, for exploratory data analysis,
the study computed the Spearman correlation matrix to
analyze relationships among variables within the dataset [26].
Furthermore, a heatmap was generated to visually display
the extent of association between different variables to
enhance the interpretability of these relationships. In terms
of feature selection, a new data frame named ‘dfl’ was
introduced, encompassing columns that pertained to anxiety
scores (‘GAD1’ through ‘GAD7’), the incremental anxiety
score (‘GAD_T’), social phobia scores (‘SPIN1’ through
‘SPIN17’), and the aggregate social phobia score (‘SPIN_T").
This strategic feature selection enabled a focused analysis of
specific attributes relevant to the research objectives. In addi-
tion, label encoding was applied to the ‘GADE’ column to
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prepare the dataset for machine learning models, converting
categorical data into numerical form [27]. Most importantly,
this encoding process assigned a distinct numerical value
to each category within the ‘GADE’ column, facilitating
subsequent analyses. In a final step, the researchers addressed
missing data by identifying and removing rows with missing
values in ‘df1.” This data imputation procedure ensured the
dataset’s integrity, rendering it suitable for further analyses.
In preparation for model training and evaluation, the dataset
was partitioned into input features (‘X,” excluding ‘GADE’)
and the target variable (Y, representing ‘GADE’).

The research adopted a unique approach, incorporating
active learning and following a step-by-step process. Initially,
the models were trained using a small dataset from the
anxiety dataset. Subsequently, the models actively identified
samples from the same dataset that were uncertain or
provided valuable information, contributing to an improved
understanding of student anxiety over time. To assess the
models’ performance, the team utilized standard metrics
such as accuracy, F1 score, precision, and recall [28]. These
metrics provided valuable insights into the effectiveness of
recognizing and understanding student anxiety using the anx-
iety dataset. In the results and analysis section, the research
presented the findings from these experiments, highlighting
the impact of active learning techniques on the accuracy
of student anxiety identification. Furthermore, the research
discussed the broader implications of these findings in the
context of student well-being and educational support while
also acknowledging the limitations of their approach and
suggesting potential avenues for future research. Overall, the
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Algorithm 1 Anxiety Recognition Algorithm

1: Data Collection:

: Data = C(StudentAnxietyData)

: Data Preprocessing:

. Initialize dataset preprocessing.

Handle missing data.

Remove rows where "Hours_streams’>115 or equals 0.

: Label Encoding:

: Apply label encoding to the ‘GADE’ column to convert

categorical data into numerical form.
9: Standardization (Min-Max Scaling):

10: Apply Min-Max scaling to specific columns (‘Hours,
‘streams,” ‘Age,” "GAD_T,” ‘SWL_T, SPIN_T").

11: Dataset Preparation for Machine Learning:

12: Partition the dataset into input features ‘X’ (excluding
‘GADE’) and the target variable ‘Y’ (‘GADE’).

13: Initialize labeled dataset with seed instances for active
learning approach

14: for Each n-iterations do

15:  Choose instances for manual annotation.

16:  Process and update in the labeled dataset.

17: end for

18: Initialize each ML model.

19: for Each ML model do

20:  Initiate the training on the labeled dataset.

21:  Model Training and Evaluation:

22:  Generate accuracy, precision, recall, confusion matrix

and ROC curve.
23: end for

methodology employed by the research team, in conjunction
with the anxiety dataset and active learning, represents a
comprehensive approach to improving the well-being of
students.

IV. RESULTS AND EXPERIMENTATION

In predicting student anxiety through active learning and
machine learning, this study thoroughly analyzes experi-
ments using various machine learning models to discern daily
physical behaviors in older adults. The primary objective
is to identify the most effective model for this task, all
the while assessing the model’s consistency and reliability.
Table 1 shows the experimental results of the trained models
in three different iterations of active learning. Initially,
the K-Nearest Neighbors model consistently achieved an
accuracy rate of 56.70% across three iterations, showcasing
its reliability. Subsequently, the LR model yielded an
accuracy of 61.13% across all iterations, surpassing KNN
in terms of accuracy. However, a closer examination of
precision and recall values reveals potential limitations in
capturing nuanced aspects of daily behaviors in older adults.
Furthermore, the NB model, with an accuracy rate of 44.12%
across iterations, demonstrated slightly reduced performance
compared to LR. Nevertheless, it exhibited higher precision,
signifying its proficiency in correctly classifying positive
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TABLE 1. Experimental results on first dataset using active learning
(all iterations).

Model | Accuracy [ F1-Score
K-Nearest Neighbors
Tteration 1 0.5670 0.5442
Iteration 2 0.5670 0.5442
Tteration 3 0.5670 0.5442
Logistic Regression
Tteration 1 0.6113 0.5721
Iteration 2 0.6113 0.5721
Iteration 3 0.6113 0.5721
Naive Bayes
Iteration 1 0.4412 0.4547
Tteration 2 0.4412 0.4547
Iteration 3 0.4412 0.4547
Random Forest
Iteration 1 0.6031 0.5793
Iteration 2 0.6097 0.5858
Iteration 3 0.6058 0.5828
XGBoost
Tteration 1 0.5944 0.5793
Iteration 2 0.5944 0.5793
Tteration 3 0.5944 0.5793

TABLE 2. Experimental results on secondary dataset using active learning
(all iterations).

Model | Accuracy | F1-Score | Precision [ Recall
K-Nearest Neighbors
Iteration 1 0.7500 0.7479 0.7762 0.7500
Iteration 2 0.7390 0.7323 0.7695 0.7390
Tteration 3 0.7574 0.7462 0.7989 0.7574
Logistic Regression
Iteration 1 0.6176 0.6180 0.6238 0.6176
Iteration 2 0.5441 0.5435 0.5451 0.5441
Iteration 3 0.5188 0.5552 0.5655 0.5588
Naive Bayes
Iteration 1 0.6287 0.6288 0.6289 0.6287
Iteration 2 0.6066 0.6060 0.6067 0.6066
Iteration 3 0.5662 0.5531 0.5841 0.5662
Random Forest
Iteration 1 0.8199 0.8190 0.8451 0.8272
Iteration 2 0.8235 0.8222 0.8400 0.8199
Iteration 3 0.8125 0.8106 0.8506 0.8235
XGBoost
Iteration 1 0.7978 0.7976 0.8110 0.7978
Iteration 2 0.8088 0.8080 0.8160 0.8088
Tteration 3 0.7757 0.7730 0.7839 0.7757
DT

Iteration 1 0.8199 0.8192 0.8402 0.8199
Iteration 2 0.8346 0.8318 0.8618 0.8346
Iteration 3 0.7941 0.7915 0.8039 0.7941

instances, even though its slightly lower recall indicated
room for improvement in capturing all relevant activities.
In contrast, the RF model emerged as a standout performer
with an impressive accuracy rate of 60.97%. Its consistency
and effectiveness, supported by closely aligned F1 Score,
precision, and recall values, make it a strong contender for
activity recognition. Most importantly, considering that other
models displayed lower accuracy, precision, recall, and F1
Score values, it suggests the possibility of superior choices for
this particular task. Experiments with XGBoost demonstrated
an accuracy rate of 59.44%, closely mirroring the RF model’s
performance. This shows that both models offer comparable
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FIGURE 2. Confusion matrix for active learning models on primary dataset.

levels of accuracy, affording flexibility in selecting the most
appropriate model for specific usage scenarios. In conclu-
sion, this extensive experimentation highlights KNN, RF,
and XGBoost as potential models for recognizing daily
physical behaviors in older adults. KNN maintains solid
accuracy and consistency, while RF and XGBoost provide
competitive accuracy levels, making them preferable for
more intricate scenarios. The choice of the most suitable
model hinges on the specific requirements and priorities
of eldercare and healthcare technology applications. Further
analysis, including fine-tuning and feature engineering,
is recommended to optimize model performance. Receiver
Operating Characteristic Curves (ROC) scores for different
models help assess the performance of binary classification
models. Likewise, these curves display the balance between
True Positive and False Positive rates at different model
thresholds, providing insight into a model’s ability to
distinguish between positive and negative classes. A greater
area under the curve indicates enhanced discriminatory
power [29]. For instance, the LR model exhibits excellent
discriminative ability (AUC = 0.94) for class 0, very good
performance (AUC = (.78) for class 1, and reasonable
discrimination (AUC = 0.75) for class 2. At the same
time, it demonstrates strong discrimination (AUC = 0.85)
for class 3 and class 4. On the other hand, XGB achieved
high ROC curve areas (AUC) for classes 0 (0.92), 3 (0.83),
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and 4 (0.94), indicating strong predictive performance, while
classes 1 (0.76) and 2 (0.73) had lower AUC values,
suggesting relatively weaker predictive accuracy.

Figure 2 depicts the confusion metrics of all active
learning-based classifiers. Class O is usually confused with
classes 2 and 3 for all classifiers. Classes 1 and 2 are easily
classifiable, resulting in good classification scores. Class 4
seems to be highly confused with class 1 as well.

Moreover, Table 2 presents the experimental results
on a secondary dataset, evaluating the performance of
five machine learning models across three iterations. For
K-Nearest Neighbors, the metrics—accuracy, F1 score, pre-
cision, and recall-remain consistently around 0.75-0.79 in
all iterations, indicating a stable but moderate performance.
Subsequently, LR, on the other hand, exhibits lower overall
performance with an average accuracy of approximately
0.56 across all iterations, suggesting that it may not be as
effective on this dataset as KNN. Similarly, NB demonstrates
modest performance with the best accuracy of about 0.62 in
all three iterations. On the other hand, RF and DT outperform
the other models, with higher accuracy values reaching
around 0.82 and 0.83, respectively. Likewise, the F1 score,
precision, and recall metrics for RF and DT consistently
show relatively high and stable values, indicating their
effectiveness on this dataset. Overall, RF and DT emerge
as the best models for this dataset, while KNN, LR, NB,

VOLUME 12, 2024
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FIGURE 3. Confusion matrix for active learning models on secondary dataset.

and XGB exhibit similar and lower performance levels.
The stability of metrics across iterations suggests consistent
model performance rather than significant variations from
one iteration to another. Figure 3 depicts the confusion
metrics for the 2nd dataset. It can be seen that the majority
of the classifiers are capable of classifying both classifiers.

V. CONCLUSION AND FUTURE WORK

This study has made significant strides in predicting student
anxiety through active learning and machine learning,
utilizing various models. The research has provided valuable
insights into the performance and reliability of various
machine learning models in this context. Results demonstrate
that active learning-based LR yielded a score of 0.61, and
RF performed well with an average accuracy of 0.60 on the
first dataset. Similarly, for the second dataset, RF is the most
effective model, achieving an accuracy of 0.83. These results
provide valuable insights into the models’ performance
across key metrics. Further, this research highlights the
potential of employing machine learning techniques and
active learning methodologies to predict and manage student
anxiety.

Furthermore, this research enhances the educational expe-
rience by integrating active learning techniques to predict
student anxiety. Most importantly, one key contribution
lies in developing personalized intervention strategies.

VOLUME 12, 2024
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By predicting student anxiety, the model enables educators
to tailor interventions, such as counseling services and stress
management workshops, to meet individual student needs
effectively. Another crucial contribution is the early identifi-
cation of students at risk of heightened anxiety, facilitated by
the model’s advanced predictive capabilities. Likewise, this
allows educators to implement timely and proactive support
measures, maintaining students’ overall well-being and
academic performance. Moreover, the research contributes
to promoting mental health awareness within educational
settings.

While integrating active learning techniques to predict
student anxiety holds promise for educational settings,
certain limitations and areas for future work should be
considered. Firstly, the model’s effectiveness may depend on
the diversity of educational contexts and student populations
in the training data. Addressing this limitation requires a
more comprehensive dataset that spans various educational
environments to ensure the generalizability of the model’s
predictions across different settings. Moreover, translating
predictive insights into actionable interventions within the
dynamic landscape of educational institutions presents a
significant challenge. In addition, biasness in predictive
models for student anxiety in educational settings is crucial
due to its potential impact on students’ emotional well-being.
A biased model may produce inaccurate predictions, leading
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to misidentification of at-risk students or mislabeling those
not needing support. Specifically, it affects the individual
student and has broader implications for the overall trust in
the system. Students may feel misunderstood, stigmatized,
or unfairly targeted, potentially exacerbating existing mental
health concerns. Moreover, misallocating resources based on
inaccurate predictions may strain the educational system’s
capacity to provide effective support where it is genuinely
needed.

Future research should explore the practical implementa-
tion of the model’s findings, considering the diverse resources
and support systems available in various educational settings.
Additionally, while valuable, the model’s interpretability
may require further refinement to align with educators’
and students’ needs and understanding. Enhancements in
interpretability mechanisms could facilitate more effec-
tive communication of the model’s predictions, promoting
informed decision-making in educational contexts. Further-
more, ethical considerations and privacy concerns must be
thoroughly addressed, considering the sensitivity of mental
health issues in educational settings. Future work should
focus on developing ethical frameworks that guide the
deployment of predictive models, ensuring the confidentiality
and well-being of students. Additionally, exploring the
broader spectrum of mental health factors beyond anxiety
within the educational context is crucial. Future research
could extend the scope to include factors like stress,
depression, and overall well-being, providing a more holistic
understanding of students’ mental health needs. This study
discusses predicting student anxiety through active learning
and machine learning. Future research efforts should focus
on mitigating limitations, refining models, and exploring
innovative data sources and methodologies to advance the
understanding and application of predictive models in this
domain.
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