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ABSTRACT This paper proposes an optimal α-variable model-free adaptive barrier-function fractional-
order nonlinear sliding mode control (α(t)-MF-ABFFONSMC) for the load frequency control (LFC)
problem of a four-area interconnected hybrid power system with boiler dynamics and physical constraints.
The proposed α(t)-MF-ABFFONSMC is comprised of the ultra-local model (ULM)-based sliding mode
disturbance observer (SMDO), proportional-differential (PD) controller, and adaptive barrier-function
fractional-order nonlinear sliding mode control (ABFFONSMC). The ULM mechanism is utilized to
re-formulate the complex four-area interconnected hybrid power system so as to reduce the controller’s
design complexity, wherein SMDO is utilized to observe and eliminate the uncertain dynamics or lumped
disturbance. Then, the SMDO based-iPD controller is designed. However, there always exists non-null
estimation error under the SMDO method and the control performance cannot be ensured. Therefore, the
ABFFONSMC is proposed and inserted into the SMDO-iPD controller to avoid the impact of estimation
error and improve the control performance. In addition, an adaptive gain based on barrier function is
formulated to approximate the upper bound of SMDO’s estimation error and thus decrease the undesired
chattering on the sliding surface. Correspondingly, the α(t)-MF-ABFFONSMC is established. Moreover,
the parameter optimizer based on the Marine Predator Algorithm (MPA) is proposed to tune the parameters
of the proposed α(t)-MF-ABFFONSMC controller. Furthermore, using the Lyapunov theorem, the stability
of α(t)-MF-ABFFONSMC via a closed-loop system is verified. To validate the performance of the proposed
controller, the numerical simulation on a four-area interconnected hybrid power system is carried out in a
Matlab/Simulink environment. The corresponding simulation results are presented to show the superiority
and effectiveness of the proposed technique.

INDEX TERMS Load frequency control, ultra-local model, adaptive barrier-function, nonlinear sliding
mode control, sensitivity analysis.

The associate editor coordinating the review of this manuscript and

approving it for publication was Ruisheng Diao .

I. INTRODUCTION
Electrical power plants are typically composed of vari-
ous power plant units, such as thermal, gas, hydraulic,
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nuclear, and renewable energy power plants. These units are
effectively interconnected through the use of transmission
lines, commonly referred to as tie-lines, which facilitate the
coordination of many control areas [1], [2]. Any undesired
discrepancy between generation and load demand resulting
from load perturbations, unexpected disturbances, parameter
uncertainties, and model uncertainties can lead to frequency
deviation and interchange tie-line power flow from their
scheduled limits. This problem brings out an aspiration to
develop a precise and effective control mechanism in power
system modeling known as load frequency control (LFC) [3],
[4]. The main function of LFC in multi-area interconnected
power systems is to maintain system performance measure-
ments, such as area frequency and interchange tie-line power,
at their designated values [5]. Therefore, it is necessary to
implement a control strategy that not only achieves frequency
stabilization and maintains the output power but also obtains
zero steady-state error and prevents unintended scheduled
power exchange.

On these aspects of stability, efficiency, and reliability of
the interconnected power system, different control strategies
have been developed for the LFC problem in recent years.
Among them, fuzzy logic controller [3], [6], robust con-
troller [7], intelligent-based adaptive controller [8], sliding
mode controller (SMC) [4], [9], decentralized controller [10],
and model predictive control [11] have been constructed to
address the LFC problem. On the other hand, traditional
approaches such as the PID controller and its different
extended structures with heuristic methods have been widely
studied as supplementary controllers for the LFC problem
in the literature due to their simplicity and ease of design
structure. In this regard, a tuned proportional integral (PI)
controller based on RIME algorithm [12], an improved
whale optimization algorithm based-PIDF-(1+PI) cascade
automatic generation control [13], proportional integral
derivative plus second order derivative (PID+DD) based-
ant lion optimizer (ALO) algorithm [14], fractional order
PID based-improved particle swarm optimization (IPSO)
[15], fractional-order set-point weighted PID (FOSWPID)
based on the hybridization of the fusion of flower pollinated
algorithm (FPA) and pathfinder algorithm (PFA) (hFPAPFA)
[16], cascaded fractional order tilt-integral-tilt-derivative (TI-
TD) based on the mayfly algorithm [17], cascaded fractional
order PI-fractional order PD based-dragonfly search algo-
rithm (DSA) [18], three-degree-of-freedom fractional-order
PID and fractional-order PI (3DOF-FOPID-FOPI) controller
based on particle swarm optimization (PSO) and gravitational
search algorithm (GSA) [19], have been successfully applied
to achieve the control objectives in LFC problem. Though the
aforementioned techniques made a significant contribution
to the development of the LFC strategy, the increase in
the complexity and size of power systems has necessitated
the construction of new hybrid frameworks and the appli-
cation of innovative methods in multi-area interconnected
power systems. In [20], a fuzzy based-tilt-integral-derivative

(TID) controller are proposed for renewable energy source
integrated multi-area power system using a novel artificial
hummingbirds’ algorithm. In [21], a fuzzy PID structure
based on a new intelligent genetic algorithm (GA) is
developed to handle the LFC problem of a two-area thermal
power plant. Similar to [22], the authors proposed an
improved grey wolf optimization (IGWO) technique to tune
the parameters of a fuzzy-aided PID controller for two
area-interconnected power systems. Moreover, in [23], the
authors presented a bee optimization algorithm to regulate
the optimum parameters of the PID-fuzzy controller for a
complex multi-area-interconnected power system.

Recent studies have confirmed that the utilization of the
SMC technique is a proper strategy for effectively addressing
uncertainty in a controlled system [24], [25]. The main
advantage of SMC is that the controlled system demon-
strates robustness characteristics concerning both external
and internal perturbation, even without prior knowledge of
the system dynamics [26]. Furthermore, SMC presents a
methodical resolution that effectively addresses significant
obstacles encountered in the engineering domain, including
rapid transient response, noteworthy transient performance,
and simple design for both linear and nonlinear systems.
Therefore, a discrete-time SMC is proposed for the LFC of
a four-area interconnected power system with nonlinearities
to enhance the plant performance [4]. In [27], an optimal
SMC is developed for the LFC of the two-area intercon-
nected power system to reduce the frequency fluctuations.
Moreover, in Ref. [28], the authors proposed an SMC-based
optimization algorithm for interconnected two-area multi-
source power systems, wherein the teaching learning-based
optimization (TLBO) technique is used to tune the controller
gains. Though many researchers neglected the effects of
boiler dynamics and physical restrictions in the majority of
LFC studies in the literature, these factors should be taken
into account in the model in order to better capture the
dynamics of the real system.

Fortunately, the ultra-local model (ULM) algorithm-
based model-free control (MFC) has attracted tremendous
attention from academics and is widely utilized in many
control applications [8], [29], which decreases the reliance
on model knowledge and depends merely on input and
output information if compared to the model-based control
strategies. The MFC’s robustness mainly depends on the
proposed estimator’s ability to observe unknown, uncertain
system dynamics, such as time-delay estimation (TDE)
[30] and algebraic observer (AO) [31]. However, due to
time delays and time windows, respectively, both the TDE
and AO inevitably have approximation errors. Addition-
ally, MFC based on extended state observers (ESOs) is
developed [8], [33]. The ESO can only achieve asymptotic
observation when the time derivative of the unknown,
uncertain dynamics reaches zero; the estimation error will
converge to zero as time tends to infinity. Therefore, the
zero estimation error and finite-time observation of uncertain
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system dynamics are not considered in the aforementioned
approaches.

In consideration of the aforementioned previous stud-
ies and discussions, this paper proposes an optimal α-
variablemodel-free adaptive barrier-function fractional-order
nonlinear sliding mode control (α(t)-MF-ABFFONSMC)
for LFC of four-area interconnected hybrid power systems
incorporated with nonlinearities using a marine predators
algorithm (MPA)-based parameter optimizer. The proposed
α(t)-MF-ABFFONSMCcontroller is constructed and applied
to the plant model in the presence of nonliearities such as
boiler dynamics, governor deadband (GDB), and generation
rate constraint (GRC), and because disregarding these factors
will cause unrealistic results for the controlled system. Fur-
thermore, the superiority of the proposed method is evaluated
via a comparative study with other methods such as the IPSO-
optimized fractional-order PID controller (FOPID) [15],
the SMDO-based intelligent PD controller (SMDO-iPD),
the ALO-optimized PID+DD [14], the IGWO-optimized
fuzzy PID controller [22], and hFPAPFA-optimized FOSW-
PID [16]. Thus, the main innovations and novelties of this
article can be summarized as follows:

1) It is the first attempt to propose an α(t)-MF-
ABFFONSMC strategy for addressing the LFC prob-
lem in four-area interconnected hybrid power systems
incorporated with nonlinearities.

2) To avoid precise modeling information and decrease
the difficulty of controller design, the ULM algorithm-
based MPC is employed to re-formulate the com-
plex nonlinear four-area interconnected hybrid power
system. Unlike the existing ULM algorithm-based
MFCs, the TDE [30] and AO [31] have unavoidable
estimation errors due to the time delays and time
windows, respectively. Furthermore, when the time
derivative of the uncertain dynamics can not converge
to zero, the ESO [8], [33] can only achieve bounded
observation asymptotically. Therefore, in this paper,
the SMDO is proposed to estimate the unknown,
uncertain system dynamics, guaranteeing that the
estimation error can converge to zero in a finite
time.

3) Unlike [31] and [32], which assumed that the upper
bound on the estimation error is known, this study
considers that the upper bound on the estimation error
is unknown. Thus, an adaptive parameter based on the
barrier function is proposed to approximate it.

4) In the existing ULM algorithm-based MFCs [8], [30],
[31], [32], [33], the value of α is fixed and pre-
defined. In [34], an adaptive method based on a
least-squares algorithm is presented to tune α automat-
ically. Unlike [34], a new α-variable law is proposed to
adjust the value of control gain automatically, aiming
to enhance the tracking accuracy of the MFC.

5) The Marine Predators Algorithm (MPA) is proposed as
a parameter optimizer to tune the gains of the proposed
α(t)-MF-ABFFONSMC strategy.

6) The stability of the proposed α(t)-MF-ABFFONSMC
approach is analyzed completely by using the Lya-
punov approach, and the model of a four-area intercon-
nected hybrid power system with the proposed method
is realized in the Matlab/Simulink environment. More-
over, operating load perturbation, parameter uncertain-
ties, and nonlinearities such as boiler dynamics and
physical constraints are considered in the simulation
to verify the robustness and efficiency of the proposed
technique.

The rest of this paper is organized as follows: Preliminaries
and dynamic modeling are presented in Section II. Then,
the proposed controller strategy, stability analysis, and
optimization technique are demonstrated in Section III.
Next, the simulation results and discussion are presented in
Section IV. Finally, the conclusion is made at the end of this
paper in Section V.

II. PRELIMINARIES AND SYSTEM DESCRIPTION AND
MODELLING
A. PRELIMINARIES
The definition of the fractional order can be represented by
the general operator structures t0D

γ
t and t0 I

γ
t , which represent

a generalization of the differential and integral operators,
respectively [35].
Definition 1: The derivative of the function x(t) with

fractional order γ -based Riemann-Liouville can be given
as [35]:

t0D
γ
t z(t) =

dγ z(t)
dtγ

=
1

0(n− γ )
dn

dtn

∫ t

t0
(t − s)n−γ−1z(s)ds (1)

where t0 is the initial time, and n is the first integer larger than
γ , i.e., n− 1 ≤ γ < n.
The integration of function z(t) with fractional order γ

based on Riemann-Liouville can be given as [35]:

t0 I
γ
t z(t) =

1
0(γ )

∫ t

t0
(t − s)γ−1z(s)ds (2)

where γ ∈ R+ and 0(·) indicates for Euler’s Gamma
function.
Property 1: If n is an integer, there exists

dn

dtn
[
t0D

γ
t z(t)

]
= t0D

n+γ
t z(t) (3)

Thus, the following notations can be utilised for convenience:
(i) t0D

γ
t z(t) = Dγ z(t) (ii) d z(t)dt = ż(t).

Lemma 1: [44] Consider the Lyapunov function V (t) with
an initial value V (0) such that the following inequality holds:

V̇ (t) ≤ −mV d (t), ∀t ≥ 0, V (t0) ≥ 0 (4)

where 0 < d < 1 and m > 0. Then, the finite time tf can be
given as follows:

tf ≤ t0 +
V 1−d (t0)
m(1 − d)

(5)
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Lemma 2: [44] Assume that the continuous and contin-
uous positive-definite V (t) satisfy the differential inequality
for t ≥ t0 and V (t0) ≥ 0 as follows:

V̇ (t) ≤ −cV (t) − mV d (t), ∀t ≥ 0, V (t0) ≥ 0 (6)

where c,m > 0 and 0 < d < 1. Then, the functional V(t)
will converge to the origin in finite time tf as follows:

tf ≤ t0 +
1

c(1 − d)
ln
V 1−d (t0) + m

m
(7)

B. SYSTEM DESCRIPTION AND MODELLING
Typically, a multi-area interconnected hybrid power system
consists ofmultiple control areas, with each region networked
to another through tie-lines, as displayed in Fig. 1. These
tie-lines facilitate power exchange throughout the areas
during normal operating conditions, thereby addressing any
disparities between power generation and demand. Never-
theless, it is important to note that any disturbance in load
within a given region has the potential to induce frequency
oscillations throughout all control areas. Therefore, each
designed control area should satisfy the following control
objectives:

• To guarantee that the load frequency deviation oscillates
in a relatively small zone around zero.

• To guarantee that the tie-lines’s switching power flow
returns to the pre-determined levels.

In this article, a nonlinear four-area interconnected hybrid
power system that consists of reheat thermal mode [14],
[15], [21] and wind turbine mode [36], [37] for all areas is
considered, as shown in Fig. 1. Each area of an interconnected
hybrid power system has LFC, and the reheat thermal power
system in all zones is integrated with boiler dynamics and
physical constraints such as GRC and GDB.

1) REHEAT THERMAL MODEL-BASED LFC
A detailed synthesis of a thermal system without a wind tur-
binemodel is presented in Fig. 2. Therefore, themathematical
expression of the system can be directly derived from the
model, as shown in Fig. 2.
The dynamic model of the frequency deviation (1fi) and

incremental mismatch power (1Ptie,i, 1Pg,i, 1PL,i) can be
described as

1ḟi =
1
Tp,i

1fi −
Kp,i
Tp,i

1Ptie,i +
Kp,i
Tp,i

1Pg,i −
Kp,i
Tp,i

1PL,i

(8)

where1fi represents the frequency error (Hz);1Pg,i,1Ptie,i,
and 1PL,i denote the generator output power error (p.u.
MW); the load perturbation (p.u. MW); and the tie-line power
flow deviation (p.u. MW), respectively.Kp,i and Tp,i stand for
the power system gain (Hz/p.u. MW) and the power system
time constant (s), respectively.

The mathematical expression of the turbine unit model can
be described as follows:

1Ṗg,i =
1
Tt,i

1Pg,i +
1
Tt,i

1Pr,i (9)

where Tt,i represents the time constant of the reheat turbine
(s).

The speed governing system model can be expressed as
follows:

1Ẋg,i =
1

Tg,iRi
1fi +

1
Tg,i

1Xg,i +
1
Tg,i

1Pc,i (10)

where 1Xg,i and 1Pc,i are the governor valve position
deviation (p.u.) and the control signal, respectively. Ri
represents the speed drop due to governor action (Hz/p.u.
MW), and Tg,i denotes the time constant of the thermal
governor (s).

The following equation explains the mathematical expres-
sion of the reheat time delay system model as:

1Ṗr,i = −
Tr,i
Tg,iRi

1fi +
(

1
Tr,i

−
Tr,i
Tg,i

)
1Xg,i −

1
Tr,i

1Pr,i

(11)

The deviation of tie-line power between areas i and j can be
described as follows:

1Ṗtie,ij = 2πTij(1fi − 1fj), 1Ṗtie,ij = −1Ṗtie,ji (12)

where Tij denotes the interconnection gain between control
areas (p.u. MW). The total interchange tie-line power
between zone i and the other zones is calculated as follows:

1Ṗtie,i =

4∑
j=1
j̸=i

1Ptie,ij = 2πTij
4∑
j=1
j̸=i

(1fi − 1fj) (13)

It is noted from above Eq. (13) that the control area −i (for
i = 1, 2,3,4) is interconnected with the control area j (j ̸=

i). The area control error (ACE), which is the input signal to
the supplementary controller in LFC, is expressed as a linear
combination of tie-line power and frequency errors for each
area as follows:

ACEi = Bi1fj + 1Ptie,i (14)

where Bi denotes the frequency bias factor(p.u. MW/Hz).

2) GOVERNOR DEAD BAND (GDB)
The previous studies reported that the GDB can greatly affect
the performance of a controlled system in a realistic power
system [38]. According to [6], it is determined that one of
the consequences of GDB is to boost the speed regulation
of the steady state. These are some descriptions of the GDB
nonlinearity in a real plant. An appropriate representation
of the hysteresis type of nonlinearities can be expressed as
follows [6]:

y = G(z, ż) (15)
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FIGURE 1. Four area interconnected electrical power system.

FIGURE 2. Structure of a reheat thermal power system with a control area.

Thus, it is important to make the fundamental presumption
that the given variable in (15) is adequately similar to a
sinusoidal oscillation and can be defined as follows:

y = A′.sin(ω0t) (16)

where ω0 denotes the oscillation frequency and A′ represents
the amplitude.

The aforementioned assumption is reasonable since non-
linearities can display periodic oscillations that are approxi-
mately sinusoidal. According to analysis in [38], the backlash
nonlinearity typically results in a continuous sinusoidal signal
with a natural duration of 2 seconds with ω0 = 2π f0, where
f0 = 0.5. As the given function G(z, ż) in Eq. (15) is a
complicated and periodical function, it can be expressed in
a Fourier series form as in the following equation [38]:

G(z, ż) = G0
+M1z+

M2

ω0
ż+ . . . (17)

As in [6], we consider the first three terms to resolve (17).
As the backlash nonlinearity is symmetrically established in

origin, thus G0
= 0, and the Fourier co-officiants are given

as M1 = 0.8 and M1 = −0.2 according to [6]. Hence, (17)
can be reformulated as follows:

G(z, ż) = 0.8z−
0.2
π
ż+ . . . (18)

Therefore, the following equation explains the transfer
function of the considered governor dead band (GDB):

Gg,i(s) =
0.8 −

0.2
π
s

1 + Tg,is
(19)

3) GENERATION RATE CONSTRAINT (GRC)
The rate at which the output power 1Ṗg of steam turbine
systems can be adjusted is subject to limitations imposed by
thermodynamic and mechanical constraints in real applica-
tions. This constraint is commonly referred to as the Gas
Turbine Rate Constraint (GRC) [6]. Rate constraints are
considered in the system to mitigate significant fluctuations
in process variables, such as pressure and temperature, with
the primary objective of ensuring the safety and integrity of
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FIGURE 3. Model of GRC dynamics.

the system equipment [39]. In this paper, the GRC of 10% per
minute is considered in reheat thermal power systems in all
areas [22], i.e.

1Ṗg = 0.0017(p.u MW/s) (20)

Therefore, the GRC, which is represented by a limiter
bounded by (δ = ±0.0017), is added to the turbine units in
the power system for each zone to constrain the generation
ramp rate for the reheat thermal and electrical power plants,
as described in Fig. 3 [14], [22], [39].

4) BOILER DYNAMICS
The fluctuation in generating units is launched by the boiler
dynamic control action and turbine control valves. A boiler
dynamic can be defined as an instrument responsible for
generating steam under pressure, and the structure of boiler
dynamics is shown in Fig. 4, where CB, TF , TD, TRB, TIB, and
KIB are the boiler storage time constant (s), the fuel system
time constant (s), the fuel firing system delay time (s), the
lead-lag compensator time (s), the proportional-integral ratio
of gains, and the boiler integrator gain, respectively. It is seen
from Fig. 4 that the boiler system is composed of the fuel
and steam flow dynamics, the boiler drum pressure, and the
combustion controls. The readers can refer to Ref. [40] for
details of the boiler dynamics model.

5) WIND TURBINE MODEL-BASED LFC
A wind turbine (WT) is a unit for transferring kinetic energy
obtained from wind into electrical energy. The WT model
for frequency control is displayed in Fig. 5 [36], [37].
To estimate the random wind output power variations in this
model, the wind speed is multiplied by the random speed
fluctuation, which is derived from the white noise block in
MATLAB/Simulink. The following equation describes the
output power of the WT model:

PWT = 0.5ρAT cp (λ, β)V 3
WT (21)

where VWT is rated wind speed in m/s, AT is swept area by
rotor in m2, and ρ is air density in kg/m3. cp represents
the rotor blade coefficient, which can be described by the
following equation:

cp(λ, β) = c1

(
c2
λI

− c3β − c4β3
− c5

)
e

−c6
λI + c7λT (22)

where c1 − c7 are wind turbine coefficients, β is the pitch
angle, and λT corresponds to the optimum tip-speed ratio
(TSR), which can be defined as follows:

λT = λ
opt
T =

ωT × rT
VWT

(23)

where rT is the rotor radius and λI represents the intermittent
TSR, which can be calculated as follows:

1
λI

=
1

λT + 0.08β
−

0.035
β3 + 1

(24)

Furthermore, the wind turbine dynamic model can be
interpreted as follows:

1ṖWT ,i =
1

TWT ,i
PWT ,i −

1
TWT ,i

1PWT ,i (25)

Therefore, the aforementioned equations in terms of dynamic
models of reheat thermal and wind turbines can be repre-
sented in the state space model as (26), shown at the bottom
of the next page.

The detailed model of a four-area interconnected hybrid
power system considering the boiler dynamic, the GDB, and
GRC constraints is depicted in Fig. 6; thus, this model is
utilized to validate the proposed method.

III. CONTROLLER DESIGN
This section introduces the design ofα(t)-MF-ABFFONSMC,
whose architecture is displayed in Fig. 7. The designed
α(t)-MF-ABFFONSMC strategy is comprised of ULM-
based SMDO, PD controller, and adaptive barrier-function
fractional-order nonlinear sliding mode control (ABF-
FONSMC). The SMDO is employed to observe and
compensate for the uncertain system dynamics. The PD
controller is designed to stabilize the closed-loop system.
Correspondingly, the SMDO-iPD controller is implemented.
Whereas, the estimation error of SMDO will affect the
control performance; therefore, ABFFONSMC is constructed
to eliminate the impact of estimation errors and improve the
control performance. Furthermore, the adaptive parameter
based on the barrier function is established to approximate
the unknown upper boundary of the estimation error so as
to avoid undesired chattering. Correspondingly, the α(t)-
MF-ABFFONSMC can be realized. Finally, the MPA is
introduced to optimize the parameters of the proposed
controller by employing the integral time weighted-absolute
error (ITAE) criterion.

A. SMDO-IPD CONTROLLER DESIGN
Consider the following ultra-local model algorithm for a
general unknown non-linear dynamic model with single-
input, single-output (SISO) as [8], [29]:

y(m)(t) = ε(t) + αu(t) (27)

where y(t) represents the system output variable, m is the
order derivative of the output signal, which can be selected
as 1 or 2, u(t) is the control input variable, and α is the input
gain. ε(t) denotes an unknown term that can be estimated
using the input signal ui(t) and output signal y(t). ε(t) not only
involves the influence of unknown dynamics of the plant but
also includes any external disturbances.

VOLUME 12, 2024 61591
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FIGURE 4. Model of boiler dynamics.

FIGURE 5. Simplified model of the wind power generating source.

The SMDO-iPD controller can be designed as follows [8],
[29]

uSMDO-iPD(t) =
1
α

[
−ε̂(t) + ÿ∗d(t) + Kpe(t) + Kd

de(t)
dt

]
(28)

where yd(t) is the output reference trajectory, Kp and Kd are
the proportional and derivative gains of the PD controller,
e(t) denotes the tracking error signal, which is the difference
between the reference trajectory y(t) and the current value
of the plant output. yd(t), ε̂(t) denotes the estimated value of
ε(t). Hence, the steady error of the system can be acquired by
adjusting the parameters Kp and Kd.

In this paper, a sliding mode disturbance observer
(SMDO) is used to estimate the lumped uncertainties
ε(t) via the control input and output data. From the
view of (27), denote ξ1 ≜ y(t) and ξ2 ≜ ẏ(t).

Then, (27) can be rewritten as follows:

ξ̇1 = ξ2

ξ̇2 = αu(t) + ε(t) (29)

Thus, to observe the unknown system dynamics, the SMDO
can be formulated as follows:

˙̂
ξ1 = ξ̂2 + αu(t) + µ1|ξ1 − ξ̂1|

1/2sgn(ξ1 − ξ̂1)
˙̂
ξ2 = µ2sgn(ξ1 − ξ̂1) (30)

where ξ̂1 and ξ̂2 represent the state variables of SMDO,
and µ1 and µ2 are updated positive parameters. Thus, the
estimated value of uncertain system dynamics ε(t) can be
calculated, where ε̂(t) = ξ̂2. From (29) and (30), the



1ḟi
1ṖWT ,i
1Ṗtie,i
1Ṗg,i
1Ẋg,i
1Ṗr,i

 =



−
1
Tp,i

−
1

HWT ,i
−
Kp,i
Tp,i

Kp,i
Tp,i

0 0

−
1

TWT ,i
0 0 0 0 0

2π
∑

i Ti,j 0 0 0 0 0
0 0 0 −

1
Tt,i

0 1
Tt,i

−
1

Tg,iRi
0 0 0 −

1
Tg,i

0

−
Kr,i
Tg,iRi

0 0 0 1
Tr,i

−
Kr,i
Tg,i

1
Tr,i




1fi

1PWT ,i
1Ptie,i
1Pg,i
1Xg,i
1Pr,i



+



−
Kp,i
Tg,i

0

0 1
TWT ,i

0 0
0 0
0 0
0 0


(

1PL,i
PWT ,i

)
+



0
0
0
0
1
Tg,i
0

 1Pc,i (26)
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FIGURE 6. Structure of the four-area interconnected hybrid power system model.

FIGURE 7. Structure of the proposed α(t)-MF-ABFFONSMC method.

estimation error dynamic is given as

˙̃
ξ1 = ξ̃2 − µ1|ξ̃1|

1/2sgn(ξ̃1)
˙̃
ξ2 = ϱ(t) − µ2sgn(ξ̃1) (31)

where ξ̃1 = ξ1 − ξ̂1 and ξ̃2 = ξ2 − ξ̂2. ϱ(t) = ε̇(t)
with |ϱ(t)| < K , K is a positive constant. According to
Refs. [41], [42], and [43], the finite time convergence of the
estimation error (31) is ensured by defining the parameters of
SMDO as:

µ1 = 1.5
√
K

µ2 = 1.1K (32)

Theorem 1: Consider the four-area interconnected hybrid
power system (26) re-constructed by the ultra-local
model (27) with the designed SMDO-iPD control law (28),
using the reasonable coefficients of Kp and Kd, and α, the
stability of a closed-loop system is ensured, and control error
asymptotically will be converged within a bound, i.e.,

|e(t)| ≤

√
5(0)

√
µ1

exp
(

−
µ3

2µ2
t
)

+
2µ2

2η

µ1µ3
(33)

Proof: Substituting (28) into (27), the error equation can
be defined as

ë(t) = −Kpe(t) − Kdė(t) + ε̃(t) (34)
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TABLE 1. System parameters.

FIGURE 8. The fitness function convergence of the applied optimization
algorithms.

where ε̃(t) = ε(t) − ε̂(t) denotes the estimation
error.

Due to the SMDO characteristics, the estimation error ε̃(t)
is bounded as ε̃(t) ≤ η, with η > 0. Then, define new state
variables as z1(t) ≜ e(t) and z2(t) ≜ ė(t); therefore, (34) can
be rewritten in a state-space form as:

ż(t) = Az(t) + Bε̃(t) (35)

with

A =

[
0 1

−Kp −Kd

]
, B =

[
0
1

]
Then, the Lyapunov function is selected as follows:

5(t) = zT(t)4z(t) (36)

where 4 denotes a symmetric positive definite matrix. Then,
differentiating (36) yields:

5̇(t) = żT(t)4z(t) + zT(t)4ż(t)

= żT(t)
{
AT4 + 4A

}
z(t) + 2zT(t)4Bε̃(t) (37)

FIGURE 9. The dynamic performance for the first scenario:(a),(b),(c) and
(d) show frequency deviations in a four area,(e) represents the power
deviation in tie-line−12 1Ptie,12, and (f) displays the ACE deviation in
area−1.
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TABLE 2. Optimal parameters of all applied controllers.

TABLE 3. Dynamic performance for the first scenario regarding the settling time and peak undershoot.

By selecting the suitable coefficients of Kp and Kd such that
A is a Hurwitz matrix, a positive definite matrix Q exists,
satisfying −Q = AT4 + 4A.

Therefore, one can get the following inequality:

5̇(t) = −żT(t)Qz(t) + 2zT(t)4Bε̃(t)
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TABLE 4. Dynamic performance for the first scenario regarding the IAE and TAE.

FIGURE 10. Control inputs of all areas: (a) u1 in area-1, (b) u2 in area-2,
(c) u3 in area-3, and (d) u4 in area-4.

≤ −µ3 ∥ z(t) ∥
2

+2 ∥ z(t) ∥ 4|ε̃(t)|

≤ −
µ3

µ2
5(t) +

2
√

5(t)
µ1

µ2η (38)

where µ1 ∥ z(t) ∥
2
≤ zT(t)4z(t) ≤ µ2 ∥ z(t) ∥

2, µ3 ∥

z(t) ∥
2
≤ zT(t)Qz(t) ≤ µ4 ∥ z(t) ∥

2. Further, one obtains

d
dt

√
5(t) = −

1

2
√

5(t)
5̇(t) ≤ −

µ3

2µ2

√
5(t) +

µ2η
√

µ2
(39)

Since µ1 ∥ z(t) ∥
2
≤ 5(t), we have

|e(t)| ≤∥ z(t) ∥≤

√
5(t)

√
µ1

≤

√
5(0)

√
µ1

exp
(

−
µ3

2µ2
t
)

+
2µ2

2η

µ1µ3

∫ t

0
exp

(
−

µ3

2µ2
(t − τ )

)
dτ

≤

√
5(0)

√
µ1

exp
(

−
µ3

2µ2
t
)

+
2µ2

2η

µ1µ3
(40)

Hence, the stability of the closed-loop system is ensured,
and the control error asymptotically will be converged and
bounded with (40). This completes the proof.

B. ADAPTIVE BARRIER-FUNCTION FRACTIONAL-ORDER
NONLINEAR SLIDING MODE CONTROL
From the above subsection, the designed SMDO-iPD con-
troller can only achieve asymptotic and bounded conver-
gence. To remove and compensate for the impact of SMDO
estimation errors on trajectory tracking precision and avoid
input chattering, ABFFONSMC is constructed and inserted
into the SMDO-IPD structure. According to the ULM
principle, (27) can be rewritten as follows

ÿ(t) = ε(t) + α(t)u(t) (41)

where α(t) is the updated parameter and its description will
be given in (59) later.

Based on the designed SMDO-iPD structure (30) and
updated parameter α(t), the control law of α(t)-MF-
ABFFONSMC can be formulated as follows:

u(t) =
ÿ(t) − ε̂(t) + Kpe(t) + Kdė(t)

α(t)
+
uTEC (t)

α(t)
(42)

where uTEC (t) represents the ABFFONSMC sub-controller
law for tracking error convergence (TEC) to be designed.
Substituting (42) into (27), a new error equation can be
obtained as follows:

ë(t) + Kpe(t) + Kdė(t) − ε̃(t) + uTEC (t) = 0 (43)

Then, defining x1(t) ≜ e(t) and x2(t) ≜ ė(t), one further has:

ẋ1(t) = x2(t)

ẋ2(t) = −Kpx1(t) − Kdx2(t) + ε̃(t) − uTEC (t) (44)

In the SMC design approach, the selection of sliding
surfaces significantly influences system performance and
stability. The sliding surface is constructed in such a way
that when it reaches the origin, the system can achieve
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FIGURE 11. Updating curve of α(t) of controlled system with α(t)-MF-ABFFONSMC: (a) Area-1, (b) Area-2, (c) Area-3,
and (d) Area-4.

the expected performance. Thus, to realize an SMC with
a nonlinear sliding manifold for the dynamic system (27),
the fractional-order nonsingular terminal sliding mode
(FONTSM) surface is proposed as:

σ (t)=x2(t) + b1Dq1 [sgn(x1(t))a1 ] + b2Dq2−1[sgn(x1(t))a2 ]

(45)

where a1, a2, b1, b2, q1, q2 are positive constants.
Remark 1: It can be observed that the proposed fractional

order sliding mode (FOSM) surface in [32] and [45] is given
as

σ (t) = ė(t) + b2Dq2−1[sgn(e(t))a2 ] (46)

When the trajectory of the controlled system reaches the
FOSM surface which is defined in (46) at σ (t) = 0, the
following equality holds

ė(t) = −b2Dq2−1[sgn(e(t))a2 ] = −b2I1−q2 [sgn(e(t))a2 ]
(47)

where 0 < q2 < 1. Hence, it is noticed that the right-hand
term represents a FO integral term. This type of design
may lead to degradation in the overall control performance.
Conversely, our designed FONTSM surface (45) considers
this issue by incorporating an additional fractional order (FO)

differential term, denoted as b1Dq1 [sgn(x1(t))a1 ], thereby
ensuring robustness and improved performance.

Next, to achieve a robust SMC, the global sliding manifold
is defined as follows:

ϑ(t) = κ(σ (t) − σ (0)exp(−νt)) (48)

where κ is designed parameter, and ν is the positive constant.
Remark 2: In contrast to the sliding manifold, the nonlin-

ear global sliding surface forces the tracking error to attain the
manifold from the initial instance. Consequently, the robust
behavior of the system in the presence of perturbation is
ensured.
Then, by taking the first time derivative for (48), one has:

ϑ̇(t) = κ[σ̇ (t) + νσ (0)exp(−νt)]

= κ[q1b1Dq1+1[sgn(x1(t))a1 ] + q2b2Dq2 [sgn(x1(t))a2 ]

× ẋ2(t) + νσ (0)exp(−νt)] (49)

By substituting ẋ2(t) from (44) into (49), it yields:

ϑ̇(t)

=κ
[
−Kpx1(t)−Kdx2(t) + ε̃(t) + q1b1Dq1+1[sgn(x1(t))a1 ]

+q2b2Dq2 [sgn(x1(t))a2 ] + νσ (0)exp(−νt) − uTEC (t)
]
(50)
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FIGURE 12. The graphical representation of performance indexes for the first scenario: (a) Shows the settling time
(s) for 5%band (b) Peak undershoot (-ve)(pu. Hz), (c) IAE and (d) ITAE.

In order to ensure ϑ(t) is convergent and stable, the
compensated control law uTEC (t) is constructed with two
terms as follows:

uTEC (t) = ueqTEC (t) + ureTEC (t) (51)

where ueqTEC (t) and u
re
TEC (t) represent the equivalent control

law and the reaching control law, respectively.
The necessary condition is ϑ̇(t) = 0 to stay on the

sliding surface ϑ(t), while to attain an equivalent control law
from (50), the estimation error caused by SMDO ε̃(t) is not
considered. Thus, the equivalent control law ueqTEC (t) is given
as follows:

ueqTEC (t)

=

[
−Kpx1(t) − Kdx2(t) + q1b1Dq1+1[sgn(x1(t))a1 ]

+q2b2Dq2 [sgn(x1(t))a2 ] + νσ (0)exp(−νt)
]

(52)

To guarantee that the sliding manifold can reach its origin
ϑ(t) = 0, it is necessary to design a reasonable auxiliary
control law ureTEC (t). However, the estimation error caused
by SMDO ε̃(t) is considered an unknown term, and there is
no exact information about its upper and lower boundaries;
hence, the term ε̃(t) is not easy to obtain. Assume that the
unknown term ε̃(t) is bounded as |ε̃(t)| ≤ η, where η is
the positive unknown constant. Therefore, one proposes a
novel adaptive parameter based on the barrier function η̂(t)

to estimate the upper bound η of |ε̃(t)| as follows:

η̂(t) =

{
η̂A(t) , if 0 < t ≤ tr
η̂PSD(t) , if t > tr

(53)

where tr is the time that the tracking error can converge
to the neighborhood ι of the sliding manifold ϑ(t). Thus,
the adaptation control gain and positive-semi-definite (PSD)
barrier function can be formulated by (54) and (55),
respectively, as:

˙̂ηA(t) = µ|ϑ(t)| (54)

η̂PSD(t) =
|ϑ(t)|

ι − |ϑ(t)|
(55)

Then, the reaching control law ureTEC (t) is determined as
follows:

ureTEC (t) = −[η̂(t) + λ]sgn(ϑ(t)) (56)

where λ is a positive constant.
From (52) and (56), the complete sub-control law uTEC (t)

can be given as follows:

uTEC (t) = ueqTEC (t) + ureTEC (t)

=

[
−Kpx1(t) − Kdx2(t) + q1b1Dq1+1[sgn(x1(t))a1 ]

+ q2b2Dq2 [sgn(x1(t))a2 ] + νσ (0)exp(−νt)

−[η̂(t) + λ]sgn(ϑ(t))
]

(57)
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TABLE 5. Sensitivity analysis with proposed controller regarding settling time and peak undershoot.

TABLE 6. Sensitivity analysis with proposed controller regarding IAE and ITAE indexes.

Finally, substituting (57) into (42), the control law of α(t)-
MF-ABFFONSMC is designed as below:

u(t)

=
1

α(t)

[
q1b1Dq1+1[sgn(x1(t))a1 ] + q2b2Dq2 [sgn(x1(t))a2 ]

+νσ (0)exp(−νt) − [η̂(t) + λ]sgn(ϑ(t)) + ÿ(t) − ε̂(t)
]
(58)

To further improve the tracking performance of the proposed
method, an α(t)-variable approach is proposed to automati-
cally update the value of α, and its corresponding formula is
expressed as follows:

α̇(t) = −� | ϑ(t) |
M sgn(α(t) − αmin) (59)

where αmin represents the positive lower bound of α(t),� and
M are two positive designed parameters. Due to that α(t) =

0 will cause the singularity in control input u(t); therefore,
the part of sgn(α(t) − αmin) is formulated to ensure that α(t)
is not less than αmin.

C. STABILITY ANALYSIS OF α(T )-MF-ABFFONSMC
Theorem 2: Consider the four-area interconnected hybrid

power system (26) re-formulated by the ultra-local

model (41), under the presentedα(t)-MF-ABFFONSMC (58),
there exist appropriate coefficients q1, q2, b1, b2, a1, a2, ν,
λ, � to ensure the stability of a closed-loop system and the
convergence of tracking errors in finite time.
Proof: Substituting the control law (57) into (50) yields:

ϑ̇(t) = κ
(
−[η̂(t) + λ]sgn(ϑ(t)) + ε̃(t)

)
(60)

For the proposed adaptive control gain η̂(t), there are two
cases:
First case: For 0 < t ≤ tr , let us select a Lyapunov function
candidate as:

V (t) =
1
2
ϑ2(t) +

κ

2
η̃2A +

1
2
α̃2(t) (61)

with η̃A = η̂A − ηA and α̃(t) = α(t) − αmin.
Differentiating V (t) and using (54), one can obtain the

following form:

V̇ (t) = ϑ(t)ϑ̇(t) + κη̃A ˙̃ηA + α̃(t)α̇(t)

= κϑ(t)
(
−[η̂A(t) + λ]sgn(ϑ(t)) + ε̃(t)

)
+ κµ(η̂A − ηA)|ϑ(t)| − �|ϑ(t)|M |α̃(t)|

≤ κ|ϑ(t)||ε̃(t)| − κη̂A(t)|ϑ(t)| − κλ|ϑ(t)|

+ κµ|ϑ(t)|(η̂A − ηA)|ϑ(t)| − � | ϑ(t) |
M

|α̃(t)|

(62)
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TABLE 7. Performance of proposed controller against RLP in terms of IAE and TAE indexes.

FIGURE 13. The sensitivity analysis using the proposed controller
(frequency deviation in area−1 1f1, under applied 1%step load
disturbance):(a) Uncertainty in Tg, (b) Uncertainty in Tt , (c) Uncertainty in
Tp, and (d) Uncertainty in Kp.

By adding +ϖ |ϑ(t)|ηA and −ϖ |ϑ(t)|ηA for the left side
of (62), it yields:

V̇ (t) ≤ κ|ϑ(t)||ε̃(t)| − κη̂A(t)|ϑ(t)|

+ κµ|ϑ(t)|(η̂A − ηA) + κ|ϑ(t)|ηA
− κ|ϑ(t)|ηA − � | ϑ(t) |

M
|α̃(t)|

≤ −κ|ϑ(t)|(ηA − |ε̃(t)|) − κλ|ϑ(t)| − κ(1 − µ)

× (η̂A − ηA)|ϑ(t)| − � | ϑ(t) |
M

|α̃(t)| (63)

Since ηA > |ε̃(t)| and 0 < µ < 1, therefore (63) can be
reformulated as follows:

V̇ (t)

≤ −
√
2κ(ηA − |ε̃(t)| + λ)

|ϑ(t)|
√
2

−
√
2κ(1 − µ)

η̃A√
2
κ

|ϑ(t)|

−
√
2� | ϑ(t) |

M
|α̃(t)| (64)

According to the widely accepted inequality√
x2 + y2 + z2 ≤ |x| + |y| + |z|, V̇ (t) in (65) can be derived

as:

V̇ (t) ≤ −min
{√

2κ(ηA − |ε̃(t)| + λ),
√
2κ(1 − µ)|ϑ(t)|,

√
2� | ϑ(t) |

M
}  |ϑ(t)|

√
2

+
|η̃A|√

2
κ

+
|α̃(t)|
√
2


≤ −ℵV

1
2 (t) (65)

where ℵ = min
{√

2κ(ηA − |ε̃(t)| + λ),
√
2κ(1 − µ)

|ϑ(t)|,
√
2� | ϑ(t) |

M
}
⟩0. Thus, it is clear from (65) that by

using the adaptive law (54), the fractional order nonlinear
sliding surface will converge to zero in finite time.
Second case: For t > tr , the Lyapunov function candidate is
defined as follows:

0(t) =
1
2
ϑ2(t) +

1
2
η̂2PSD +

1
2
α̃2(t) (66)

The first time derivative of (66) is given as:

0̇(t) = ϑ(t)ϑ̇(t) + η̂PSD(t) ˙̂ηPSD(t) + α̃(t)α̇(t) (67)

By substituting ϑ̇(t) (50), (55) into (67), one can get:

0̇(t)

= κϑ(t)
{
−[η̂PSD(t) + λ]sgn(ϑ(t)) + ε̃(t)

}
+ η̂PSD(t) ˙̂ηPSD(t) − �|ϑ(t)|M |α̃(t)|

≤ −κ
{
η̂PSD(t) − |ε̃(t)| + λ

}
|ϑ(t)| + η̂PSD(t)

ι

(ι − |ϑ(t)|)2

× sgn(ϑ(t))ϑ̇(t) − �|ϑ(t)|M |α̃(t)|

≤ −κ
{
η̂PSD(t) − |ε̃(t)| + λ

}
|ϑ(t)| + κη̂PSD(t)

×
ι

(ι − |ϑ(t)|)2
{
ε̃(t) − [η̂PSD(t)+λ]sgn(ϑ(t))

}
sgn(ϑ(t))

− �|ϑ(t)|M |α̃(t)| (68)
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FIGURE 14. The graphical representation of settling time:(a) Uncertainty in Tg,
(b) Uncertainty in Tt , (c) Uncertainty in Tp, and (d) Uncertainty in Kp.

FIGURE 15. The graphical representation of peak undershoot:(a) Uncertainty in
Tg, (b) Uncertainty in Tt , (c) Uncertainty in Tp, and (d) Uncertainty in Kp.
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FIGURE 16. The graphical representation of IAE:(a) Uncertainty in Tg,
(b) Uncertainty in Tt , (c) Uncertainty in Tp, and (d) Uncertainty in Kp.

FIGURE 17. The graphical representation of ITAE:(a) Uncertainty in Tg,
(b) Uncertainty in Tt , (c) Uncertainty in Tp, and (d) Uncertainty in Kp.
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FIGURE 18. The random loading perturbation (RLP).

Then, (68) can be rewritten as:

0̇(t)

≤ −κ
{
η̂PSD(t) − |ε̃(t)| + λ

}
|ϑ(t)| − κη̂PSD(t)

×
ι

(ι − |ϑ(t)|)2
{
η̂PSD(t) − |ε̃(t)| + λ

}
− �|ϑ(t)|M |α̃(t)|

(69)

Because η̂PSD(t) ≥ |ε̃(t)|, λ > 0 and ι

(ι−|ϑ(t)|)2
> 0, one has:

0̇(t)

≤ −
√
2κ

{
η̂PSD(t) − |ε̃(t)| + λ

} |ϑ(t)|
√
2

−

√
2κι

(ι − |ϑ(t)|)2

×
{
η̂PSD(t) − |ε̃(t)| + λ

} η̂PSD(t)
√
2

−
√
2�|ϑ(t)|M |α̃(t)|

0̇(t)

≤ −ℑ

{
|ϑ(t)|
√
2

+
η̂PSD(t)

√
2

+
|α̃(t)|
√
2

}
0̇(t)

≤ −ℑ0
1
2 (t) (70)

where ℑ =
√
2min

(
κ

{
η̂PSD(t) − |ε̃(t)| + λ

}
,

ικ{η̂PSD(t)−|ε̃(t)|+λ}

(ι−|ϑ(t)|)2
, �|ϑ(t)|M

)
. □

D. THE OBJECTIVE FUNCTION AND MPA-BASED
PARAMETER OPTIMIZER DESIGN
Reconstructing the fundamental capability of frequency
regulation, returning the frequency to the intended value as
fast as possible, and reducing power flow deviations between
interconnected control areas are the goals of the controller
design for four-area interconnected hybrid power systems.
Hence, to achieve the aforementioned goals, the parameters
of the proposed α(t)-MF-ABFFONSMC should be optimized
to get fast settling time and minimum peak overshot in area
frequency and tie-line power flow. The performance index
that is typically considered for designing a controller is an
integral time-weighted absolute error (ITAE). The expression
of ITAE is given as:

J = ITAE

=

∫
t.(|1f1| + |1f2| + |1f3| + |1f4| + |1Ptie,12|)dt

(71)

FIGURE 19. Performance of proposed controller against
RLP:(a),(b),(c) and (d) show frequency deviations in a four
area,(e) represents the power deviation in tie-line−12 1Ptie,12, and
(f) displays the ACE deviation in area−1.
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FIGURE 20. The graphical representation of IAE and ITAE indexes for performance of proposed controller against
RLP:(a) IAE and (b) ITAE.

FIGURE 21. The wind turbine power fluctuation.

In order to provide optimal control performance, the opti-
mizer parameter based on MPA is adjusted to get the optimal
parameters q∗

1, q
∗

2, b
∗

1, b
∗

2, a
∗

1, a
∗

2, ν
∗, λ∗, �∗ of the α(t)-MF-

ABFFONSMC.
TheMPA is a newly developedmetaheuristic approach that

draws inspiration from the natural movements observed in
ocean predators, specifically the Lévy andBrownianmotions.
Additionally, it incorporates the concept of the optimum
encounter rate policy observed in biological interactions
between predator and prey.

In this paper, every prey is expressed as a vector with
dimension (1 × 9), and then M preys establish a matrix Prey
∈ RM×9. For the selection of the top predator from the prey,
the fitness function J defined in (71) is used to evaluate each
prey. Moreover, the determined top predator is reproduced
N times to form a matrix Elite ∈ RM×9. The optimization
process of the MPA can be categorized into three stages:
Stage A: In this stage, the predator is moving slower than the
prey in the initial iterations of optimization.

The exploration rule governing prey with Brownianmotion
can be expressed as:

While <
1
3
IterMax

Hj = R̄b ⊙ (Elitei − R̄b ⊙ Preyj)

Preyj = Preyj + P̄R̄⊙ Hj, with j = 1, 2, . . . ,M

(72)

where k , IterMax , and Hj are the current iteration, the
maximum iteration, and the iteration step size, respectively.
⊙ is entry-wise multiplication, R̄1×9

b represents a vector

containing the normal random distribution numbers of
Brownian motion, and P is a positive constant. R̄1×9 denotes
a vector of uniform random numbers with a range between
0 and 1. Preyj is the jth row vector in the prey matrix, and
Elitej is the jth row vector in the prey matrix.
Stage B: In the middle stage, the predator and prey are both
moving at the same speed. Therefore, the prey is responsible
for exploitation using Lévy motion, whereas the predator is
responsible for exploration using Brownian motion.

While
1
3
IterMax < k <

2
3
IterMax

Hj = R̄l ⊙ (Elitej − R̄l ⊙ Preyj)

Preyj = Preyj + P̄R̄⊙ Hj, with j = 1, 2, . . . ,M/2

Hj = R̄l ⊙ (Rb ⊙ Elitej − Preyj)

Elitej = Elitej + P̄C ⊙ Hj, with j = M/2, . . . ,M

(73)

where R̄1×9
l represents a vector containing random distribu-

tion numbers of Lévy motion and C = (1 −
k

IterMax
)

2k
IterMax

denotes an adaptive parameter.
Stage C: In the last stage, the predator is moving faster
than the prey, and then the best strategy for the predator is
exploitation with Lévy and its description can be given as
follows:

While >
2
3
IterMax

Hj = R̄l ⊙ (Rl ⊙ Elitej − Preyj)

Preyj = Elitej + P̄C ⊙ Hj, with j = 1, 2, . . . ,M

(74)

Then, for the avoidance of trapping in a local optima, fish
aggregating devices (FADs) or the eddy formation effects are
utilized.

Preyj

=

{
Preyj + C ⊙ (Zmin+)R⊙ (Zmax − Zmin) ⊙ U , l ≤ χ

Preyj + (χ (1 − l) + l)(Preyl1 − Preyl2 ), l > χ

(75)
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TABLE 8. Performance of proposed controller against wind speed fluctuations in terms of IAE and TAE indexes.

where Zmin ∈ R1×9 and Zmax ∈ R1×9 represent lower and
upper bounds vectors. U ∈ R1×9 denotes the binary vector
including zero and one. χ denotes a positive constant that
influences the optimization process; l is the uniform random
number within the range of [0, 1); l1 and l2 are the random
indexes of the prey matrix.

IV. SIMULATION RESULTS AND DISCUSSION
In order to validate the performance of the proposed
controller as an efficient control technique for the LFC
problem, four-area interconnected hybrid power systems are
considered for the current work in Fig. 6. In addition, boiler
dynamics and physical constraints are considered and incor-
porated into the reheat thermal power system. The models
of the considered hybrid power systems are performed in
MATLAB/SIMULINK environment. The hybrid power sys-
tem’s parameters used in the simulation are listed in Table 1.
The wind turbine-based LFC is located in every area with a
constant speed of 12m/s to provide active power that supports
the network frequency. The filter order and the lower/upper-
frequency parameters in the fractional order control (FOC)
are taken as 5 and [0.001; 1000] Hz, respectively. In addition,
the corresponding simulation results of the MPA-optimized
α(t)-MF-ABFFONSMC technique are compared with those
of other approaches such as PSO-optimized fractional-order
PID controller (FOPID) [15], SMDO-iPD, ALO-optimized
PID+DD [14], IGWO-optimized fuzzy PID controller [22],
and hFPAPFA-optimized FOSWPID [16]. The optimal
controller parameters obtained for 80 iterations using the
MPA algorithm and the controller parameters proposed in
PSO-optimized FOPID [15], ALO-optimized PID+DD [14],
IGWO-optimized fuzzy PID [22] and hFPAPFA-optimized
FOSWPID [16] are given in Table 2. The fitness function
convergences of the different optimization techniques is
shown in Fig. 8. The following three scenarios are considered
in this paper for the assessment of the proposed controller:

A. CASE 1. PERFORMANCE EVALUATION OF THE
INTERCONNECTED HYBRID POWER SYSTEM WITH
NONLINEARITIES AND CONSTANT WIND SPEED
1) FIRST SCENARIO
In this scenario, the simulation was carried out using the
nominal parameters of the hybrid power system as listed
in Table 1, in the presence of the nonlinearity effects in
all areas and step load disturbance 1% in area−1. The

dynamic performance of the proposed controller with the
other approaches is shown in Fig. 9. The findings from the
upper to the bottom, which are shown in Fig. 9, are frequency
deviations in areas (1−4), power deviation of tie-line−12
and control error in area−1 ACE1. The control inputs of all
areas are depicted in Fig. 10. The updating curve of α(t) of
α(t)-MF-ABFFONSMC is shown in Fig. 11. Furthermore,
to assess the output response of the proposed strategy
compared to the other methods, performance indicators such
as integral absolute error (IAE), integral time absolute error
(ITAE), settling time, and peak undershoots are used in
this paper. The dynamic response of the proposed method
concerning peak undershoots and settling time for the 5%
band is displayed in Table 3. In addition, the numerical
values of the IAE and ITAE indexes are furnished in Table 4.
Corresponding graphical representations of settling time,
peak undershoots, IAE, and ITAE are shown in Fig. 12(a),
Fig. 12(b), Fig. 12(c), and Fig. 12(d), respectively. The results
presented in Fig. 9 demonstrate that the oscillations of the
transient responses with the proposed controller converge
to the steady state value faster than the other approaches.
Moreover, it is visualized from Tables 3 and 4 that better
settling time and peak undershoot with minimum values
of IAE and ITAE indexes of the system responses are
acquired by the proposed controller than the other compared
techniques. Consequently, the dynamic performance of the
proposed controller exhibits greater advantages compared to
other controllers and appears to meet the requirements of
load frequency control (LFC) even in the presence of boiler
dynamics and physical constraints.

2) SECOND SCENARIO: SENSITIVITY ANALYSIS
In this scenario, the dynamic performance of the proposed
method is assessed with a wide variation of system parame-
ters and loading conditions in the presence of boiler dynamics
and physical constraints. In order to carry out this test, the
step load disturbance 1% in area−1 and some parameters of
the power system like Tg, Tt , Tp, and Kp are varied around
their nominal values in the range from +50% to −50% in
steps of 25%, i.e., Tg ∈ [0.5Tg, 0.75Tg, 1.25Tg, 1.5Tg], Tt ∈

[0.5Tt , 0.75Tt , 1.25Tt , 1.5Tt ], Tp ∈ [0.5Tp, 0.75Tp, 1.25Tp,
1.5Tp], Kp ∈ [0.5Kp, 0.75Kp, 1.25Kp, 1.5Kp]. The frequency
deviations in area−1 1f1 under applied step load disturbance
1% in area−1 with the uncertainties in parameters Tg, Tt , Tp
and Kp) are illustrated in Fig. 13(a), 13(b), 13(c), and 13(d),
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FIGURE 22. Performance of proposed controller against wind speed
fluctuations:(a),(b),(c) and (d) show frequency deviations in a four
area,(e) represents the power deviation in tie-line−12 1Ptie,12, and
(f) displays the ACE deviation in area−1.

respectively. The corresponding quantitative analysis in terms
of performance indexes (settling time, peak undershoot, IAE,
and ITAE) is summarized in Tables 5 and 6. Figures 14(a),
14(b), 14(c), and 14(d) present the graphical representation
of settling time for uncertainties in parameters Tg, Tt , Tp,
and Kp, respectively, while the graphical representation of
peak undershoot for uncertainties in parameters Tg, Tt , Tp,
and Kp are depicted in Figs. 15(a), 15(b), 15(c), and 15(d),
respectively. Furthermore, the graphical representation of
IAE for uncertainties in parameters Tg, Tt , Tp, and Kp is
illustrated in Figs. 16(a), 16(b), 16(c), and 16(d), respectively,
while the graphical representation of ITAE for uncertainties
in parameters Tg, Tt , Tp, and Kp are shown in Figs. 15(a),
17(b), 17(c), and 17(d), respectively. The results shown in
Fig. 13 and quantitative analysis of performance indexes are
displayed in Tables 5, 6 and Figs. 14, 15, 16, and 17 indicate
that there is minimal variation in system performance when
the loading condition and plant’s parameters are changed by
±50% from their designated values. Thus, it can be deduced
that the suggested control method provides robust and
reliable control, and the controller parameters achieved under
loading conditions with nominal parameters do not require
adjustment for significant variations in system parameters or
system loading.

3) THIRD SCENARIO: PERFORMANCE OF PROPOSED
CONTROLLER AGAINST RANDOM LOADING PERTURBATION
(RLP)
To further analyze the robustness of the proposed method
against the random nature of the load, RLP, as illustrated
in Fig. 18, is considered and applied in area−1 at 2s
as a disturbance, using the same optimal values of the
proposed controller parameters that were obtained in the
first scenario. The RLP is random both in duration and
magnitude [22]. The dynamic performance of the considered
hybrid power system concerning frequency deviations in
areas (1−4)(1f1, 1f2, 1f3, 1f4), power deviation of tie-
line−12 1Ptie1 and control error in area−1 ACE1 are shown
in Fig. 19. The corresponding quantitative analysis in terms of
performance indexes (IAE, ITAE) is furnished in Table 7, and
their corresponding graphical representations are displayed
in Fig. 20. It is obliviously seen from Figs. 19, 20 and
Table 7 that the proposed controller provides a better transient
response with minimum performance indexes against RLP in
the existence of boiler dynamics and physical constraints.

B. CASE 2. PERFORMANCE EVALUATION OF THE
INTERCONNECTED HYBRID POWER SYSTEM WITH WIND
POWER FLUCTUATION
In this case, the frequency stabilization of the four-area
interconnected power system comprising wind turbines is
simulated and confirmed under wind speed fluctuations to
validate the control performance of the proposed method.
The dynamic performance of the proposed method is tested
at nominal parameters by applying the step load disturbance
1% in area−1 and wind speed fluctuations for all areas.
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The applied wind turbine power fluctuation for all areas is
shown in Fig. 21. The corresponding dynamic performance
curves for the area frequency, tie-line power, and control error
deviations in area−1 are depicted in Fig. 22. The quantitative
analysis in terms of performance indexes (IAE, ITAE) is
listed in Table 8. It is observed from Fig. 22 and Table 8 that
the dynamic performance of the proposed methods is much
better than the other methods, as indicated by the variation
curves of area frequency, tie-line power, and ACE deviations
under wind speed fluctuations.

V. CONCLUSION
For the load frequency control (LFC) problem of a four-area
interconnected hybrid power system with boiler dynamics,
physical constraints, and load disturbance, a robust α-variable
model-free adaptive barrier-function fractional-order nonlin-
ear sliding mode control (α(t)-MF-ABFFONSMC) is pro-
posed in this article. This presented α(t)-MF-ABFFONSMC
can provide good control performance with high precision
and fast response speed under loading conditions. From the
obtained simulation results on a four-area interconnected
hybrid power system, the MF-ABFFONSMC has strong
robustness against nonlinearities due to physical constraints
and boiler dynamics. The performance indexes in terms
of settling time with the proposed MPA-tuned α(t)-MF-
ABFFONSMC controller is improved about 23% over
MPA-tuned MF-ABFFONSMC, 41% over hFPAPFA-tuned
FOSWPID, 55% over IGWO-tuned Fuzzy-PID, 58% over
ALO-tuned PID+DD, 64% over MPA-tuned SMDO-iPD,
and 72% over IPSO-tuned FOPID. Furthermore, it can be
concluded that the proposed approach achieves stable and
robust control, satisfying the gains of the proposed α(t)-
MF-ABFFONSMC, and there is no need for a reset even if
the system is tested under a wide variation in the system’s
parameters and loading conditions.

In this current work, we only validated the proposed
method using Matlab/Simulink, therefore, it is crucial to
provide any limitations or constraints that may exist through
an experimental test. This opens up opportunities for future
research and improvement, as well as fosters a deeper
understanding of the potential challenges that may arise when
applying the method in practical settings.

Moreover, in future work, the effect of three-phase
short circuits and similar faults in multi-area inter-
connected hybrid power systems will be studied and
investigated.
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