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ABSTRACT H&E-stained images (HSIs) are widely adopted for revealing cellular structures and capturing
morphological changes in nuclear instance segmentation. Despite several studies aimed at differentiating
pixels of overlapping nuclei, challenges persist due to color inconsistencies introduced by non-uniform
manual staining operations. This issue leads to blurred borders and alterations in color representation within
the images. This study proposes an H&E and RGB dual attention network (HDA-Net) designed to address
these challenges and enhance nuclei instance segmentation accuracy. Specifically, our approach involves
decomposing hematoxylin, eosin, and residual (HER) components from HSIs using color deconvolution to
extract discriminative information, such as nuclei and cytoplasm, entangled in RGB images. Additionally,
we propose an H&E and RGB dual attention module (HDA) and a single-source attention module (SAM)
to effectively incorporate information from the decomposed HER to enhance RGB images. The HDA
module utilizes cross-attention between RGB features and decomposed HER to enhance RGB representation
under the guidance of the HER components. Conversely, SAM applies global channel attention to learn
the correlations between channels of each RGB and HER component. In the final decoder stage, the study
employsmulti-task learning to capture region and centroid information of the label, providing comprehensive
supervision for clustered and overlapped nuclei. Our experiments on the CoNSeP, PanNuke, and Kumar
datasets demonstrated that the proposed HDA-Net outperformed existing models, showing improvements of
1.2% in AJI and 0.76% in Dice for CoNSeP, 0.7% and 0.5% for PanNuke, and 0.21% and 0.16% for Kumar,
respectively.

INDEX TERMS Nuclei instance segmentation, attention mechanism, guided feature attention.

I. INTRODUCTION
H&E-stained images (HSIs) represent high-resolution digital
depictions of entire histopathology glass slides, offering
detailed insights into tissue and cellular structures. These
structural properties are crucial for capturing morphologi-
cal changes that hold clinical significance, particularly in
cancer diagnosis [1]. Thus, the analysis of HSIs using
diverse algorithms has gained increasing attention in digital
pathology [2]. Nuclei instance segmentation is an essential
technique used by computer-assisted systems, contributing
to diagnostic processes, such as assessing nuclear pleo-
morphism and morphology. However, HSIs demonstrate
significant inter- and intra-instance variability attributed to
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factors such as shape, size, surrounding organs, and disease
types. Furthermore, the presence of cell nuclei in groups
results in clustered and overlapping instances, posing a
challenge for precise nuclear structure segmentation.

With the advancement of deep learning in computer
vision [3], [4], convolutional neural networks (CNNs) have
been adopted for medical image segmentation [5], [6], [7],
[8]. However, thesemethods face challenges in differentiating
pixels of overlapping nuclei [9]. To address this, several
researchers have focused on detecting the location and
size of each nucleus using bounding boxes segmenting
pixels within these boxes [10], [11], [12]. However, some
approaches train networks to output pixel-wise segmentation
maps and boundary maps directly, indicating a separation
between instances [13], [14], [15]. Furthermore, a few
methods employ multi-task learning to concurrently identify
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objects and boundaries, leading to enhanced segmentation
outcomes [9], [16]. Traditional image processing techniques,
combined with CNNs, have been employed to address
touching nuclei by using methods such as watershed or
morphological operations [17], [18]. However, these methods
focus on object separation between nuclei instances to
address the issue of overlapping nuclei without considering
the color inconsistency problem occurring in HSIs [19].
The color inconsistency problem is caused by non-uniform
manual staining operations, which can result in blurred
borders within the nuclei and alterations in the color
representation of the image [20]. Considering these factors,
using only HSIs represented in RGB complicates both
color-based analysis and differentiation between nuclei
owing to the inconsistency of staining.

This study proposes HDA-Net, a novel UNet-based model
designed to harness the unique characteristics of HSIs for
extracting color-invariant features, thereby addressing issues
of inconsistency. Specifically, we first decompose the Hema-
toxylin, Eosin, and Residual (HER) components from RGB
images using color deconvolution [21]. Each component
contains discriminative and color-invariant information about
the cell compared to RGB images. As shown in Figure 1, each
cell component contains unique information.

To effectively combine and enhance the representation of
HER and RGB components, we propose a HDA and a SAM.
In HDA, we enhance the representation of RGB images by
applying cross-attention with HER components, guiding the
separation of cell elements for accurate segmentation. In each
block of the encoder and decoder, SAM enables the network
to learn correlations between the channels of each RGB and
HER component via global channel attention. The rectified
feature vector of the RGB image is subsequently forwarded
to the decoder. Utilizing multi-task learning, the model
addresses the nuclei instance map task and centroid distance
map task, providing comprehensive supervision for the
precise localization of overlapped nuclei. The contributions
of this study are summarized as follows:

• We propose HDA-Net for nuclei instance segmentation,
leveraging the unique characteristic of HSIs to extract
color-invariant features against color inconsistency
problems and segment each component of nuclei
accurately.

• We propose an HDA and SAM module to utilize the
information of the decomposed HER while extracting
the feature of the RGB image effectively. In HDA,
we make RGB representation more discriminative via
cross-attention. In SAM, we enable the network to learn
correlations between channels of each RGB and HER
component through global channel attention.

• Extensive experiments on different benchmark datasets
demonstrate that our model achieves state-of-the-art AJI
and dice scores. We further justify the generalization
ability of our proposed model via cross-domain
evaluation.

FIGURE 1. Examples of separating H&E stained images into HER
components through color deconvolution. The cell nucleus is emphasized
in Hematoxylin. The cytoplasm is easily detected in Eosin. However, it is
challenging to detect each component of the cell in the original H&E
stained image. Therefore, we decompose the H&E stained image into
Hematoxylin, Eosin, and Residual, respectively.

II. RELATED WORK
A. NUCLEI INSTANCE SEGMENTATION
With advancements in computer vision, several studies
have utilized CNNs for medical image segmentation, such
as FCN [5], SegNet [6], PSPNet [7], and DeepLab [8].
Despite these methods accurately segment instances in
medical images with complex structures, small targets, and
overlapping instances remain challenging. UNet, inspired by
FCN [5], addresses this by integrating low-level features
from the analysis path with deep features in the expansion
path using encoder-decoder skip connections, achieving a
balanced the tradeoff between local and contextual informa-
tion [13]. Researchers have proposed the advancements of
UNet, such as ResUNet, which enhances skip connections
with a dense structure through the addition of a convolution
layer.

Nuclei instance segmentation has received significant
attention in medical image segmentation. Nuclei instance
segmentation has been adopted in various classic segmenta-
tion methodologies and algorithms. Early works utilized clas-
sical computer vision algorithms, such as thresholding [22]
and morphological operations [23]. However, because of
the inter- and intra-instance variability displayed by the
nuclei, they cannot establish reliable thresholds in a complex
background. To address this issue, various methods have
adopted CNNs to automatically segment instances, which can
be divided into three primary streams.

First, detection-based instance segmentation methods
detect instances using a CNN and then segment the instances
with each bounding box [10], [11], [12]. Yi et al. detected
five predefined points in a cell using keypoint detection and
then grouped these points according to a keypoint graph [10].
SpaNet captures the spatial information in a multiscale man-
ner [12]. Secondly, semantic-to-instance segmentation meth-
ods train the network to output a pixel-wise segmentationmap
and a boundary map in end-to-end manner [13], [14], [15].
DCAN [14] leverages a dual architecture to form two separate
prediction maps simultaneously: one for nuclear contour
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FIGURE 2. The overview of our proposed model. An input RGB image is first decomposed into H, E, and R components by color deconvolution. In the
HER stream, the encoder extracts feature fβ from HER components and passes the result to the HDA module. In the RGB stream, encoders extract fα
from RGB images and pass the result to the HDA module. Given the features of each encoder fβ , fα , generate fused features, utilizing global channel
attention. These features are passed to the next encoder in the RGB stream. In decoder, fα are skip connected to decoder blocks and generate fdec .
Finally, at the last decoder block generates fnuc , fcen, and we calculate the multi-task loss (region and centroid loss).

and the other for nuclear prediction. HoVerNet [15] predicts
information encoded using horizontal and vertical distances
from the center, thereby delineating the nuclei boundaries.
Finally, several methods have deployed auxiliary tasks to
segment objects and boundaries more accurately [9], [16],
[24]. NCNet [16] also utilizes multi-task learning to predict
centroids, which is an effective approach to resolving the
overlapping nuclei problem. Similarly, CDNet [9] introduced
auxiliary task learning using a direction-difference map to
recognize the boundaries of nuclei among adjacent pixels.
USEnet [24] focuses on predicting the shape markers.
In this study, we propose an HDA-Net for nuclei instance

segmentation, which utilizes the unique characteristics of
HSIs to extract color-invariant features against the color
inconsistency problem that previous methods have often
ignored.

B. ATTENTION MECHANISM
The attention mechanism is inspired by human perception
and visual cognition and has been commonly applied in
machine learning. The attention mechanism was first applied
to natural language processing (NLP) [25], which greatly
improved capacity. Accordingly, computer vision researchers
have applied different strategies using attention mechanisms
to the deep neural networks [26], [27], [28]. Residual atten-
tion network incorporates both an attention mechanism and
residual units [26]. SENet employs squeeze-and-excitation
blocks to enable a network to perform dynamic channel-wise
feature recalibration [27]. The CBAM combines spatial and
channel attention mechanisms to integrate diverse semantic
information [28]. These Attention mechanisms can be incor-
porated intomedical image segmentation. The attention UNet
integrates the attention module into the skip connection of
the UNet [29]. ResUnet deploys multiple Attention Modules
that generate attention-aware features for U-net [30]. Deep

attentional features (DAF) suppress the background noise of
the low-level features of CNN, thereby increasing the target
detail information of high-level features [31]. Hou et al. [32]
proposed a feature fusion algorithm based on an attention
mechanism and used it for aortic segmentation. Fan et al. [33]
proposed guiding a network for lung infection segmentation
of the boundary information of the target area using an edge
attention mechanism. In this study, we propose HDA and
SAM to incorporate the information from decomposed HER
and RGB images via an attention mechanism.

III. PRELIMINARY
A. HER COMPONENT EXTRACTION
In H&E staining, hematoxylin stains the cell nuclei blue,
and eosin stains the extracellular matrix and cytoplasm
pink. Color deconvolution (CD) is used to separate the
hematoxylin, eosin, and residual (HER) components from
the original RGB image. We aim to use the unique
characteristics of H&E staining to guide the segmentation
network. We applied a color decomposition technique [21]
to the original RGB image. Because of the nonlinearity of
the relative intensity in each channel, the intensity values
I ∈ RGB of the image cannot be used directly for stain
color decomposition. Thus, we used the optical density of the
specimen OD, which is linear with the concentration of the
absorbing stain, as follows [34]:

OD = −log
(
I
I0

)
, (1)

where I0 is the intensity of light entering the specimen. The
deconvolution matrix D is determined from the stain color
matrix M as D = M−1. Every row of M−1 represents a
distinct stain, and each column represents OD as detected by
each RGB channel. M can be calculated by measuring the
relative absorption of the R, G, and B channels on the slides
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FIGURE 3. Illustration of a detailed encoder & decoder block.

stained with a single stain. An example of the matrix M is
shown in Eq (2).

R G B

D = M−1 =

0.65 0.70 0.29
0.07 0.99 0.11
0.27 0.57 0.79

−1

=

 1.88 − 0.07 − 0.60
−1.02 1.13 − 0.48
−0.55 − 0.13 1.57

 Hematoxylin
Eosin

Residual
(2)

Finally, the output staining intensity S can be calculated as

S = D ∗ OD, (3)

where S = [h, e, r]T represents the separated intensities of
stains, and h, e, and r represent the intensities of hematoxylin,
eosin and the residual of stain separation, respectively.

IV. PROPOSED METHOD
Our proposedHDA-Net is a dual-encoder structure consisting
of HER stream and RGB stream. In the HER stream,
we extracted discriminative and color-invariant features of the
HER components and passed them to the RGB stream using
SAM. In RGB stream, these features are utilized as guided
features to enhance the representation of RGB images using
HDA and SAM.At the end of the decoder, multi-task learning
is performed for better supervision.

A. H&E AND RGB DUAL ATTENTION
We denote two feature maps fα, fβ ∈ RH×W×C , assuming that
fα is the RGB stream feature and fβ is the HER stream H is
the height of the feature map, W is the width, and C is the
number of channels. To initially integrate these two features,
we chose an element-wise summation. Z = fα + fβ , where
Z ∈ RH×W×C denotes the fused feature. Then, we apply
global average pooling to Z to exploit global contextual

information with embedded channel-wise statistics. The c-th
component is calculated as follows:

Mc =
1

H ×W

H∑
i=1

W∑
j=1

Zc(i, j), (4)

where Mc ∈ RC is an attention map that encapsulates
the global context information collected via the global
average pooling across the spatial dimensions. This attention
map emphasizes the correlation between the two features,
guiding the RGB features with HER features. We generate
the logits Lc by applying a linear transformation to Mc
and obtaining channel-wise attention weights Ac by using
softmax activation.

Lc = WcMc + bc, (5)

Ac =
exp(Lc)∑N
c=1 exp(Lc)

, (6)

where N denotes the total number of channels. R and H
are produced using a shortcut connection and elementwise
multiplication: R = Ac⊗ fα and H = Ac⊗ fβ . Finally, we got
the output fγ is obtained by an element-wise summation:
fγ = R ⊕H . By combining the two feature maps, the model
is trained to consider information from both feature maps,
which include cellular structures represented in RGB and
detailed cellular information represented in HER.

fγ = HDA
(
fα, fβ

)
, (7)

where fγ is extracted from RGB features fα guided by the
HER feature fβ and propagated to the next RGB stream
encoder block.

Algorithm 1 Procedure of HDA
Input: RGB feature fα , HER feature fβ .
Output: fused feature fγ

1: Z = fα ⊕ fβ

2: Mc =
1

H×W

∑H
i=1

∑W
j=1 Zc(i, j)

3: Lc = WcMc + bc

4: Ac =
exp(Lc)∑N
c=1 exp(Lc)

5: fγ ← (Ac ⊗ fα)⊕
(
Ac ⊗ fβ

)

B. SINGLE-SOURCE ATTENTION MODULE
We propose a single-source attention module (SAM) that is
inserted into the encoder and decoder blocks. This allows
for the extraction of robust features from both single-source
features fβ in the HER stream as well as from the fused
features fγ obtained from the HDA module in the RGB
stream. Our encoder blocks use two 3 × 3 convolution
layers and identity mapping to connect the input and
output of the convolution layer. Each convolution layer
is followed by a Batch Normalization (BN). Additionally,
we added a single-source attention module (SAM) to the
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residual network. This module operates as a content-aware
mechanism that re-weighs each channel to form robust
representations of fγ and fβ . SAM is composed of two stages.
First, the feature maps were extracted by 1 × 1 convolution.
These feature maps were then squeezed using global average
pooling (GAP) to obtain a global understanding of each
channel.

fy = GAP (BN (Conv2D1×1 (fx))) , (8)

where fy is a feature vector of length n; Second, fy is fed
through two linear layers, where the number of features is first
reduced to n

ρ
and then expanded to the original size n, where ρ

is a dimension-reduction hyperparameter. The n-sized vector
represents the weight of the original feature maps used to
scale each channel.

fout = σ
(
W2

(
µ

(
W1

(
fy
))))

, (9)

whereW1 is a linear layer that reduces the channel andW2 is
a linear layer that expands the channel. In addition, σ is the
sigmoid function and µ is the ReLU activation function [35].
In our method, the outputs derived from the two convolution
layers are processed through the SAM outputs fout followed
by identity mapping. After undergoing this process twice, the
Encoder Block is succeeded by MaxPool2D, and an output
feature map is generated.

f k+1β = Eθk
(
f kβ

)
, (10)

f k+1α = Eψk
(
f kγ

)
, (11)

where Eθk is the encoder for the HER stream and Eψk is the
encoder for RGB stream. where k denotes the number of
layers. Our Decoder Block is similar to the encoder block;
however, the decoder block is initiated with a 4×4 transpose
convolution, effectively doubling the spatial dimension of the
incoming feature map and not utilizing MaxPool2D.

f 5dec = Dθ5
(
f 5γ , f

5
α

)
(12)

f kdec = Dθk
(
f k+1dec , f

k
α

)
(13)

As shown in Eq(12) and Eq(13), the first decoderDθ5 extracts
output f 5dec using f

5
γ and f 5α . Then, decoder Dθk extracts the

output features f kdec using the skipped connected encoder
features f kα and f k+1dec of the previous decoder.

C. LOSS FUNCTION
We incorporate multi-task learning in our proposed model to
utilize extended supervision for the localization of overlapped
nuclei. In the last decoder, the region and centroid predictions
are derived from two individual 1 × 1 convolutional layers.
And the outputs are defined as fnuc ∈ RH×W×1 and fcen ∈
RH×W×1.

fnuc = Conv2D1×1

(
f 1dec

)
(14)

fcen = Conv2D1×1

(
f 1dec

)
(15)

Algorithm 2 HDA-Net Forward Process

Input: RGB HSIs image XRGB.
Output: Region prediction fnuc, Centroid prediction fcen

Apply Color Deconvolution XHER← D ∗ OD
(
XRGB

)
2: for i = 1 to 5 do

if i = 1 then
4: f 0β = XHER

end if
6: f iβ ← Eθi

(
f i−1β

)
end for ▷ HER stream

8: for j = 1 to 5 do
if j = 1 then

10: f 0α = XRGB

f 1α ← Eψ1

(
f 0α

)
12: f 1γ ← HDA

(
f 1α , f

1
β

)
end if

14: f jα ← Eψj
(
f j−1γ

)
f jγ ← HDA

(
f jα, f

j
β

)
16: end for ▷ RGB stream

for k = 1 to 5 do
18: if k = 1 then

f 6dec = f 5γ
20: end if

f 6−kdec ← Dθk
(
f 6−kα , f 7−kdec

)
22: end for

fnuc = Conv2D1x1
(
f 1dec

)
24: fcen = Conv2D1x1

(
f 1dec

)

Our model is trained for two tasks: Nuclei Region Map and
Centroid Distance Map; therefore, we need a loss function to
minimize the errors for both tasks. The losses for these two
tasks are minimized using the loss function Ltotal which is
expressed as follows:

Ltotal = λ1LDice + λ2LMSE (16)

In our experiment, we set λ1 = λ2 = 1 such that
the segmentation ability of our network is not significantly
affected by λ1 and λ2. LDice is the Dice loss [36]. Dice loss
reduces background imbalance by optimizing the network
based on the Dice overlap coefficient between the predicted
segmentation result and correct answer annotation. Dice loss
is used to calculate the difference between the actual Nuclei
Region Map compared to region prediction fnuc ∈ RH×W×1

for region loss. LMSE is Mean Squared Error (MSE) loss.
MSE loss was used to calculate the difference between the
actual Centroid Distance Map and the centroid prediction
fcen ∈ RH×W×1 using the segmentation model.

V. EXPERIMENT
A. DATASET
We evaluated our model on three nuclei segmentation
datasets: Colorectal Nuclear Segmentation and Phenotypes
(CoNSeP) [15], PanNuke [37], and Kumar [38].

56626 VOLUME 12, 2024



Y.-H. Im et al.: HDA-Net for Nuclei Instance Segmentation

TABLE 1. Comparative experiments on the CoNSeP, PanNuke, and Kumar. Red and blue are the first and second-best performance results.

FIGURE 4. Visualization of segmentation on PannNuke, CoNSeP, and Kumar datasets. From left to right: Orginal image; Ground Truth; Ours; CDNet [9];
USEnet [24]; HoVerNet [15]; NCNet [16]; Different colors indicate different instances in the images. The red dotted rectangles are drawn for a clear
comparison.

CoNSeP involves 41 H&E stained images, each of which
is 1000 × 1000 pixels at 40x magnification. Images were
extracted from 16 HSIs of different colorectal adeno-
carcinoma (CRA) HSIs, each belonging to an individual
patient group. We used the same image split as in existing
methods [15], where the training set contained 27 images and
the test set contained 14 images.

PanNuke dataset contains 7,904 images with 256 ×
256 patches from a total of 19 different tissue types and
189,744 labeled nuclei. We used the same image split
as in the existing methods [16], where the total images
were divided into three folds, each having 2,657, 2,525,
and 2,723.

Kumar dataset contains 30H&E stained images from seven
organs (6 breasts, 6 liver, 6 kidneys, 6 prostate, 2 bladder,
2 colon, and 2 stomach). Each image had 1000× 1000 pixels
at 40x magnification. We used the same image split as
in existing methods [38], where the training set contained
16 images and the test set contained 14 images.We conducted
training and evaluation using the training and test sets
individually for each of the three datasets.

B. EVALUATION METRICS
To compare our model with others, we utilized the Aggre-
gated Jaccard Index (AJI) and Dice coefficient (Dice) as
evaluation metrics [9]. In addition, we used precision and
recall to evaluate the three datasets. The AJI is a crucial
evaluation metric that quantifies the overlap and accuracy
between predicted segmentation and the ground truth for
nuclei instance segmentation [38]. Dice measures the overlap
between the ground truth and segmentation results. Precision
represents the ratio of segmented nuclei in the labeled images,
which is also called the positive predictive value. Recall
represents the percentage of the total number of nuclear pixels
in a label image correctly segmented using the proposed
method, which is also called the sensitivity.

C. IMPLEMENTATION AND TRAINING DETAILS
We used PyTorch to implement the HDA-Net on an NVIDIA
RTX 3090 with CUDA 11.2. Adam [39] was used as an
optimizer. The initial learning rate was set to 0.0005, the
batch size was four, and the training epoch was set to
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TABLE 2. Cross-domain evaluation experiments on the CoNSeP, PanNuke, and Kumar. → denotes that the left is the train dataset and the right is the test
dataset. Red and blue are the first and second-best performance results.

TABLE 3. Ablation study on the effectiveness of utilizing her
components: Hematoxylin, Eosin, and Residual Analysis.

200. For training, we randomly augmented our data using
standard data augmentation techniques, such as horizontal
flip, rotation, and cropping. The total number of parameters
in our model is 68.35M, and the inference speed is 42.89ms.
For ConSep and Kumar, each image in the datasets was
divided from the original size of 1000× 1000 to 250× 250,
resulting in 16 patches per image. The patches were then
resized to 256 × 256. For the ConSep dataset, we used
432 images for training and 224 images for testing. For the
Kumar dataset, we used 256 training and 224 test images
in our experiments. By conducting three trials, we aimed to
enhance the robustness and reliability of our performance
measurements for models trained on ConSep and Kumar
datasets. For PanNuke, we trained the model three times,
each with approximately 2500 images. In the first fold,
we consider fold1 and fold2 as the training set and fold3 as
the test set. In the second fold, we consider fold1 and fold3
as the training set and fold2 as the test set. In the third fold,
we consider fold2 and fold3 as the training set, and fold1 as
the test set.

D. COMPARATIVE RESULTS
We compared our proposed model to recent segmenta-
tion approaches used in computer vision (SegNet [6],

DeeplabV3+ [8]), medical imaging (Unet [13], Att-
Unet [29], Unet++ [40], ResUnet [30]) and methods for
nuclei instance segmentation (USEnet [24], HoVerNet [15],
CDNet [9], NCNet [16]). We conducted experiments on three
public datasets using the above models and the proposed
model. From Table 1, we can see that our proposed model
outperforms all state-of-the-art nuclei instance segmentation
methods listed in AJI and Dice. Specifically, the proposed
HDA-Net improves AJI by 1.2% and Dice by 0.76%
compared with the second-best performing model on the
CoNSeP dataset. For PanNuke, HDA-Net achieved a 0.7%
improvement in AJI and a 0.5% improvement in Dice
compared with the second-best model. Finally, in the Kumar
dataset, HDA-Net improves AJI by 0.21% andDice by 0.16%
compared with the second-best model. As expected, our
model outperformed the compared models by utilizing the
decomposed HER to localize each component of the cell.
Furthermore, we propose HDA and SAM to learn the hidden
correlations between RGB and HER components. However,
our method was inferior to the other models in terms of recall.
After analyzing Figure 5, it becomes apparent that our model
displays less noise in comparison to others. The occurrence of
noisy predictions has the potential to increase the prediction
of positive cases, thereby possibly enhancing the recall rate.
While recall value is reduced, our model has shown higher
precision. This precision is vital for accurately predicting
nuclei shapes to capture morphological changes that hold
clinical relevance [41]. The increased precision in our model
suggests that despite the challenges posed by noisy data on
recall, our model effectively categorizes positive instances,
reducing the likelihood of false positives and ensuring the
trustworthiness of predictions in clinical settings.

E. QUALITATIVE RESULTS
In this experiment, we conducted a qualitative comparison
using the PanNuke, CoNSeP, andKumar datasets. In Figure 4,
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TABLE 4. Ablation study results on the model components: Encoder,
Decoder, HDA module, and multi-task experimentation.

TABLE 5. Performance comparison of our proposed HDA method with
other attention mechanism methods.

we compare the results obtained using the methods used for
nuclei instance segmentation (CDNet, USEnet, HoVerNet,
and NCNet). As shown in the first row of Figure 4, our
proposed model, in comparison to other models, accurately
predicted the nuclei and did not make predictions for
ambiguous nuclei shapes that resembled nuclei. Similarly,
as shown in the second row, our model effectively identified
a small nucleus that the other models failed to predict. In the
third row, our model does not make mispredictions from the
others. Our HDA-Net can effectively detect even small nuclei
and ambiguous nuclei shapes, which other models struggle
to predict accurately. This is largely due to the fact that other
models focusmainly on separating the nuclei using only RGB
images. In contrast, our model is enhanced by the use of
HER components, which provide detailed information about
the nuclei for the prediction process. As demonstrated in
Table 3, the gradual integration of HER components has led
to improved segmentation results in comparison to using only
RGB images.

VI. ABLATION STUDY
A. ALGORITHM ABLATION
Here, we discuss the impact of the components in the
framework: the Encoder, Decoder, HDA, and multi-task.
Specifically, we began with experimental verification of
the Encoder and Decoder blocks by removing certain
components and replacing them with a convolution layer
similar to Unet. As shown in Table 4, when encoder blocks
are not used, a performance drop of 1.49% is observed in
AJI when encoder blocks are not utilized, and a 0.53%
drop is observed in performance when decoder blocks are
not in use. Subsequently, we discuss our proposed HDA
module. When the HDA, the AJI improved by 1.59% AJI.

TABLE 6. Comparison of performance metrics between Ours and
HER-only, a method that calculates weights using only HER and multiplies
it with RGB.

Finally, we justified the use of multi-task learning with a
centroid distance map in our proposed model by removing
the convolution layer that predicted the distance map and
observed a performance drop of 0.39% AJI. The improve-
ment in multi-task performance seems small, but the distance
map is an important element for localizing the positions
between overlapped nuclei. Overall, our model achieved
high performance by utilizing our proposed components and
generated better segmentation results in the nuclei instance
segmentation datasets.

B. CROSS-DOMAIN EVALUATION
To justify the generalizability of our model, we con-
ducted a cross-domain evaluation. More specifically,
we test the performance of Ours and other nuclei
instance segmentation methods on the Kumar→PanNuke,
Kumar→CoNSeP, CoNSeP→PanNuke, CoNSeP→Kumar,
PanNuke→CoNSeP, and PanNuke→Kumar. Each dataset
on the left was used as a training set, whereas the
dataset on the right was used for testing. The experimental
results of the cross-dataset evaluation are listed in Table 2.
For the five tasks, our method consistently outperformed
the others except for the task CoNSeP→Kumar. These
experimental results demonstrate that HDA-Net achieves
high generalizability by utilizing the decomposed HER,
which is color invariant.

C. EFFECTIVENESS OF H&E AND RGB DUAL ATTENTION
In this section, we compare the proposed H&E and RGB dual
attention(HDA)mechanismwith other attentionmechanisms,
including CBAM [28], SENet [26], GCNet [42], and ECA-
Net [43]. For each of these attention mechanisms, we per-
formed an element-wise sum operation on the RGB and
HER tensors and subsequently applied the respective CBAM,
SE-block, Global Context, and ECA modules. Additionally,
for the AAF [44], we applied the AAF module to the
RGB and HER tensors as inputs. As shown in Table 5,
the proposed method achieved the best performance for the
various attention mechanisms.

D. EFFECTIVENESS OF RGB AND HER COMPONENT
INTEGRATION ON MODEL PERFORMANCE
In this section, we conduct an ablation study to evaluate
the performance of our proposed HDA-Net method and the
HER-only method, as displayed in Table 6. Our approach,
HDA-Net, which computes weights following the integration
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FIGURE 5. Sample cropped regions were extracted from each of the three instance segmentation datasets used in our experiments. We present our
prediction results with Ground Truth for images. These results are failure cases, occurring from the prediction of images with blurred boundaries of the
cell nucleus.

of RGB and HER, is compared with the HER-only method
that solely calculates weights using HER prior to their
multiplication with RGB. Evidently, HDA-Net demonstrates
an improvement of 0.86% in AJI and 0.51% in Dice scores
over the HER-only method. This outcome underscores the
benefits of utilizing both RGB and HER rather than relying
solely on HER.

VII. DISCUSSION
We propose a nuclei instance segmentation method to
address challenges in HSIs, such as color inconsistencies and
overlapping nuclei boundaries. Our HDA-Net incorporates
the SAM into the encoder and decoder block to enhance
feature extraction. Illustrated in Figure 4, HDA-Net outper-
forms other models by avoiding incorrect shape predictions
resembling nuclei and effectively detecting nuclei missed
by alternative methods. This indicates that HDA extracts
features from RGB images guided by HER components,
providing detailed information about cells (e.g., nuclei and
cytoplasm) via an attention mechanism. HDA-Net primarily
focuses on the HER components and centroid for localiza-
tion, leading to suboptimal performance when applied to
complex textures and ambiguous boundaries. Nevertheless,
our model manages to generate outputs with reduced noise
compared to other models. In light of these observations,
our future plan involves developing a more robust model
for nuclei texture by incorporating frequency information,
which contains substantial texture details from the image,
in addition to the HER component. Furthermore, HDA-
Net demonstrates comparable performance in cross-domain
evaluation owing to the color-invariant characteristics of the
HER components. However, the proposed method does not

fully utilize decomposed HER because of the indirect nature
of the cross-attention mechanism for information injection.

VIII. CONCLUSION
HER components were extracted from H&E-stained RGB
images using color deconvolution. To leverage these compo-
nents, we proposed a novel architecture for nuclei instance
segmentation. We evaluated the method on three nuclei
instance segmentation datasets. The results reveal the pro-
posed method effectively aggregates correlations between the
two images, achieving superior segmentation than those of
previous studies. Generalizability was demonstrated through
cross-domain evaluation. However, the method used in
this study has certain limitations. Owing to the attention
mechanism’s complexity, this model is computationally
expensive and time-consuming. In our future work, we aim
to focus on reducing the time and computing limitations and
developing improved nuclei instance segmentation models.
Additionally, we plan to develop a model that is robust to
noise by also taking into account the texture of nuclei and
utilizing frequency information.
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