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ABSTRACT Recently, the concept of smart cities has become popular and got researchers’ attention because
it helps to improve citizens’ lives by providing valuable services, for instance, smart transportation, smart
homes, telecommunication, infrastructure, etc. Hotspot analysis is a classic problem concerned with spatial
analysis. Telecommunication operators and companies always care to identify the Hotspots in the city. The
hotspots are the places with very high communication strength relative to others. It is evident from the current
literature that cyber physics social systems (CPSS) are useful in the identification of hotspots in a smart
city. However, big data storage, analysis, processing, accuracy, and robustness are the key concerns. Thus
herein, we propose a smart cyber-physical-social system for the analysis of hotspots using telecom data.
Herein, our proposed CPS model is comprised of three layers and each layer has different functionality.
In our proposed model, initially, raw Call Detail Data (CDR) data is collected at the data collection layer.
Then smart CPSS passed it to the next layer. In the Data processing layer, CPSS performs pre-processing,
data storage, and analysis. Then, it constructs a graph and performs a social network analysis (SNA). Herein,
different from traditional centralitymeasures, we suggest Eigenvector and k-shell as social network similarity
and Jaccard, cosine, as social behavioral measures. Herein, the process of city hotspot identification is
performed, followed by SNA, which is conducted by quantifying the importance of each hotspot based
on metrics. Finally, our proposed smart CPSS model accurately identifies Top-Ten hotspots. In this study,
we use five-day data and compare the changes in the hotspot patterns. We validate our findings of hotspots
with the original dataset and confirm the robustness and accuracy using autocorrelation and cross-correlation
functions.

INDEX TERMS Cyber-physical social systems (CPSS), cyber-physical systems (CPS), smart city, big data.

I. INTRODUCTION
The concept of a smart city is popular nowadays and is
used to improve people’s lives. In general, information and
communications technology (ICT) plays an important role in
the development of a smart city [1]. A smart city aims to
exchange information using smart devices and provide var-
ious services to the citizens [1]. The development of a smart
city is a critical task because it requires intelligent choice and
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the planning infrastructure [1]. One of the challenging tasks
of a smart city is to build an ICT structure [1], [2]. The second
problem of smart cities is the lack of telecommunication
infrastructure. In the development and provision of intelligent
services in smart cities, graphs play an important role [3].
Graph theory is used in the modeling of highly connected

systems for example; social networks, computer systems,
biological and complex systems [3]. The graph theory models
combine the modeling of system components and device-
level logic. Big data is a recent emerging technology and is
widely used in smart cities and telecommunication. In the
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FIGURE 1. The structure of CPSS.

telecom industry, the Telecom Call Detail Records (CDR)
[4] are considered a gold mine for data scientists due to their
huge usage and high potential [5]. The challenges associated
with data are it should be clean, free from errors, with no data
duplication, and fewer missing values. In addition, it should
be available in real-time [5]. The use of big data to mine
customer behavior is called customer analytics [6] When a
person calls another using a mobile phone, the CDR event
gets generated [7]. A person doesn’t have to use a mobile
phone or GPS. In General, when a person calls another per-
son, SMS, or even accesses the internet, the CDR is generated
in the database. In many cases, telecom operators store the
data in the system database. In most cases, the telecom opera-
tors have a separate department for this purpose [6]. CDRs are
the main factor in customer analytics that need to be carefully
investigated [8]. Cyber-physical systems (CPSs) are known as
the next generation of intelligent systems and are composed
of software and hardware that can control and monitor the
physical environments using smart objects such as actuators
and sensors [9]. These are used in the development of smart
cities [10]. The smart objects in CPSS were connected to
the real world using the Internet [11]. Recently, the concepts
of CPSs have become a reality and become the core part of
Industry 4.0 [12]. This phenomenon acts as a base for cyber-
physical-social systems (CPSSs) [13].

CPSSs use big data and perform analysis to provide valu-
able services [9]. Nowadays, the global world is shifting
towards the advancements and the integration of three aspects
cyber, physical, and social [12]. A CPSS is the integration of
a CPS and a cyber social system (CSS) [11]. CPSs are not
limited to communication, multimedia, or entertainment [14].
Fig. 1 shows the basic structure of a CPSS [15]. In this

figure, a reader can see that cyber, physical, and social spaces
are connected. The first component named the social system

mainly comprised of people or citizens. These people have
relations and the relations are formed based on interaction,
personal experiences, observations, and also perceptions. The
second component is named as ‘physical system’. This com-
ponent comprised sensors and actuators. The sensing devices
comprised sensors, actuators temperature sensors, etc. These
objects are known as smart objects and were connected using
communication technologies. The communication technolo-
gies are comprised (both wireless and wired) to process the
data in the system and are shown in virtual space. CPSS
is a recent and active research area and a lot of research
has been carried out. The promising feature of CPSS is that
it provides an interface between the objects so that they
can send and receive the data and also carry out necessary
actions. The promising integration feature of CPSS helps to
improve the telecom and user services, especially in smart
cities. Researchers have worked in this direction for example;
in [16], the researchers proposed a use case study and per-
formed network analysis using mobile network telecom data.
Herein, the proposed data set is large and comprised of CDRs,
including topological and country information. Similar work
has been carried out byVisan et al. in [17]. In this research, the
authors highlighted the communication service market prob-
lems faced by telecom operators [17]. Later, they presented
various models and scenarios using telecom big data. Amin
et al. [18] proposed CPSs for the analysis of hotspots in a
smart city. The proposed system uses graph-based metrics
for the identification of hotspots. However, the metrics are
very basic and thus the accuracy is compromised and also the
robustness is not discussed.

In General, the provision of valuable services to the users
is the key part of a CPSS. The incorporation of mod-
ern communication and cutting-edge technologies focuses
on providing high-quality services using low latencies.
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Usually, the telecom big data is comprised of calls, SMS,
and Internet data and big data are telecom transactions and
pass through mobile devices. The challenges associated with
big data are efficient data storage, analysis, and processing.
These challenges became more difficult, especially with the
incorporation of modern techniques named social network
analysis (SNA) or machine learning [19]. These modern
research methods require suitable big storage, analysis, and
also modern distributed processing solutions.

From these aspects, it is necessary to propose and develop
a big data model that can handle and effectively process,
store, and analyze the big data. In addition, the proposed
model should be smart so that it can provide fast calculation
and processing time [20]. Therefore, based on these facts
and ground truths, Herein we proposed a powerful big data
platform with the ability to solve the above-stated challenges.
Our proposed CPSSmodel is very smart because it can handle
and process large-scale data using different layers.
Problem Statemen:
Hotspots or high-traffic communication areas [21] have

a high activity and density compared to the other areas in
a smart city [22]. Hotspot analysis is a classical problem
concerned with spatial analysis [23]. Telecommunication
operators and companies always care to identify the hotspots
in a city to improve the quality of service.
Motivation:
The motivation of our research is to propose and develop

a smart CPSS model that can efficiently process telecom
data and perform data analytics. The proposed CPSS acts
as a solution to the challenges associated with the extrac-
tion of large-scale data. The hotspots have a high density
as compared to the other areas of a city. Thus, hotspot
identification is useful to telecom operators and companies
to focus only on specific areas in providing high-quality
services.

The secondary motivation of this proposal is to pro-
vide a real-time big data model that will help telecom
decision-makers. It is evident from the literature that, telecom
operators and companies always take care of providing good
services to the customers. As the influential hotspots in a
network increase the service-providing features. Thus, it has
importance in the telecom domain.
Key Contributions:
The key contributions are summarized below:
• Our proposed CPSS model is smart and comprised
of three layers. Each layer has different functionality
and hence, different functions have been performed
by each layer. Our proposed model initially extracts
the hotspots as high-traffic areas from a graph and
later performs Social network analytics (SNA). Herein,
we suggested social network similarity and social behav-
ioral measures. These measures are used to quantify
the importance of each node. Thus, our proposed CPSS
model identifies Top-10 high influencers based on sug-
gested metrics and it favors accurate analysis of telecom
data.

• In previous studies, traditional centrality methods were
used. Our proposed model is unique in all aspects
because we have selected social and behavioral mea-
sures to detect the hotspots or high communication
areas. Thus, it makes our proposed model more effi-
cient. In addition, our proposed CPSS model is efficient
because it provides accuracy and robustness which are
not supported by the traditional methods.

• In this proposal, we confirmed that social network
similarity and behavioral measures are useful in the
identification of high communication areas. This will
help the telecom operators to perform accurate analysis
of large-scale telecom data.

Research Benefits:
• This research provides big data analysis using telecom
data. Thus, it helps the telecom operators and the compa-
nies to identify the hotspots (high communication areas)
in a smart city. It has a benefit for the telecom companies
so that they can pay more attention to these areas in
providing more good services in target areas.

• The proposed CPSS model is smart because it helps
to identify the high communication areas in a smart
city.

• In this proposal two research fields can be combined,
i.e. Graph theory and communication.

The paper is organized as follows. In Section II, we presented
related work. In Section III, we introduced our proposed
smart CPSS model. In Section IV, we presented the details
of a dataset. Section V, presents data analysis and a detailed
discussion of experimental results. Finally, section VI, con-
cludes the conclusion of our study.

II. RELATED WORK
In this section, we reviewed the state of the art in this
area [20]. For instance; Onnela et al. presented an analy-
sis of telecom data using CDRs [24]. For this, they have
selected a large dataset consisting of millions of CDR data
records. They have used customer call records and consid-
ered them as weighted graphs [25]. They performed analysis
and suggested weighted distribution, weighted clustering,
and degrees to identify the correlation between quantities.
According to these authors, it will help the readers to under-
stand the network structure. Similar work has been carried
out by the Nanavati et al. They suggested degree distribution
and neighborhood distribution [26] in their proposed model
and analyzed a large data provided by Indian Telecom.

Nattapon et al. presented research on CDRs using a tele-
com dataset [27]. In this study, they propose a method to
clean large data using ‘‘filters to filter’ to remove anomalies.
Ahmad et al. [28] presented an advanced framework named
the churn prediction SNAmodel. In this model, they combine
big data and machine learning [28]. Herein, they suggested
various network centrality measures to provide an equality
analysis between each node pair. They perform an analysis
and hence each node pair interacts with the others using
links [20].
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FIGURE 2. Proposed smart CPSS model.

It is evident from the literature that SNA and the centrality
measures were used in churn prediction. Modarresi et al. [29]
proposed a graph-based analysis model intending to increase
the resilience of smart homes [29]. Herein, they suggest sev-
eral topologies using smart home scenarios. Mededovic et al.
[30] explored various centrality metrics and then concluded
that they were used in the analysis of hotspots in a certain
area [30]. Herein, they performed a detailed analysis using
two weeks of telecom data to find the hotspots in the network
and also measure the interaction. In this research, they used
Eigenvector as a key measure to rank the hotspots. Seufert
et al. [31] proposed a Wi-Fi hotspot model for the building of
a smart city [31]. Herein, the Top-ten Wi-Fi hotspot locations
were identified using a public Wi-Fi dataset. They concluded
that the different Wi-Fi locations can be modeled using a
uniform distribution. The angles and the gamma distribution
can be maintained using minimum distance. This is a very
simple Wi-Fi hotspot model and the locations are used to
create the spatial distributions.

Peiyan et al. [32] presented an advanced data-forwarding
method for opportunistic networks [32]. In this research, they
explored various sizes of hotspots in the network. Herein,
they propose a Hoten as a metric used for routing. This
metric is used in human mobility. Another measure named
entropy is employed. The function of entropy is to identify
the public and personal Hotspots. Brdar et al. [33] presented
a knowledge retrieval model using telecom data [33]. Herein,
They suggested various centrality measures named closeness
and degree centrality [34]. Finally, Amin et al. [18] proposed
CPSs for the analysis of hotspots in a smart city. The proposed

system uses graph-based metrics for the identification of
hotspots. However, the accuracy and the robustness are not
presented.

Briefly in the above review, we presented various
researcher’s work and they used traditional centrality mea-
sures for example Degree, closeness etc. In summary, these
centrality measures are used for detecting the influencers
in small or medium-scale networks. It is noticed that they
are not suitable for large-scale networks. Similarly, a few
measures for example; PageRank, etc. is incompatible with
the telecom data. Because it is used to rank web pages over
the Internet [20]. Therefore, to overcome these issues. Herein,
we propose a smart CPSS model to measure the large traffic
areas in smart cities. Our proposed model is unique in all
aspects because we have selected social and network mea-
sures to detect the hotspots. It is noted that in previous studies,
these measures were not used. Thus, it makes our proposed
model more efficient. In addition, our proposed CPSS model
is smarter because it provides accuracy and robustness which
are not supported by the traditional methods. The details of
our proposed conceptual model are discussed in section III.

III. INTRODUCTION TO THE PROPOSED SMART CPSS
MODEL
Herein, we explain our proposed smart conceptual CPSS
model. Our proposed model is a four-layer model, and
each layer has different functionality. Fig. 2 shows our pro-
posed smart conceptual framework. In this diagram, the
functionality and the working mechanism of each layer are
given.
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TABLE 1. Dataset description.

TABLE 2. Genrated data.

A. DATA GENERATION AND COLLECTION LAYER
This layer is responsible for the data generation and the
basic function is to generate and efficiently process the data.
Initially, raw low-level CDR data is collected as shown in
Fig. 2. The data is usually comprised of both CDR and
customer data. At first CDR data includes call type (incom-
ing/outgoing), calling number, called number, switch ID, and
call duration. On the other hand, the customer data comprised
the customer’s name, age, address, sex, and customer ID. The
user CDR consists of SMS, call and voice calls, etc. Herein
first the data is collected and then transmitted to the next layer
for further processing.

B. DATA MANAGEMENT AND PROCESSING LAYER
This layer receives the data from the upper layer. The basic
function here is to normalize the data into a meaningful form.
In this way, meaningful information is extracted from that
data. It is observed that when we process large amounts of
data it requires a variety of resources and power. It is evident
from the literature that traditional data processing methods
are not feasible to handle large-scale data. Thus, we should
propose and develop a smart model that can preprocess large-
scale data. Herein, our smart CPSSmodel can tackle this issue
by following these steps.

Initially, the incoming large data stream is stored in a
database named; filtered big data, and then handled by using
the Python data analysis library (pandas). The data handling
procedure is shown in Figure 1. The basic function of this
layer is to store the data. Herein, the data storage system cre-
ates filtered big data. Herein, the initial processing steps have
been performed, for instance; handling the redundant data
and dealing with data with errors. Subsequently, the received
data is converted into a graph database. Herein, the Pandas
perform cleansing, transforming, and the manipulation of the
data [35].

Network X [35], uses that database and generates a graph.
The graph database can then extract the hotspots. Network
X has a data structure for graphs for example; directed, in-
directed, etc. Herein, our proposed social network similarity
and social behavioral measures are applied. The data storage
unit initially creates filtered and redundant data and the errors
were removed. The smart CPSS processes an equal amount
of data and generates the graphs as output at the same time.
Finally, the error-free data is converted into graphs. The
processed data is forwarded to the graph-building component.

1) GRAPH BUILDING COMPONENT
This component is a key part of our proposed model. Herein
the process of graph construction has been performed. Milan
city is represented as a Graph G. In G the set of nodes is con-
sidered a hotspot and the set of edges is considered a hotspot.
A weighted network is represented as G=(V ,E). We have
assigned two different types of weights that connect each
edge. These weights depend upon the call duration between
both sides of the edges. The graph-building component
increases the efficiency of our proposed model by dividing
the graph into numerous mutually exclusive subgraphs. After
completing this task the independent subgraphs are sent to
the processing server for further processing. Hence, the over-
all system load balance is maintained. Herein, the parallel
graph processing component processes the graph, and also
multiple servers are available to process each sub-graph as
shown in Fig. 2. Herein, each parallel graph processing server
is equipped with a specific graph algorithm. The specific
algorithm runs based on the user’s request. As a result,
every server produces corresponding output to each graph
algorithm for each subgraph of the main graph. When graph
processing is required, the subgraph forwards all independent
subgraphs to the processing server, here the load balancing
task has been performed. After that data management and
processing layer output in the form of segments. Each seg-
ment corresponds to the result on each graph. These chunks
were aggregated and here the finalized dataset was sent for
further processing to a designated server. Herein, the graph
data is first stored on the local disk and then forwarded to the
next layer.

C. DATA INTERPRETATION LAYE
The data interpretation layer comprised three units named
cloud server, a storage device, and a data center as shown
in Figure 2. After completing of data management and pro-
cessing tasks, the attained results were ready for compilation.
Herein, the parallel graph processing server forwards all
results including, partial and complete results (performed in
the data processing layer) to the data storage center (Data
interpretation layer). Herein, initially, these graphs were
stored in the result storage and the data center (As storage
locations). The functionality of both storages is similar and
therefore, it depends upon the user’s choice. It should be
noted that the cost of both storage devices will be different.
Herein, the security component provides basic security to
these storage locations. The data interpretation layer handles
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FIGURE 3. Area identification: milan cells.

both database management and storage tasks efficiently.
Finally, our proposed smart model stores, analyzes, and visu-
alizes the achieved results to end users. In the next section,
we discuss the details of the dataset and the achieved results.

IV. DATA PREPARATION
we have used the ‘‘Telecom Italia Big Data Challenge’’
dataset [22]. This data was provided by the telecom provider
and collected in November 2013. Data between Trento and
Milan cities were collected and a description of the dataset is
given in Table 1. In this table, the dataset type, issuer, and size
of the dataset are given. The key elements are given below:

• The ID field shows the identification numbers for Milan
and Trento.

• The volume field shows the incoming/outgoing connec-
tions for SMS.

• The time field shows the time for an event.
• The incoming /outgoing connections field for any calls
is shown as volume.

• The Internet traffic and country code fields are given in
the dataset.

We have used ‘‘mobile phone activity’’ which contains,
records, Internet data, and SMS as key elements. Herein, the
description details are given below.

• id1 field shows the number of squares in Milan/Trento.
• id2 field shows the square of the Milan/ Trento grid.
• The Times field shows the time occurrence of events.

A. THE IDENTIFICATION OF HIGH COMMUNICATION
AREAS
In this section, we explain the process of identifying high
communication areas and later, we suggest metrics for these
communication areas.

As mentioned earlier, the first step is to identify the high
communication areas. Herein, we have defined a parameter
named threshold. This is a key parameter and is used to iden-
tify high communication areas. This parameter extracts the
minimum amount of communication traffic in a certain area.
This is a dynamic parameter and can be changed according
to the environment and circumstances.

FIGURE 4. HeatMap telecom activity.

Let, i is denoted as a high communication area.

Ii >
1
N

.

N∑
j=1

Ii + ω (1)

Ii is the communication strength for the area i and ω is
computed using the below equation.

ω =

Trif −
1
N

.

N∑
j=1

Ij

P (2)

In Equation 2 Trif is denoted asmaximum amount of commu-
nication in all areas, and P is a cutoff or threshold parameter.
By applying equation (1) and (2). The extracted specific areas
of Milano province’s grid are shown in Fig.3.

In this figure, a reader can see that Milano province’s grid
divides the whole province into various cells (approximately
ten thousand). Herein, we ignore, those few cells that are
outside of the province boundary, and the cells within the
boundary are only considered. Fig.4 shows a heat map of
telecom activity. The x-axis shows the day and the y-axis
shows the CellID. We can see that the cell is increased from
day 4 to 7. It is noted that it is relatively low from day 1 to 3.
The darker ones (represented in different colors) shown in this
figure are more active than the other cells (shown in yellow
or orange color).

Fig. 5 shows the highly active cells on the map. Fig. 6
is the extended form of Fig.5 shows the overlay of those
locations (Popular point locations) on the map. In this figure,
the highlighted cells have maximum telecom activity and
the points shown on the map are popular locations in the
province. The identified locations shown on the map have
high traffic as compared to the other areas in a city.

Fig.7 shows the visualization of mobile phone and internet
activity in these areas. Herein, we can see that high commu-
nication activity has been observed in Dumo, Bocconi, and
Navigli. A reader can see in the figure that the number of
connections in the Duomo is higher than in both Bocconi and
Navigli. This is because a lot of people were living in both
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FIGURE 5. Highly active cells Identification.

FIGURE 6. Popular point locations overlaid on active cells.

FIGURE 7. Mobile phone and internet activity in different areas.

areas. The calls were reduced during the weekend. Table 2
shows the generated output of data along with key elements.

B. USEFUL SOCIAL NETWORK SIMILARITY AND SOCIAL
BEHAVIORAL MEASURE
After finding high-strength communication areas, the next
step is to use social network similarity and social network
behavioral measures to quantify the importance of each

hotspot. The suggested measures are used to get useful
insights into the networks and are also helpful in under-
standing the structural and behavioral properties of nodes.
In addition, it shows the differentiating of nodes based on
their importance in the network.

1) IDENTIFYING TOP-TEN HOTSPOTS USING SUGGESTED
MEASURES
In the previous research discussed in [5], and [18] traditional
centrality measures were used to identify the influentials
in the network. However, these traditional measures were
used for detecting the influencers in small or medium-scale
networks. It is noticed that these measures are not suitable for
large-scale networks. In addition to computation, they need
complex calculations. Simialry, few measures for instance;
PageRank is incompatible with the telecom data. There-
fore, these are not enough, and herein, we employed more
advanced measures to quantify the influentials [36], [37]. The
complete description of social network similarity and social
behavioral measures measures are given below.

2) EIGENVECTOR CENTRALITY
Eigenvectors are used to identify the most important nodes
while considering the importance of neighbors in a network.
It is an extended form of a degree of centrality [38]. The
eigenvector in a node’s influence is calculated based on the
number of connections to others in the network [39], [40].
The eigenvector for a node v is defined as:

EV (v) =
1
λ

∑
j=1

Aij vj (3)

where λ is a constant scaler value. The adjacency matrix is
square and is represented by Aij [40].

Aij =

{
1 If there is an edge between vi and vj
0 Otherwise

(4)

3) K-SHELL MEASUR
Wang et al. [41] proposed this measure based on the k-shell
value. The k-shell is an iteration factor and is computed as;

σv = ks.
(
1 +

n
m

)
(5)

Herein, ks is the k-shell value for a node v and, m is the
iteration number. The v is the removed node in the n − th
iteration of k degree. The proposed influence capability is
computed based on:

ICv = σv.Dv +

∑
v∈N (v)

σu.Du (6)

where ICv presents the influence capability of a node v and σv
is the k-shell iteration factor. This is a global measure. Here,
the IC takes into consideration both global and localmeasures
for the finding of the most influential nodes in the network.
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FIGURE 8. Top-ten hotspots identification using eigenvector as social network similarity
measure.

FIGURE 9. Top-ten hotspots identification using K-shell as social network similarity measure.

4) JACCARD MEASUR
This measure is used to normalize the number of shared
neighbors between two nodes in the network. The size
depends upon the union of two neighbors in the network.

SimJacc (v, u) =
N (v) ∩ N (u)
N (v) ∪ N (u)

(7)

Herein, N (u) shows the neighbors of node v.

5) COSINE MEASURE
It is the cosine angle between the feature vectors of neighbor-
ing nodes in the network. The measure is computed based on

the below equation.

SimCos (v, u) =
N (v) ∩ N (u)

√
|N (v)| ∗ |N (u) |

(8)

Herein, the similarity score is computed based on the above
equation. This achieved score is the average between two
similarity measures. The similarity score is used to detect the
pairs that have the probability of being similar.

V. DATA ANALYSIS AND EXPERIMENTAL RESULT
In this section, we performed detailed data analysis and also
initiated a detailed discussion on the achieved experimen-
tal results. Herein, we use ‘Network X’, as is a popular
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FIGURE 10. Top-ten hotspots identification using jaccard as social behavioral measure.

FIGURE 11. Top-ten hotspots identification using cosine as social behavioral measure.

network package used for the analysis of networks. Net-
work X core package provides a complete data structure and
is comprised of various algorithms used for directed and
undirected graphs. It has the support of a powerful mod-
ern programming language named Python. Python provides
various features including flexibility. In addition, It includes
many useful and powerful Python libraries named Pandas,
NumPy, SciPy, and Matplotlib [35].

Tomeasure the importance of each hotspot. Herein, we first
calculate every hotspot by using suggested metrics. Herein,

we have used the ‘‘Telecom Italia’’ dataset mainly comprised
of Milan City for the big data analysis.

We first identified the high communication areas in a
smart city using Equations (1) and (2) and the probabil-
ity p= 0.75. Then, our proposed smart CPS model applies
the suggested social network similarity and social network
behavioral measures. Finally, we identify Top-Ten hotspots
using our proposed smart CPSS model.

Herein,M (x) is the set of nodes except node x, and d(..) is a
function that calculates the distance between two connected
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FIGURE 12. Auto- correlation | Jaccard.

FIGURE 13. Auto- correlation | Cosine.

nodes in a graph. To measure the importance of high com-
munication areas, we calculate each hotspot using suggested
measures.

The first experimental result shows identified Top-Ten
hotspots using Eignvactor. we use this measure as a social
network similarity measure and the obtained result is shown
in Fig. 8. In this figure, a reader can see that the x-axis present
the hotspot IDs and the y-axis shows attained eigenvector

values. As we mentioned earlier the Eigen vector favors high
weights. A reader can see that (4955, 4956, 4961)IDs have
the highest value. On the other hand (4459, and 5256) have
the lowest values.

Now we calculate k-shell as a social network similar-
ity measure using same dataset. In Figs.9, we can see
that ID number (4955, 4956, 4961) has the highest value
among others. We can see that the result is quite similar to
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the eigenvector measure. The conclusion drawn from these
results is that both measures always favor those hotspots
having high weights. Another key finding from this result is
that the adjacent IDs as hotspots were the neighbors to others.
If we look again at Fig.6 and compare with these results,
we can see that mostly active cells were discovered in the
center of Milan city. Herein, the achieved result proves that
most of the hotspot IDS are located in the center. Thus, this
observation simplifies from analysis that the achieved results
are efficient.

The summary drawn from these results is given below:
• ID numbers 4955, 4956, 4961 have the highest scores in
both measures. This is due to the dynamic behavior of
these measures. Because it always favors high-weight
and also supports short links in the network. Eigenvector
and Jaccard always favor traffic areas with high weights.
If we combine these facts, it can be noticed that has the
same score.

Fig. 10 and Fig. 11 show the achieved results from Jaccard
and cosine social network behavioral measures respectively.
In this figure, we can see that more than one identified
Hotspot IDs were the same as shown in Fig. 8 and Fig.9.
This means that the ranking of hotspots remains practically
the same for all metrics.

A. ACCURACY AND ROBUSTNESS
To compare the accuracy of achieved results. Herein, we sug-
gest a cross-co relation function. This function is used to
detect if there is a correlation between the achieved results
received from two-time series are the same or not. In our
scenario, we have a discrete number of hotspots, therefore,
we suggest a discrete version of the cross-correlation func-
tion. This function is defined as [42]:

(F ∗ g) [n] =

+∞∑
m=−∞

f [m] .g[m+ n] (9)

To measure the robustness of these results. Herein, we use
the cross-correlation function. In addition, we have used
corresponding auto-correlation. This is used to show the cor-
relation of time series with a delayed copy of itself [42].

(F ∗ f ) [n] =

+∞∑
m=−∞

f [m] .f [m+ n] (10)

Fig 12 and Fig 13 both show the relative difference between
cross-correlation and auto-correlation. Fig. 12 shows the
experimental result of the auto-correlation using the Jaccard
measure. In this figure, we can see the difference between
the autocorrelation and the cross-relation. The x-axis shows
the shift τ . The y-axis shows the difference in %. On the
other hand, Fig. 13 shows the result of autocorrelation and
the cross-relation of the cosine measure. Let us examine these
figures carefully, Herein, a reader can see that the percent
difference is 5% for Jaccard and cosine is less than 3%. This is
used to quantify the difference between the observed level of
similarity and the perfect ones. The difference is less than 5%

for Jaccard and cosine is less than 3%. These experimental
results prove the consistency of our results. Our finding is
that the ranking of both hotspots and the relative difference
of metrics per hotspot does not vary significantly.

In summary, the overall evaluation of our proposed model
shows that social network similarity and social behavioral
measures gave us more efficient and accurate results in the
finding of hotspots in a smart city.

VI. CONCLUSION
Herein, we proposed a smart CPSS model on a big data plat-
form by using telecom data. The smart CPSSmodel is divided
into different layers and each layer has different functionality.
At first, the data collection layer receives raw telecom data.
The next step is to pass through the data processing layer.
The data processing layer performs different functions, for
instance, processing, storage and analysis, etc. Then, it con-
structs a graph and performs a social network analysis (SNA).
Herein, the high communication areas in a city were iden-
tified and secondly, Top-10 hotspots were discovered using
social network similarity and social behavioral measures. It is
evident from the results that our proposed big data analysis
has shown that the ranking of hotspots remains practiced
under these metrics. In addition, we found that the variance
of results is significantly smaller for Milan. This research is
helpful the traffic forecasting. In the future, will perform a
detailed analysis of the complete dataset that comprises every
week’s data for Trento.
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