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ABSTRACT Resolution Enhancement Techniques (RETs) in optical lithography have become essential
for achieving the continuous shrinkage of technology nodes. The primary techniques in RETs include
source mask optimization. Generally, lithography simulation, which estimates the image formed on wafers,
is utilized in RETs. To optimize the light source and mask, optical conditions such as the light-source
shape, numerical aperture, and exposure wavelength need to be adjusted in the lithography simulation.
However, there is a shortage of open lithography simulation tools that cover various optical conditions.
In academia, the study of source optimization in optical lithography is challenging. In this paper, we present
the development of a lithography simulation tool set for source mask optimization. In our lithography
simulation tool set, users can set optical conditions such as the light-source shape, mask shape, numerical
aperture, and exposure wavelength. One function in our lithography simulation tool set calculates light
intensity using the Transmission Cross Coefficient (TCC) model, while another function calculates it using
the Sum of Coherent System (SOCS) for the specified optical conditions. In experiments, we verified the
accuracy of our lithography simulation tool set and evaluated its execution time.

INDEX TERMS Optical lithography, lithography simulation, source mask optimization (SMO),
transmission cross coefficient (TCC), sum of coherent system (SOCS).

I. INTRODUCTION
Optical lithography is one of the semiconductor manufac-
turing processes. It involves creating a mask based on a
designed circuit pattern and forming a circuit pattern on
wafers by light exposure. To achieve high-density integration
of semiconductor devices, it is essential to optimize the
lithography process to obtain the desired wafer image from
the designed circuit pattern. The half-pitch HP of the
lithography is determined by Rayleigh’s equation, and it
is expressed by the following equation using the exposure
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wavelength and Numerical Aperture (NA) [1].

HP = k1
λ

NA
,

where k1, λ, and NA are proportionality constant, exposure
wavelength, and NA, respectively. So far, the lithography res-
olution has been improved by shortening λ and increasingNA.
However, as technology nodes shrink, the impact of process
variations such as exposure dose and depth of focus increases.
The process variations may cause hotspots that degrade
yield and performance. Therefore, Resolution Enhancement
Techniques (RETs) that optimize the lithography process
are required to enhance the pattern fidelity and tolerance to
process variations.

Major technologies in the RETs include mask and source
optimizations. Optical Proximity Correction (OPC) is a mask
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FIGURE 1. Source mask optimization (SMO).

optimization technique that corrects the mask shape for
exposure. On the other hand, source optimization adjusts
the luminance distribution of the light source. Additionally,
as illustrated in Fig. 1, the method that optimizes the mask
and source simultaneously to maximize the performance of
the optical system is referred to as SourceMask Optimization
(SMO). SMO serves as an effective optimization method in
optical lithography [2].
To implement these RETs, lithography simulation is

employed. In lithography simulation, the imaging process
in optical lithography is described by mathematical models.
It is essential to construct an environment for lithography
simulation that accurately calculates aerial images under
specific optical conditions.

An open-source lithography simulation tool was provided
by the ICCAD 2013 contest [3]. This simulator utilizes a
model known as Sum of Coherent System (SOCS) kernels
to estimate the wafer image transferred under specific optical
conditions from the geometric shape data of the mask. The
SOCS model enables a quick calculation of the aerial image
from both the mask and a set of SOCS kernels representing
optical conditions. Researchers have extensively studied
mask optimization using the ICCAD tool [4], [5], [6], [7], [8],
[9], [10]. However, the ICCAD tool does not allow changes in
the optical conditions, such as the light-source shape, NA, and
the amount of focus error (defocus). Additionally, the sizes
of the mask and wafer images are fixed. In [3], the providers
of the ICCAD tool mentioned that the light wavelength was
193 nm and the light-source shape was annular, but they did
not describe details on other conditions. Therefore, many
mask optimization studies have been evaluated under only
partially known optical conditions.

Lithosim [11] also calculates the aerial image by the
SOCS model under fixed optical conditions. Lithography-
Simulation [12] analytically calculates the aerial image for
the mask pattern with lines and spaces. In optolithium [13],
the mask shape can be freely set, and a parametric source,
such as an annular shape, can be utilized. However, open

lithography simulation tools, including [11], [12], [13], lack
the flexibility to adjust the source shape and optical condi-
tions and cannot derive a set of SOCS kernels for specific
source shapes and optical conditions. Although commercial
lithography simulation tools are available, they are expensive
to use and cannot be customized. Therefore, in academia, it is
difficult to study source optimization in optical lithography.

In this paper, we develop a lithography simulation tool
set K-Litho that derives aerial images under various optical
conditions. K-Litho includes two tools: K-Litho-TCC and K-
Litho-SOCS. K-Litho-TCC enables users to set parameters,
including the light-source shape, grid size of the light source,
NA, light wavelength, defocus, dose, mask shape, and mask
size. The aerial image is calculated by the Transmission
Cross Coefficient (TCC) model. Additionally, K-Litho-TCC
has the capability to derive a set of SOCS kernels for
specified optical conditions, which can be input into the
ICCAD tool [3]. In K-Litho-SOCS, the aerial image is
calculated by the SOCS model for the specified SOCS
kernels. K-Litho-SOCS is faster than the ICCAD tool due
to applying Fourier interpolation. Of course, the SOCS
kernels derived by K-Litho-TCC can be input into K-Litho-
SOCS. In experiments, the accuracy of our lithography
simulation tool set was verified by comparison with another
light-intensity calculation model, an analytical one, and
existing open lithography simulation tools. Furthermore,
we assessed the execution time by varying the mask size and
source grid size in our experiments.

We have released K-Litho via GitHub1. We believe that
K-Litho will contribute to the progress of source mask
optimization research.

II. PRELIMINARIES
In this section, based on [14] and [15], we present the optical
system and introduce two light intensity calculation models,
i.e., the TCC model and the SOCS model.

A. OPTICAL SYSTEM
In optical lithography, a circuit pattern is formed on a
wafer by light exposure using a mask based on a designed
circuit pattern. A partially coherent optical system is widely
employed in lithography simulation (Fig. 2). In this system,
a finite-sized light source is utilized, but it is treated as a
collection of infinitely small sources, with the assumption
that the light emitted from different source points does not
interfere with each other.

When the size of the mask pattern is smaller than
wavelength, the light passing through the mask undergoes
diffraction. The diffracted light is focused by a lens group
to form a wafer image. However, during the condensation of
the diffracted light by the lens group, not all of it is focused
due to the limited size of the lens. It results in the removal
of high-frequency components. In other words, the exposure

1K-Litho, https://github.com/LithoSimulator/K-Litho.
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FIGURE 2. Partially coherent optical system.

apparatus can be viewed as a low-pass filter for the pattern
formed on the mask.

Additionally, within the lens group, there exists a region
known as the pupil plane, where the light diffracted from the
mask becomes parallel. The diffracted light distribution of the
mask in the pupil plane corresponds to the Fourier transform
of the mask pattern. The aerial image on the wafer can be
calculated from the Fourier transform of the diffracted light
distribution at the exit pupil.

The valid region of the light source is determined by the
ratio σNA/λ, where σ represents the coherence factor in the
optical system. The size of the light source is normalized by
σNA/λ, and the light-source region is defined by a circle with
radius 1. The shape of the light source is discretized by a
grid within the bounding box of the circle. The light source
intensity distribution S is configured within this grid. Each
pixel in S is assigned a value between 0 and 1. The mask M
is represented by an n × n matrix. Each element in M takes
on a value of 0 or 1 (M ∈ {0, 1}n×n). Pixel valueM (x, y) = 1
(M (x, y) = 0) indicates the opening (shielding) part at the
pixel with coordinates (x, y) in the mask.
The image formed on the wafer is estimated based on the

aerial image. For example, in a simplified model known as
the constant threshold resist model adapted in the ICCAD
tool [3], a pattern is formed on the wafer at pixels where light
intensities surpass a predetermined threshold. Note that we
do not discuss the resist model and the quality of the image
formed on the wafer because we focus on only the calculation
of the aerial image on the wafer in this paper.

B. TRANSMISSION CROSS COEFFICIENT (TCC)
We introduce Abbe imaging and the TCC model to calculate
the aerial image on the wafer.

An aerial image is acquired by squaring the amplitude of
the light exposure on the wafer. The amplitude distribution
U (x, y, sx , sy) on the wafer with coordinates (x, y) generated
by the light emitted from the source with coordinates (sx , sy)
is described by the following equation.

U (x, y, sx , sy) =

∫ ∫
∞

−∞

M̂ (fx , fy)P(fx + sx , fy + sy)

× ei2π ((fx+sx )x+(fy+sy)y)dfxdfy,

where fx and fy represent the spatial frequency coordinates
on the pupil plane, M̂ (fx , fy) denotes the diffracted light of
the mask obtained by the Fourier transformation of the mask

pattern, and P(fx , fy) indicates the projection pupil. The light
intensity exposed on the wafer is determined by integrating
the light source intensity distribution S(sx , sy) and the squared
optical amplitude distribution |U (x, y, sx , sy)|2 in the partially
coherent imaging model.

I (x, y) =

∫ ∫
∞

−∞

S(sx , sy)|U (x, y, sx , sy)|2dsxdsy. (1)

This equation is known as Abbe imaging. Note that although
U (x, y, sx , sy) depends on the source coordinates (sx , sy),
it remains independent of the light source intensity distribu-
tion in the Abbe imaging. This implies that U (x, y, sx , sy) is
not changed even if the light source intensity distribution S is
changed. When the light source is optimized for a fixed mask
shape, the Abbe imaging reduces the calculation time for the
aerial image.
Here, we introduce TCC, which describes the magnitude

of the transmission of the interference fringes generated by
the two spatial frequency components (fx , fy) and (f ′

x , f
′
y ).

TCC(fx , fy, f ′
x , f

′
y ) =

∫ ∫
∞

−∞

S(sx , sy)

× P(fx + sx , fy + sy)

× P∗(f ′
x + sx , f ′

y + sy)dsxdsy, (2)

where symbol ∗ represents a complex conjugate. Equation (1)
can be expressed by TCC(fx , fy, f ′

x , f
′
y ) as follows:

I (x, y) =

∫∫∫∫
∞

−∞

M̂ (fx , fy)M̂∗(f ′
x , f

′
y )

× TCC(fx , fy, f ′
x , f

′
y )

× ei2π ((fx−f
′
x )x+(fy−f ′

y )y)dfxdfydf ′
xdf

′
y . (3)

The TCC is derived from the light source intensity
distribution S and the projection pupil P. S(sx , sy) is
normalized within the valid region as follows:

1 =

∫ ∫
√
s2x+s2y≤σNA/λ

S(sx , sy)dsxdsy.

Next, the projection pupil P(fx , fy) is expressed by the
following equation.

P(fx , fy) =

{
ei

2π
λ
W , if

√
f 2x + f 2y ≤ NA/λ

0, otherwise,

where W represents aberration. The aberration caused by
defocus is given by:

W = 1z
√
1 − (f 2x + f 2y )λ2,

where 1z represents the defocus. Various types of aber-
rations, including coma and spherical aberrations, can be
represented using Zernike polynomials. However, in this
paper, we omit a detailed discussion of these aberrations
since our focus is on the basic lithography simulator for
source mask optimization. We will enhance our lithography
simulation tools in terms of the aberrations in our future work.
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FIGURE 3. The flow of the ICCAD tool [3].

The TCC is independent of themask. Therefore, the TCC is
reusable whenmultiple masks are exposed in the same optical
conditions. Omitting the TCC calculation in fixed optical
conditions reduces the calculation time for the aerial image.

C. SUM OF COHERENT SYSTEM (SOCS)
In general, the SOCS model is employed as an optical
model, and the aerial image is quickly derived by this
approximation [16]. In the SOCS model, information such
as the light source and optical illumination system is
decomposed into a set of kernelsK . The kernels utilized in the
SOCS model are obtained by Singular Value Decomposition
(SVD) of the TCC shown in Eq. (2), where each kernel ki ∈ K
has an eigenfunction φi (∈ Cn×n) behaving like a filter, and
an eigenvalue σi (∈ R) corresponding to its weight.

The aerial image I (x, y) (∈ R) is expressed by the
convolution of each kernel and maskM .

I (x, y) =

∑
ki∈K

σi|φi ⊗M (x, y)|2, (4)

where ⊗ indicates two-dimensional n× n convolution.

D. FLOW OF ICCAD TOOL
The flow of aerial image calculation in the ICCAD tool [3]
is depicted in Fig. 3. The aerial image in the SOCS model
is calculated through the convolution of the SOCS kernels
and a mask M , as presented in Eq. (4). The convolution
in the spatial domain is transformed into a product in the
frequency domain. Consequently, the ICCAD tool applies
Fast Fourier Transformation (FFT) to the mask to represent
it in the frequency domain. Subsequently, the product of
each SOCS kernel and the mask in the frequency domain
is computed. The result of this product for each SOCS
kernel is transformed back to the spatial domain by inverse

FIGURE 4. The flow of the proposed lithography simulation tool using the
TCC model, K-Litho-TCC.

FFT to obtain the optical amplitude distribution in each
kernel. Finally, the aerial image is derived by summing the
squared optical amplitude distributions of all SOCS kernels,
as presented in Eq. (4).

The time complexity of the ICCAD tool depends on the
FFT and the inverse FFT. The time complexity of the FFT
and inverse FFT with n2 elements, which are the size of the
mask M , is O(n2 log n2). In the ICCAD tool, although the
FFT for the mask is performed only once, the inverse FFT for
the product of each SOCS kernel and the mask is executed
|K | times. Consequently, the time complexity of the ICCAD
tool isO(|K | ·n2 log n2). As discussed in the experiments, the
ICCAD tool is not efficient. Since the size of the output is
the same as that of the input in the FFT and the inverse FFT,
the optical amplitude distribution with n× n in the frequency
domain for each kernel is input to the inverse FFT in the
ICCAD tool. Consequently, the inverse FFT with n × n is
applied |K | times, and its execution time is long.

III. PROPOSED METHOD
A. OUR LITHOGRAPHY SIMULATION TOOL SET
In this paper, we develop a lithography simulation tool
set named K-Litho. K-Litho encompasses three primary
functions: (A) aerial image calculation by the TCC model
under specified optical conditions, (B) derivation of a set of
SOCS kernels under the specified optical conditions, and (C)
aerial image calculation by the SOCS model with the given
set of SOCS kernels. K-Litho comprises two distinct tools:
K-Litho-TCC, which implements functions (A) and (B), and
K-Litho-SOCS, which performs function (C).

B. FLOW OF K-LITHO-TCC
In K-Litho-TCC, (A) the aerial image is calculated by the
TCC model, and (B) a set of SOCS kernels for the specified
optical conditions is derived. Figure 4 illustrates the flow of
K-Litho-TCC.

In K-Litho-TCC, users can set parameters such as light-
source shape, grid size of the light source, NA, light
wavelength, defocus, dose, mask shape, and mask size. The
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TCC model calculates the light intensity in the frequency
domain, and the aerial image is obtained through the
inverse FFT. Section III-B1 describes the aerial image in the
frequency domain using the TCC model. In Section III-B2,
the derivation of the SOCS kernels from the TCC is
explained.

1) CALCULATION OF LIGHT INTENSITY IN SPATIAL
FREQUENCY DOMAIN USING TCC
In K-Litho-TCC, Eq. (3) is calculated in the spatial frequency
domain. Hereafter, the calculation method is explained in
detail.

First, it is necessary to discretize Eq. (3) so that the
calculation is executed on a computer. Let Lx and Ly be the
periods of the mask in x- and y- directions, nx , ny, n′

x , n
′
y ∈ Z,

and fx =
nx
Lx

, fy =
ny
Ly

, f ′
x =

n′
x
Lx

, f ′
y =

n′
y
Ly
. Equation (3) can be

expressed as:

I (x, y) =

∑
nx

∑
ny

∑
n′
x

∑
n′
y

M̂ (
nx
Lx

,
ny
Ly

)M̂∗(
n′
x

Lx
,
n′
y

Ly
)

× TCC(
nx
Lx

,
ny
Ly

,
n′
x

Lx
,
n′
y

Ly
)

× e
i2π ( nx−n′x

Lx
x+

ny−n′y
Ly

y)
. (5)

The calculation of Eq. (5) in the range where the TCC
is zero is redundant since the result of multiplication in the
summation is zero. Therefore, Eq. (5) is calculated only in
the range where the TCC is non-zero. In [17], the ranges of
nx , ny, n′

x , and n
′
y where the TCC is non-zero are derived as

follows:

Nx =

⌊
LxNA(1 + σ )

λ

⌋
(6)

Ny =

⌊
LyNA(1 + σ )

λ

⌋
, (7)

where Nx is the maximum absolute value of nx and n′
x , and

Ny is that of ny and n′
y. These results indicate that the ranges

of nx and n′
x for the calculation of Eq. (5) are restricted

from −Nx to Nx , and those of ny and n′
y are restricted

from −Ny to Ny. The Fourier transform of Eq. (5) is then
employed to calculate the aerial image in the frequency
domain. Considering Eqs. (6) and (7), K-Litho-TCC finally
computes the following equations.

Î (
n′′
x

Lx
,
n′′
y

Ly
) =

Nx∑
n′
x=−Nx

Ny∑
n′
y=−Ny

M̂ (
n′′
x + n′

x

Lx
,
n′′
y + n′

y

Ly
)

× M̂∗(
n′
x

Lx
,
n′
y

Ly
)

× TCC(
n′′
x + n′

x

Lx
,
n′′
y + n′

y

Ly
,
n′
x

Lx
,
n′
y

Ly
). (8)

Here, we discuss the time complexity of calculating the
aerial image in the TCC model. Since the ranges of nx and

n′
x (ny and n′

y) are restricted from −Nx to Nx (from −Ny to
Ny), the TCC has (2Nx + 1)2 × (2Ny + 1)2 = O(Nx2Ny2)
elements. Each element of the TCC is calculated by Eq. (2),
and its time complexity is O(Ns), where Ns is the number of
pixels in the light source. Therefore, the time complexity of
calculating the TCC is O(NsNx2Ny2). In Eq. (8), the range
of n′′

x and n′′
y for which the aerial image in the frequency

domain Î is non-zero is from −2Nx to 2Nx and from −2Ny
to 2Ny. Therefore, the time complexity of calculating Î by
Eq. (8) without calculating the TCC is O(N 2

x N
2
y ). Finally,

the time complexity of the inverse FFT to Î is O(n2 log n2),
similar to Section II-C. Consequently, the time complexity of
calculating the aerial image in the TCC model significantly
depends on calculating the TCC.

2) DERIVATION OF SOCS KERNEL
In the SOCS model, the light intensity is calculated by
convolution of the SOCS kernels and mask, as shown in
Eq. (4). These kernels are derived by the SVD of the TCC
shown in Eq. (2) [15], [17].
Here, the TCC has the following property and can be

represented by a Hermitian matrix.

TCC(fx , fy, f ′
x , f

′
y ) = TCC∗(f ′

x , f
′
y , fx , fy)

Therefore, the eigenvalues of the TCC are real and non-
negative, and the singular values and vectors coincide with
the eigenvalues σi and eigenvectors φ̂i.

TCC(fx , fy, f ′
x , f

′
y ) ≈

|K |∑
i=1

σiφ̂i(fx , fy)φ̂∗
i (f

′
x , f

′
y ), (9)

where φ̂i(fx , fy) is generally referred to as the SOCS kernel,
and the SOCS kernel φi in the spatial domain in Eq. (4) is the
inverse Fourier series expansion of φ̂i. By arbitrarily setting
the number of SOCS kernels |K | to achieve the required
accuracy, the light intensity can be calculated in a short
execution time.

In general, the time complexity of the SVD for an N × N
Hermitian matrix is O(N 3). As discussed in Section III-B1,
the TCC matrix has (2Nx + 1)2 × (2Ny + 1)2 = O(Nx2Ny2)
elements. Therefore, the time complexity of the SVD for the
TCC matrix is O(Nx6Ny6).

C. FLOW OF K-LITHO-SOCS
In K-Litho-SOCS, the aerial image is calculated by the SOCS
model for a given set of SOCS kernels for acceleration.
Figure 5 illustrates the flow of K-Litho-SOCS. The primary
idea behind the acceleration is to reduce the number of
calculations of the FFT and inverse FFT with the size of the
entire mask (n× n) by applying Fourier interpolation.
As discussed in Section III-B1, calculating the light

intensity in the range where the TCC is zero is redundant.
Each component of the TCC is restricted to the range from
−Nx to Nx and from −Ny to Ny. Consequently, the effective
range of the SOCS kernels obtained by Eq. (9) is also from
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FIGURE 5. The flow of K-Litho-SOCS.

−Nx to Nx and from−Ny to Ny. When each component of the
TCC has an effective range from −Nx to Nx and from −Ny to
Ny, the effective range of n′′

x and n
′′
y in Eq. (8) is from−2Nx to

2Nx and from−2Ny to 2Ny. This implies that the effective size
of the aerial image in the frequency domain is (4Nx + 1) ×

(4Ny + 1). Therefore, K-Litho-SOCS initially calculates an
aerial image with a size of (4Nx +1)× (4Ny+1). The product
of each SOCS kernel with the mask φ̂i · M̂ is calculated in the
frequency domain with a size of (2Nx +1)× (2Ny+1). Since
the FFT and inverse FFT maintain the same size for input and
output, 0-padding is applied to high-frequency components
outside the range from −Nx to Nx and from −Ny to Ny for
expanding the size of φ̂i · M̂ to (4Nx + 1) × (4Ny + 1). The
size of the aerial image in the spatial domain after applying
the inverse FFT is (4Nx + 1) × (4Ny + 1).
To resize the aerial image in the spatial domain from (4Nx+

1) × (4Ny + 1) to n × n, Fourier interpolation is employed.
The aerial image is transformed to the frequency domain by
the FFT. 0-padding is applied to high-frequency components
outside the range from −2Nx to 2Nx and from −2Ny to 2Ny.
Subsequently, an aerial image with a size of n×n is obtained
by the inverse FFT. Since the inverse FFTwith n×n is applied
only once in K-Litho-SOCS, the execution time of K-Litho-
SOCS is shorter than that of the ICCAD tool [3].

The time complexity of K-Litho-SOCS is less than that
of the ICCAD tool. The time complexity of the FFT of
initial mask M is O(n2 log n2). The time complexity of the
computation from φ̂i · M̂ to deriving the aerial image with
the size of (4Nx + 1) × (4Ny + 1) = O(NxNy) is O(|K | ·

NxNy log(NxNy)) because it is dominated by the inverse
FFT of φ̂i · M̂ . Since the time complexity for the Fourier

interpolation significantly depends on the inverse FFT with
the size of the maskM , it isO(n2 log n2). Therefore, the time
complexity of K-Litho-SOCS is evaluated as O(n2 log n2 +

|K |·NxNy log(NxNy)). In practice, since n ≫ Nx ,Ny, the term
O(n2 log n2) is dominant, and the impact of the increase in the
number of kernels on the total simulation time is relatively
small.

IV. EXPERIMENTS
A. EXPERIMENTAL ENVIRONMENT
Our optical lithography tool set K-Litho was implemented
in C++ and applied to mask patterns to validate its
accuracy. K-Litho was executed on a Linux machine with
an Intel Core i7-8700 3.2GHz CPU and 32GB of memory.
In K-Litho, FFTW was employed as the library for FFT and
inverse FFT [18]. The Zheevr function in LAPACK [19] was
utilized for the SVD.

The following parameters were set as default if there is
no explanation in the experiments. The exposure wavelength
was fixed to 193 nm. The size of the pattern area formed on
the wafer was set to 1024 nm × 1024 nm, and the horizontal
and vertical mask periodswere set to 2048 nm.Note that these
values can be adjusted in K-Litho. The mask was discretized
with a pixel size of 1 nm × 1 nm. These settings align with
those of the ICCAD tool [3].

B. EVALUATION OF K-LITHO-TCC
To assess the accuracy of K-Litho-TCC, we compared the
light intensity obtained by K-Litho-TCC with those obtained
by other models. In Section IV-B1, Abbe imaging for a
point source was employed. In Section IV-B2, an aerial
image was generated by an open lithography simulation tool,
Lithography-Simulation [12]. In Section IV-B3, an aerial
image for the mask pattern with lines and spaces was
calculated analytically. Additionally, the accuracy of light
intensities calculated by the SOCS model, where the
kernels were obtained by K-Litho-TCC, was evaluated in
Section IV-B4.

1) COMPARISON WITH ABBE IMAGING
We compared the light intensity obtained by K-Litho-TCC
with that obtained by Abbe imaging in a point source. The
simulation result for the point source is illustrated in Fig. 6.
Figure 6 (a) depicts the shape of the light source with the
grid size of 201 × 201. As mentioned in Section II-A, the
light-source region is defined as a circle with a radius of 1.
The coordinate of the center of the light-source region is set
to (0, 0) and the position of light source is represented by
the coordinates. In this simulation, light was emitted from
the point with coordinates (0.6, 0.2). NA was set to 0.83.
The target pattern shown in Fig. 6 (b) is T1 provided in the
ICCAD 2013 contest [3]. Figure 6 (c) displays the aerial
image obtained by K-Litho-TCC. In the subsequent figures
for aerial images, the light intensity of each pixel is indicated
by color. Blue color is assigned to pixels with zero light
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FIGURE 6. Lithography simulation result of K-Litho-TCC. (a) Point light
source. (b) Target pattern T1 provided in ICCAD 2013 contest.
(c) Simulation result of K-Litho-TCC.

FIGURE 7. Comparison of the aerial images by Abbe imaging and
K-Litho-TCC.

intensity. The maximum intensity on the color map is set
to 0.5. If the light intensity surpasses 0.5, the pixel color turns
red.

Figure 7 illustrates the comparison of the aerial images by
Abbe imaging and K-Litho-TCC for T1. Figure 7 (a), (b),
and (c) show the aerial images by Abbe imaging, that by K-
Litho-TCC, and the difference between the aerial images of
Fig. 7 (a) and (b), respectively. Since the differences at any
points in Fig. 7 (c) are close to 0, the error of K-Litho-TCC is
small. Let ITCC (x, y) be the light intensity at coordinates (x, y)
on the wafer by K-Litho-TCC, and IAbbe(x, y) be that by Abbe
imaging. Figure 8 presents the error of ITCC (x, y) compared
to IAbbe(x, y) to analyze errors of the simulation in detail.
In Fig. 8, x-axis represents IAbbe(x, y) shown in Fig. 7 (a) and
y-axis represents ITCC (x, y)− IAbbe(x, y) shown in Fig. 7 (c).
Each plot corresponds to a comparison of the error shown in
Fig. 7 (c) with the exact light intensity shown in Fig. 7 (a) at a
point on the wafer. The distance from the x-axis corresponds
to the absolute error, and the absolute value of the slope of the
line from the origin to a point represents the relative error for
each plot in Fig. 8. The maximum absolute error was 1.01e-
6, and the minimum absolute error was 0. The maximum
relative error was 4.14e-4, and the minimum relative error
was 0. The Root Mean Square Error (RMSE) was 5.98e-8.

FIGURE 8. Error of ITCC compared to IAbbe.

FIGURE 9. Comparison of IL−Sim and ITCC for a one-dimensional periodic
pattern with a line width of 250 nm and a space width of 1750 nm.

The accuracy of K-Litho-TCC was very high because the
errors were very small. These errors may occur due to floating
point calculations.

2) COMPARISON WITH OPEN LITHOGRAPHY SIMULATION
TOOL
K-Litho-TCC was compared with an open lithography
simulation tool, Lithography-Simulation [12]. Lithography-
Simulation did not take the y-direction into consideration.
The mask shape was an infinite continuation of a line/space
pattern with a linewidth of 250 nm and a space of 1750 nm in
the x-direction. The light-source shape was also represented
as a one-dimensional line segment, and its length was the half
of the valid light-source region. The parameters in K-Litho-
TCC were set identical to those in Lithography-Simulation.
The size of the pattern area formed on the wafer was set
to 2000 nm × 2000 nm. Both the horizontal and vertical
mask periods were also set to 2000 nm. The mask had a line
pattern with a size of 250 nm × 2000 nm. This configuration
implies an infinite continuation of the line/space pattern
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FIGURE 10. Error of ITCC compared to IL−Sim.

with a linewidth of 250 nm and a space of 1750 nm in
the x-direction. The grid size of the light source was set
to 9 × 1, and the light was emitted from five pixels in the
middle of the light-source region. NA was fixed at 0.4. In
this experiment, since a one-dimensional pattern mask is
used, the light intensity is independent of the y-coordinate.
Let ITCC (x, y) denote the light intensity at coordinates (x, y)
on the wafer by K-Litho-TCC, and IL−Sim(x) represent the
light intensity at coordinates x on the wafer by Lithography-
Simulation.

Figure 9 (a) illustrates IL−Sim(x), Fig. 9 (b) depicts
ITCC (x, 0), and Fig. 9 (c) illustrates the difference between
IL−Sim(x) and ITCC (x, 0). Each image in Fig. 9 represents a
region spanning one period of 2000 nm, covering the range
from −1000 nm to 1000 nm.

Figure 10 presents the error of ITCC (x, y) compared
to IL−Sim(x). In this experiment, the maximum absolute
error was 5.00e-7, the minimum absolute error was 0, the
maximum relative error was 3.45e-6, the minimum relative
error was 0, and the RMSE was 1.23e-7. The accuracy of
the light intensity calculated by K-Litho-TCC is evident,
as indicated by the small error values.

3) ANALYTICAL EVALUATION USING LINE/SPACE PATTERN
We employed a line/space pattern as the mask pattern to
evaluate the accuracy of the light intensity calculated by
K-Litho-TCC in comparison with the analytical calculation.
In this experiment, the size of the pattern area formed on
the wafer was also set to 2048 nm × 2048 nm. Both the
horizontal and vertical mask periods were set to 2048 nm.
As mentioned in Section IV-B2, this configuration implies
an infinite continuation of the line/space pattern. It also
enables the analytical derivation of the light intensity [20].
The linewidth-to-space ratio was set at 1:1, and the mask
function was defined as follows:

M (x, y) =

{
1, if(2n− 1/2)w ≤ x ≤ (2n+ 1/2)w,

0, otherwise.

In this case, the light intensity depends solely on
x-coordinate. The light intensity for the mask with lines and

FIGURE 11. TCC (TCC(000,000), TCC(fff ,000), and TCC(fff , −fff )).

spaces ILS is expressed by the following equation [20].

ILS (x) =
1
4
TCC(000,000) +

2
π2 TCC(fff , fff )

+
2
π
ReTCC(fff ,000) cos(2πfff x)

+
2
π2 TCC(fff , −fff ) cos(4πfff x), (10)

where ILS (x) represent the light intensity at coordinates x,
ReTCC is the real part of the TCC, fff = (f , 0), and f is
the fundamental frequency component, as defined by the
following equation.

f =
1
2w

.

For example, TCC(fff ,000) is equivalent to TCC(f , 0, 0, 0).
As illustrated in Eq. (10), the light intensity is derived from
four types of the TCC. The TCC is obtained by integrating
the intersection of the effective light source S and the pupil
P. In particular, when defocus = 0, the TCC can be easily
obtained from the area of the intersection of the three circles.
Examples of the integration range of TCC(000,000),TCC(fff ,000),
and TCC(fff , −fff ) are depicted in Fig. 11.

The simulation result for the mask pattern with lines and
spaces is presented in Fig. 12. Figure 12 (a) illustrates the
light-source shape, which is circular, and the radius was set
to 0.5. Figure 12 (b) displays the mask pattern with lines
and spaces, where the linewidth w was set to 128 nm, and
NA was defined as λ/(2w · 0.9) under optical conditions.
Figure 12 (c) presents the aerial image obtained by K-Litho-
TCC. Let ITCC (x, y) present the light intensity at coordinates
(x, y) on the wafer by K-Litho-TCC, and ILS (x) represent
that calculated by Eq. (10). In this experiment, since a
one-dimensional pattern mask is used, the light intensity is
independent of the y-coordinate. Figure 13 (a) illustrates
ILS (x), Fig. 13 (b) depicts ITCC (x, 0), and Fig. 13 (c) presents
the difference between ILS (x) and ITCC (x, 0). Each image in
Fig. 13 represents a region spanning one period of 256 nm,
covering the range from −128 nm to 128 nm.
Figure 14 displays the error of ITCC (x, y) compared to

ILS (x). In this experiment, the maximum absolute error
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FIGURE 12. Lithography simulation result of K-Litho-TCC. (a) Circular light
source. (b) Target pattern with lines and spaces. (c) Simulation result of
K-Litho-TCC.

FIGURE 13. Comparison of ILS and ITCC for a one-dimensional periodic
pattern with a line width of 128 nm and a space width of 128 nm.

FIGURE 14. Error of ITCC compared to ILS .

was 9.93e-5, the minimum absolute error was 1.00e-6, the
maximum relative error was 3.11e-3, the minimum relative
error was 7.13e-6, and the RMSE was 6.31e-5. K-Litho-TCC
accurately calculated the aerial image, as evidenced by the
small error values.

4) SOCS KERNELS
Here, we assessed the accuracy of the set of SOCS kernels
obtained by K-Litho-TCC. The mask shape and optical

FIGURE 15. Comparison of ILS and ISOCS for a one-dimensional periodic
pattern with a line width of 128 nm and a space width of 128 nm.

FIGURE 16. Error of ISOCS compared to ILS .

conditions were configured as described in Section IV-B3.
Let ISOCS (x, y) represent the light intensity obtained by K-
Litho-SOCS using the set of the SOCS kernels derived by
K-Litho-TCC. In this experiment, since a one-dimensional
pattern mask was employed, the light intensity is independent
of the y-coordinate. Figure 15 (a) illustrates ILS (x), Fig. 15 (b)
depicts ISOCS (x, 0), and Fig. 15 (c) presents the difference
between ILS (x) and ISOCS (x, 0). Each image in Fig. 15
represents a region spanning one period of 256 nm, covering
the range from −128 nm to 128 nm. Figure 16 displays the
error of ISOCS (x, 0) compared to ILS (x). Experiments were
conducted by varying the number of SOCS kernels |K | to
10, 20, 30, 40, 50, 100, 200, and 400. According to Eq. (4),
ISOCS (x, y) increases as the number of kernels increases.
Table 1 presents errors of ISOCS compared to ILS . As the
number of kernels increases, all the metrics including the
maximum absolute error, minimum absolute error, maximum
relative error, minimum relative error, and RMSE decrease.

C. EVALUATION OF K-LITHO-SOCS
In this evaluation, we assessed the accuracy and execution
time of K-Litho-SOCS by comparing it with the ICCAD
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TABLE 1. Errors of ISOCS compared to ILS .

FIGURE 17. Error of ISOCS compared to IICCAD.

tool [3]. The set of SOCS kernels was configured to match
those provided by the ICCAD tool [3], consisting of 24 SOCS
kernels. The target pattern was set to T1 provided in the
ICCAD 2013 contest [3]. Let ISOCS (x, y) (IICCAD(x, y))
represent the light intensity obtained by K-Litho-SOCS (the
ICCAD tool). Figure 17 illustrates the error of ISOCS (x, y)
compared to IICCAD(x, y). In this experiment, the maximum
absolute error was 3.28e-7, the minimum absolute error
was 0, the maximum relative error was 1.86e-6, the minimum
relative error was 0, and the RMSE was 2.94e-8. Moreover,
the execution time of K-Litho-SOCS was 0.077 [s] and that
of the ICCAD tool was 7.675 [s]. Consequently, K-Litho-
SOCS demonstrated significantly faster performance than the
ICCAD tool without compromising accuracy.

D. EXECUTION TIME OF SIMULATION
Here, we evaluated the scalability of K-Litho-TCC and K-
Litho-SOCS. The light-source shape was configured as the
annular source shown in Fig. 18 (a). In the annular source,
the inner radius, outer radius, and NAwere set to 0.6, 0.9, and
0.83, respectively. The target pattern was set to T1 provided
in the ICCAD 2013 contest [3]. We monitored the execution
time by varying the grid size of the light source to 51 × 51,
101× 101, and 201× 201 and the size of the mask to 2048×

2048, 4096× 4096, and 8192× 8192. In K-Litho-SOCS, the
number of SOCS kernels was set to 50. Table 2 summarizes
the execution times of K-Litho-TCC and K-Litho-SOCS.

The execution time in the SOCS model was significantly
faster than that in the TCC model. The execution time of
‘‘FFT to M ’’ with the size n × n in common was slightly
longer than that of ‘‘IFFT to Î ’’ with the size n × n in Func.
(A). This discrepancy is due to the FFT from real values to

FIGURE 18. Sources with a grid of 201 × 201 pixels. (a) Annular (Inner
Radius = 0.6, Outer Radius = 0.9). (b) Cross-quadrupole (Radius = 0.1,
Offset = 0.5).

complex values, which involves additional post-processing
in FFTW [18]. Moreover, ‘‘Fourier interpolation’’ in Func.
(C) took almost the same amount of time as ‘‘IFFT to Î ’’ in
Func. (A), and ‘‘Calc. I by SOCS’’ in Func. (C) was much
faster than it. This indicates that the FFT with the size of
(4Nx+1)×(4Ny+1) and 0-padding in Fourier interpolation is
much faster than that with the size of n×n. In the experiment,
nwas set to 2048, 4096, and 8192. In contrast,Nx andNy were
several tens.

E. EXAMPLES OF SIMULATION
Finally, we applied K-Litho-TCC in annular and cross-
quadrupole sources to demonstrate the changes of the aerial
image under different optical conditions. The light-source
shapes are depicted in Fig. 18. The grid size of the light
source was set to 201 × 201. In the annular source, the inner
radius, outer radius, and NA were set to the same values as
those in the previous experiment. In the cross-quadrupole
source, the radius, offset, and NAwere set to 0.1, 0.5, and 0.9,
respectively. We employed ten testbenches provided in the
ICCAD 2013 contest [3] as the mask patterns (Fig. 19). The
simulation results in annular and cross-quadrupole sources
are presented in Figs. 20 and 21, respectively. It can be
observed that the obtained aerial images change according to
the optical conditions.

Note that we do not discuss the quality of the pattern
formed on the wafer because the resist model and evaluation
criteria are out of scope in this paper. However, our developed
lithography simulation tool set can provide an environment
for sourcemask optimization research. The optical conditions
and mask shape are optimized with analysis of the aerial
images obtained by the lithography simulation such as
Figs. 20 and 21. For example, the tolerance of process
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TABLE 2. Execution time [s] of K-Litho-TCC and K-Litho-SOCS. ‘‘FFT to M’’ corresponds to ‘‘Apply FFT to M’’ in Figs. 4 and 5. ‘‘Calc. TCC’’, ‘‘Calc. Î by TCC’’,
and ‘‘IFFT to Î ’’ in Func. (A) correspond to ‘‘Calculate TCC’’, ‘‘Calculate intensity Î ’’, and ‘‘Apply inverse FFT to Î ’’ in Fig. 4, respectively. ‘‘Derive SOCS’’ in Func.
(B) corresponds to ‘‘Apply SVD’’ in Fig. 4. ‘‘Calc. I by SOCS’’ in Func. (C) corresponds to the procedures before the Fourier interpolation excluding ‘‘Apply
FFT to M’’ in Fig. 5. ‘‘Fourier interpolation’’ in Func. (C) corresponds to ‘‘Apply Fourier interpolation’’ in Fig. 5.

FIGURE 19. Mask patterns of ten testbenches provided in the ICCAD 2013 contest [3].

FIGURE 20. Aerial image in annular source.

FIGURE 21. Aerial image in cross-quadrupole source.

variation depends on the contrasts of the light intensities,
which are the differences of the light intensities between the
inside and outside of the edges of the target pattern. Since
the contrasts in Fig. 21 are larger than those in Fig. 20,
the cross-quadrupole source may be more suitable than the
annular source for the testbenches provided in the ICCAD
2013 contest. Source mask optimization will be attempted
based on the assumption that the cross-quadrupole source is
utilized.

V. CONCLUSION AND FUTURE WORKS
In this paper, we developed a lithography simulation tool set
K-Litho for source mask optimization. In K-Litho, optical
conditions can be adjusted, and aerial images can be obtained
by the Transmission Cross Coefficient (TCC) model and the
Sum of Coherent System (SOCS) model. In the experiments,
we compared the accuracy of K-Litho with an analytical
model and other open lithography simulation tools. The
experiments demonstrated that K-Litho is accurate and fast.
We believe that K-Litho will contribute to the advancement

of the source mask optimization research. In our future work,
we will focus on source optimization using K-Litho.
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