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ABSTRACT Software Defined Networking (SDN) has emerged as a new paradigm for managing
heterogeneous networks ranging from enterprises to home network via decoupling the control plane from
the data plane. In the traditional networking landscape, these two planes are tightly bound together inside a
single appliance. The logically centralized and distributed control plane and programmability offer a great
opportunity to improve network security, such as by implementing new mechanisms to detect and mitigate
various threats, and also enable security as a service in an SDN paradigm. Due to the ever increasing and
fast development of SDN, this paper provides an extensive survey of SDN controllers, SDN-related security
threats, and solutions to mitigate the security threats. This study provides a comprehensive survey of 53 SDN
controllers from different aspects, including language, architecture, organization, open source, scalability,
consistency, reliability, API used, library, and their description. We have also provided a detailed security
analysis of SDN architecture with an extensive classification of security threats endangering its different
architectural components and the solutions to effectively mitigate them. This paper also identifies challenges
and promising future directions on SDN deployment, standardization, implementation, and security issues
that should be addressed in this field.

INDEX TERMS Software defined networking (SDN), Openflow, SDN controllers, network operating
system (NOS), scalability, SDN attacks.

I. INTRODUCTION
In the current Information Technology (IT) era, communi-
cation is based on large networks that are geographically
distributed. The distributed approach increases the overall
networking complexity [1]. Current network behavior varies
from a small number of appliances and sensors to a large
number of network devices such as routers and switches.
Fixed-function network devices, such as routers and switches,
are the foundation of traditional networking. Each of these
devices has a specific purpose that works together with the
others and helps to sustain the network. The network speed
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is typically improved if network features are introduced as
hardware constructs. A data center is a physical location
where the organization keeps its mission critical software and
data. A data center’s architecture revolves around a network
of computing and storage facilities, facilitating the delivery
of shared software and data. Routers, switches, firewalls,
disk systems, servers, and application delivery controllers
are all essential components of a data center architecture.
Traditional networking has some drawbacks, such as its
static nature, which conflicts with the complex nature of
today’s server specifications. Because of the complexity of
today’s network, IT finds it difficult to apply a consistent
set of access controls. As a result, traditional policies expose
companies to security breaches as well as regulatory or
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non-compliance problems. Managing this complexity via the
traditional networking paradigm is unpropitious in the rapidly
changing networking landscape. As a result, different types
of challenges are produced related to networks, such as the
management of devices, variations, and security attacks in the
network. The networking community came up with a new
networking paradigm known as software-defined networks
(SDN). SDN is a new technology that decouples the control
plane from the data plane, which is tightly bound in traditional
networking devices. Mckeown et al. [2] were the first authors
to introduce the concept of the OpenFlow protocol. Different
IT sectors, such as data centers, academics, government,
and enterprises, have promoted the development of SDN.
The use of developing technologies like 5G, wireless, the
Internet of Things (IoT), and cloud computing can also
be improved by introducing SDN-related solutions. There
has been a significant increase in the implementation and
development of SDN in the current landscape for different
types of networks, such as cellular, wide area, IoT, wireless,
and data centers.

SDN is a technology that solvesmany of the traditional net-
working problems, such as complexity, reliability, security,
etc.; however, SDN technology has its own security threat
vectors. The attack vector poses a significant concern among
the networking industry for its large-scale adaptation.

A. WHY IT IS NEEDED
To the best of our knowledge, we have not seen a comprehen-
sive survey that encompasses all the necessary requirements
for the selection of a controller based on its functional
and specific features. Some researchers have highlighted
the SDN architecture and limited number of controllers
only, whereas other researchers have come up with the
identification of various security attacks on different planes
of the SDN architecture. Therefore, we intend to provide a
consolidated overview of SDN architecture, classification of
SDN controllers, comparison of controllers and OpenFlow
versions, along-with their security attacks and proposed
defense mechanisms available in the literature, as shown in
Table 1. Finally, we presented some open research issues that
will be helpful for academicians and researchers.

B. WHO IT IS INTENDED FOR
This comprehensive survey helps us to address essential ques-
tions such as where, why, and which solutions are the most
suitable to tackle a specific form of attack on the controller
from unlimitedmitigation attacks. On one hand, it encourages
researchers to choose the most appropriate methodology for
the future, while on the other hand, it enables practitioners
to take full advantage of this technology and make SDN
a promising, trustworthy, efficient, and secure architecture
for years to come. The contribution of this research are as
follows:

• A comprehensive survey has been carried out on a total
of 53 SDN controllers with respect to their program-
ming languages, developers, OpenFlow versions, their

architecture, their availability as open source, reliability,
scalability, consistency, API, their available libraries,
benefits and shortcomings, and the year of launch.

• State-of the art security threats, vulnerabilities, and
problems in control, data, and application planes are
extensively analyzed in this survey.

• An up-to-date taxonometric classification of different
security attacks on SDN architecture.

• A comprehensive overview of these attacks with sug-
gested mitigation controls. At the end of each section,
these mitigation strategies are summarized in a table
outlining their problems and solutions.

• Identification of research challenges related to SDN to
recognize potential future research opportunities.

We have adopted the comprehensive literature review
methodology for this study. A comprehensive review uses a
literature reviewmethod that is specific and thorough to avoid
outcome bias. Since it has been shown to be a good tool for
summarizing the existing evidence concerning a technology
and identifying the gaps, we follow this approach to achieve
our goals. We have considered only those papers that provide
adequate information about SDN, SDN controllers, different
types of security threats related to SDN and some solutions
to mitigate the SDN related security threats. This resulted
in a series of SDN related papers published between the
2000 to 2020.

The rest of the paper is organized as follows: In Section II,
we explain a detailed architecture of SDN. Section III is about
the survey methodology, we discussed about the related work
in SDN environment, and how our survey is different from
the existing ones. In Section IV, we provide a comparison
of Openflow versions and a comparison and classification
of SDN controllers. We also discuss a variety of security
threats related to SDN architecture and those faced by
different SDN layers/interfaces. We also suggested potential
solutions to mitigate attacks related to the SDN architecture.
Research challenges are highlighted in Section V. The paper
is concluded in SectionVI. The rest of the paper is as followed
as depicted in Fig. 1.

II. SDN ARCHITECTURE
SDN architecture is based on four features which are
discussed as below.

• Control plane programmability: A lot of efforts have
been made for the programmability of networks. One
example is the concept of active networking that
attempts to control a network in a real-time manner
using software. Some of the solutions related to
active networking are SwitchWare [6], Bird [7], and
Click [8]. In SwitchWare, the network operation can be
dynamically modified by allowing a packet to smoothly
pass through a network. Network devices can also be
programmed by creating software routers, which should
be established on PC hardware like Click and Bird. The
behavior of the network devices can be changed by using
modified versions of different routing software.
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FIGURE 1. Taxonomy of the paper.

• Control plane and data plane decoupling: The spirit has
been developed in the last era for separating the data and
control planes. In 2004, routing control platform-based
research was proposed by Caesar et al. [9], in which
the path computation complexity can be reduced by
using centralized routing instead of the border gateway
protocol (BGP).

• Forwarding decisions can be based on flow instead
of destination. A flow is broadly defined by a set of
packet field values acting as a match criterion and a
set of actions. In SDN, the packet sequence between
the destination and the source is defined as the flow.
Identical service policies can be received at forwarding
devices during the flow of packet [157].

• Control logic is rearranged as a new entity with the name
of Network Operating System (NOS) or SDN controller.
The purpose of using the NOS and the traditional
operating system is quite similar, as the NOS runs on
commodity server technology, reducing both capital and
operational costs.

This section presents a comprehensive overview of the SDN
architecture that we decomposed into three main layers,
as depicted in Fig. 2; data, control, and application plane.
The main components of SDN architecture are explained as
follows:

A. SOUTHBOUND INTERFACE
Southbound interface behaves as a communication protocol
between the control and the data plane. The interaction
between the control and data planes can be formalized by
using this protocol. The southbound API is part of the
southbound interface and defines the flow rules related to
networking devices.

B. NETWORK DEVICES
Network devices perform packet forwarding. These devices
have defined rules throughwhich the in-coming packet can be
either forwarded, dropped, or rerouted to the destination. The
southbound interface defines these rules, and the controllers
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FIGURE 2. SDN architecture with its main layers and interfaces: data plane layer, control plane layer, application/management plane layer,
southbound interface, northbound interface, eastbound interface and westbound interface. Infrastructure layer handles the data
processing, control layer governs the rule, and application layer encompasses different business/industrial applications.

install them on forwarding devices by using southbound
protocols.

C. DATA AGENT
SDN southbound interface defines the number of data agents
that might be used in the networking devices for SDN
controller interaction and parules forwarding. ForCES and
the OpenFlow agents are some examples.

D. DATA PLANE
The data plane of SDN works similar to the physical
layer of an OSI model, and it is the bottom layer of the

architecture, consisting of the physical devices that deal
with the data traffic. This plane consists of network devices,
such as firewalls, switches, and IDSs, through which packets
can be defined and forwarded. These network devices are
interconnected through wired or wireless connections.

E. SDN CONTROLLER
The SDN controller acts as the brain of the SDN architec-
ture. Core management functions like synchronization and
management of the devices are provided by the controller.
By using the controllers or northbound API, installation of
applications can be enabled in the data plane.
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F. CONTROL PLANE
The control plane is an important part of SDN where
the controllers are located. Rules and functionalities for
controlling the network can be implemented by using the
southbound interface through the data plane. A control plane
is used to install or configure some control information.
The control plane does not have all the traffic. Controllers
install or change the flow table, either actively or reactively,
upon the occurrence of some events.When network operation
starts, the controller does not load the flow table with any
rules in a reactive approach. The controller can install rules
into the flow table as packets arrive at switches during the
network operation [158]. The controller can add flow entries
to the flow table in advance for the proactive approach. The
choice of rules is critical for maximizing network efficiency,
especially in large-scale networks like data centers [146].
Management and configuration of controllers are major
functions of the control plane. Instructions can be received
from the application layer and then passed into the network.
Routing protocols such as RIP, OSPF, and BGP are managed
by the control plane with the help of IpV4 & 6.

G. EASTBOUND AND WESTBOUND INTERFACE
It is important to implement the eastbound and westbound
interfaces as the control plane is physically distributed.
The connections between the distributed controllers can be
enabled by using these interfaces.

H. NORTHBOUND INTERFACE
TheNorthboundAPI lies between the application and the con-
trol layers. Applications can be developed by using the SDN
controllers and NOS. Communications between the users and
the forwarding devices can be done through this interface.
The northbound interface can be implemented by using the
common interface of controllers.

I. APPLICATION PLANE
Network applications are included in the application plane.
Different types of application are deployed through which
network management operations can be implemented to
control the functionalities of the applications. Policies can be
defined for the instructions for performing different types of
tasks.

J. APPLICATIONS
Network control logic can be defined by using software
programs. Applications are used in application plane to
access the network through controller API or through
northbound interface respectively. Application modules,
or control programs, are other terms used for controller-based
applications.

III. SURVEY METHODOLOGY
In this section, we describe the main procedures we per-
formed to conduct this review. We adopted the methodology

of comprehensive literature review. A comprehensive review
uses literature review method that are specific and thorough
to avoid the outcome bias. We consider only those articles
that provide adequate information about the SDN, SDN
controllers, different types of security threats related to SDN,
and some solutions to mitigate the SDN related security
threats. The search was conducted for articles published
between the years 2000 and 2023.

A. LITERATURE SURVEY
Current literature provides a spectrum of architectures,
challenges, threats, mitigation controls, and models related
to SDN. Below we present a top-level review of such related
works identified and we also grouped the survey papers.

1) BACKGROUND/ARCHITECTURE
Abbasi et al. [14], provided a detailed description of
software defined cloud computing architecture. They also
discussed the implementation challenges, such as scalability,
programmability, security and interpretability related to
software defined cloud computing and the possible solutions
of the challenges.

A detailed description about the background and structure
of SDN was presented by Zhang et al. [24]. They discussed
about the layers and the technologies related to the layers.
The authors also compares the pros and cons related to those
technologies of each layer. At the end of their research,
they also discussed about open research challenges related to
SDN.

Xia et al. [25] surveyed about the concept and the benefits
of using SDN. The authors provided details by which
performance, innovation and configuration can be improved
for the SDN. The authors also discussed the current research
in the three layers of SDN.

A detailed description about the architecture of Openflow
and SDN is presented in [28]. The authors Jammal et al.
also discussed about the challenges of SDN and their
existing solutions to solve the challenges. Some of the SDN
challenges were based on reliability, performance, security,
low level interface, controller placement, scalability and CPU
limitations. At the end, the authors also discussed latest SDN
tools and their implementations.

Scott-Hayward et al., presented information about the
architecture of SDN in [32]. Their survey was based on both
the areas of industry and research community. They also
discussed about the possible attacks related to SDN and their
possible solutions to protect the system. They also discussed
on methods for improving the network security by using the
SDN architecture characteristics.

Li et al. provided a detailed description related to
background of SDN and Openflow in [33]. They discussed
the different security challenges related to Openflow-based
SDN. These challenges were related to controllers, switches,
channels based on confidentiality, integrity and availability
model. They also explain the existing solutions related to the
categorized challenges.
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The concept of SDN and its implementation was discussed
by Ahmad et al. [35]. They stressed that scalability and
the robust security can be improved by combining the
network programmability and the control plane. They also
reviewed benefits and the security challenges related to
application, control and data planes. Numerous security
solutions of the challenges related to different planes of SDN
were also underlined. Furthermore, the authors discussed
the techniques that could improve network-wide security of
SDN. Finally, the authors provided a solution based on the
recommendation of International Telecommunication Union.

Feghali et al., discussed the architectural components
of SDN in [37]. They also discussed the communication
protocols, such as Openflow and Opflex. Moreover, the
authors also presented the security issues concerning SDN
communication, component, logging, and audit level. Issues
related to northbound and southbound communication were
discussed at communication level and those related to switch,
controller and application were discussed at component level.
At the end of their survey, the authors discussed some existing
solutions and their limitations to the issues.

In [43], If, Akyildiz et al. provided an overview of
traffic engineering and SDN. Their main focus was on
four attacks: fault tolerance, updates related to topology,
flow management and traffic characterization. The authors
also discussed the tools of traffic engineering that were
used in both academic and industrial settings. The authors
also discussed about the important aspects of scalability,
consistency, and availability in perspective of SDN data
networking. At the end, they explained the methods of traffic
engineering for SDN networks.

History and programmability of SDN networks was
discussed by BA. Nunes et al. in [44]. They explained the
architecture of SDN and the Openflow standards. They also
discussed the testing and implementation alternatives for the
SDN-based services and protocols. They provided the details
about the SDN applications, the advantages, and the research
challenges.

History of SDN and the specification related to Openflow
discussed by Lara et al. [45]. They discussed different
versions of Openflow that existed at that time. The authors
also provided the details about the different applications
related to the presented versions. They also explained the
advantages and the challenges of the SDN-based networks.
At the end, they explained and compared the different
specifications of Openflow networks.

2) SDN RELATED EXISTING SURVEYS
DS. Rana et al. [12], surveyed about the development of
SDN and latest software tools used in SDN, such as ONIX,
Mininet, McNettle and Veriflow. The authors also discussed
about the challenges related to SDN such as reliability,
security, scalability, performance, and low-level interfaces.

In [17], Zhu et al. performed a qualitative comparison for
different SDN controllers and also conducted the quantitative
analysis and bench-marking on SDN controllers. The authors

also provided a comprehensive survey on bench-marking
tools that were used for evaluating the performance of SDN
controllers.

Amin et al. [21], provided a comprehensive survey on
hybrid SDN network. The authors categorized their survey
and discussed about the network deployment, network
management techniques, controllers, security and testing for
hybrid SDN networks.

Evaluation tests for five controllers was performed by
Abdullah et al., in [22]. They also analyzed their performance.
Their comparison was based on end-to-end throughput and
delay. They used different switches in Mininet emulator to
evaluate the performance of each controller to achieve the
results. Their purpose of using different switches is based
on the fact that the throughput and number of switches
are inversely proportional to each other; if one increases
then the other decreases. Finally, their result confirmed that
ONOS and libfluid controllers had lowest and highest delay
respectively as compare to other controllers.

A survey on the challenges related to Internet of Things
(IoT) was performed by Wang and Wu [26]. The authors
discussed about the benefits and shortcomings of IoT.
They also provided the solutions based on fog computing,
NFV, cloud computing, and SDN to solve the mentioned
challenges.

Mekki et al. [153] presents a comprehensive survey of
Software-Defined Networking (SDN) techniques applied to
vehicular networks. The paper major goal was to investigate
the potential benefits, problems, and possibilities provided
by SDN in the context of automotive networks. As a
revolutionary networking architecture, SDN decouples the
network’s control plane from the data plane, allowing for
greater flexibility and adaptability. The authors begin with
an overview of vehicular networks, describing their distinct
traits and problems, such as high mobility, intermittent
connectivity, and varied network topologies. They then look
into the fundamentals of SDN, explaining the architectural
components and essential concepts that distinguish it from
traditional network systems. The authors give case studies,
simulations, and experimental data from various projects and
initiatives in the field throughout the survey, demonstrating
the feasibility and usefulness of SDN-based solutions for
automotive networks.

Maleh et al. [154] presented a detailed examination
of the security aspects associated with Software-Defined
Networking (SDN). The paper begins with an overview of
SDN, emphasising its basic design, which separates the
control plane from the data plane. While SDN provides
network management flexibility and agility, it also brings
additional security risks that traditional networks did not
have. The authors talk about the numerous security threats
that can occur in SDN setups. Among these dangers include
Distributed Denial of Service (DDoS) assaults, unauthorised
access, data breaches, and flow table manipulation. The
authors emphasize the significance of these risks and
their possible influence on network operations through a
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thorough examination. To address the vulnerabilities in SDN
systems, the paper goes on to list a variety of security
measures andmitigation. These include procedures for access
control and authentication, encryption, flow monitoring,
anomaly detection, and intrusion prevention systems. The
authors thoroughly examine each approach’s effectiveness
in mitigating specific threats, providing significant insights
for network administrators and security practitioners. This
research is a helpful resource for researchers, network
practitioners, and policymakers in their attempts to construct
secure and resilient SDN infrastructures since it provides a
thorough examination of threats, countermeasures, and future
prospects.

Yeganeh and Ganjali [27] focused on the provision of
a comprehensive survey on SDN controllers, which is a
sub-category of distributed SDN. The authors also discussed
about the architecture and the concept of distributed SDN
as compare to traditional SDN. They also provided the
logical and practical classification of SDN. A detailed
survey on SDN was presented by Kreutz et al. [40];
they discussed about the history of SDN and their stan-
dardization activities. They also discussed in detail about
the different SDN layers: Infrastructure, southbound and
northbound interfaces, NOS, network hyper-visors, program-
ming languages, network applications and virtualization.
In addition, the authors discussed some recent research
and the issues related to controllers, resilience, security,
scalability, migration and performance evaluations in SDN
network. A detailed analysis for different SDN controllers
was presented by Shalimov et al. [46]. The authors performed
some efficiency indexes experiments on the controllers and
these indexes were related to security, reliability, scalability
and performance. They developed their own framework with
the title of ‘hcprobe’ for doing experiments on controllers.
The experimental results show that the performance of the
controllers has to be improved in order to work efficiently in
above mentioned indexes.

3) CHALLENGES AND THREATS
In [10], Varadharajan et al. proposed a policy-based security
architecture for SDN, in which they focused on secure
communication between inter and intra domain and detection
and prevention of different types of security attacks in the
networks. The benefit of using this approach was to provide
defense against data flow related attacks which can secure
data plane path and end hosts.

In [11], Sultana et al. main focus was to detect network
intrusion in SDN by using machine learning and deep
learning techniques. The advantage of using their technique
was its efficiency that was used for data taxation and for
evaluation of the network security. The shortcoming of the
paper is its need for an extensive dataset based on the deep
learning technique for the evaluation of the performance of
the methodology.

Alsaeedi et al. [13] provided an overview and the
challenges related to SDN flow control based on network

scalability and performance. In addition, they also addressed
the challenges by improving the scalability and performance
of SDN flow control. The authors summarized the challenges
that required to be further addressed for obtaining a scalable
and adaptive SDN open flow control.

In [16], a detailed survey presented by Yu et al.
on vulnerabilities of SDN and their management solutions
for both industrial and academic research. They compared
and analyzed the detailed solution on the fault tolerance,
fault recovery, fault diagnosis, and monitoring. They also
performed the analysis of solutions that were developed either
in industry or in academic research context. The authors also
suggested some future challenges and emerging trends in the
advancement of SDN.

Wenjuan et al. [152] proposed a novel approach to
enhance the security of Software Defined Networking
(SDN) through the integration of blockchain technology
with collaborative intrusion detection mechanisms. SDN is
a network architecture that allows for centralized control
and programmability of the network, but it faces sig-
nificant security challenges due to its centralized nature.
By harnessing the advantages of blockchain technology,
the proposed system exhibits enhanced resilience, data
integrity, and cooperative defense mechanisms, making it a
valuable contribution to the field of network security in SDN
environments.

In [18], Raghav and Dua discussed about the different
types of threats and a few security flaws at different SDN
layers. This paper mainly focused on the solution provided
by the authors to one of the threats. Their solution was based
on set intersection and did not take much time for conflict
detection.

Raghunath and Krishnan [20] discussed different scenarios
of cross-layered attack on SDN architecture. The authors
also provided a detailed overview of protecting SDN-enabled
network. The authors also provided a comprehensive survey
on different threats related to SDN and their defensive
mechanism to deal with those threats.

Alsmadi et al. surveyed about the security of SDN in [29];
they discussed about the issues and problems related to
SDN. They also provided possible solutions to counter the
problems. Their survey was about the security threats and
their countermeasures, based on three categories: network
intrusion, application trust management, and DDoS attacks.
Based on the issues and countermeasures, the authors also
provided some future directions for SDN security.

Background of SDN and some security challenges related
to SDN was discussed by Bouras et al. [31]. They also
discussed about some existing solutions to mitigate the
challenges. They performed their experiment by attacking the
mobile network an ONOS controller.

Slavov et al. [34] discussed about the benefits and the
different types of vulnerabilities related to SDN. The authors
also discussed the objectives, such as confidentiality, integrity
and availability, which could be protected by keeping
the process of authentication, authorization, repudiation,
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TABLE 1. Comparison of some existing surveys related to SDN focusing on different parameters inside SDN paradigm.

transparency, resiliency and multi-domain isolation in a right
place.

In [39], Chourishi et al. proposed the three controllers
architectures which was implemented for OpenStack, Open-
flow, and OpenDayLight. The authors also discussed the
issues related to security of SDN and load balancing. Their
contribution was a major milestone in the IT community
by load balancing and network architecture. Architectures
of the SDN and the challenges related to the architecture
were also discussed in [42]. Some of the principles and the
security requirements of the SDN were also presented in this
paper. After performing the experiments, they suggested that
the principles can guarantee a safe implementation of ONF
based architectures. In addition, they presented the analysis
on Openflow version 1.3.5.

In [151], Logeswari et al. main objective was to design
and implement an efficient Intrusion Detection System (IDS)
using machine learning techniques, capable of detecting and
mitigating network intrusions in SDNs. They introduces a
promising approach to tackle security challenges in SDNs.
The integration of multiple machine learning algorithms
allows the system to adapt dynamically and respond
effectively to emerging threats.

In [155], Akhunzada et al. intends to provide an in-depth
review of the security challenges faced by Software Defined

Networks. The authors begin by emphasizing the increasing
popularity of SDN and the fundamental shift in network
management it represents. They underline SDN’s sensitivity
to numerous security risks and their possible impact on
network infrastructure. The study digs into the taxonomy of
security concerns unique to SDN, explaining the many types
and associated hazards. Furthermore, the authors explain the
critical needs for protecting SDN and identify outstanding
concerns that must be addressed. Overall, the introduction
sets the stage for a thorough examination of SDN security
and serves as the foundation for the remaining portions of the
paper.

In [156], Akhunzada et al. addresses security and depend-
ability challenges in software-defined networks. The authors
examine the weaknesses and potential threats in SDNs and
present a comprehensive architecture for ensuring security
and dependability in these networks. They explore the need
for adding security measures at all tiers of the SDN archi-
tecture and show several ideas and techniques for increasing
SDN resilience to assaults. The report also emphasizes
the importance of secure communication and suggests a
secure communication paradigm for SDNs. Furthermore,
the authors thoroughly evaluate their suggested framework
using simulations and real-world experiments to show its
effectiveness in minimizing potential security threats.
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4) MODEL BASED SDN
A security framework titled as StateFit was presented by RH.
Hwang et al. [15], in which they filtered the traffic at the SDN
data plane. Latency and signaling overhead can be reduced by
using this framework.

In [19], Abdulqadder et al. proposed a multi-level security
mechanism for SDN architecture. Different types of methods
were used to examine the packet flow and get the controller
for further processing. The main aimwas to provide a flexible
packet forwarding mechanism in SDN. In the first step,
users were verified through routers, and policy verification
was done in the next step by using the logic design.
Finally, authentication of controllers were done before the
flow control transmission by using the signature-based
authentication. Their main focus was to improve the security
of SDN environments.

A new framework was proposed by Wang et al. [26] for
SDN environment by joining the SDN technologies and some
security tools with the title of ‘SecControl’. The authors also
evaluated the performance of the framework ‘SecControl’
by implementing the prototype with an Openflow protocol.
The result of their research confirmed that the framework has
worked well with security tools and have defensive response
for SDN networks.

In [41], Lantz et al. described a new prototype for SDN in
which they deployed a network by using Mininet. The results
from the case studies showed that the Mininet is efficient
in perspective of resources and usage of time as compared
to other workflows. Combining the SDN with the Mininet
performed well in the three phases: deployment, sharing and
prototyping.

A Cloud-based SDNwas discussed by Yan et al. [38]. They
provided the details about the new characteristics of DDoS
attacks that were related to the SDN-based cloud computing.
The authors also presented a detailed survey of all the defense
mechanisms against the attacks related to cloud computing.
The solutions against those attacks were classified into three
categories: source-based, network-based, and the destination-
based mechanisms. At the end, the authors discussed the
methods of mitigation of mobile and application level DDoS
attacks.

The attack surface of SDN was examined by Yoon et al.
[150] using an analysis model based on the CIA (confi-
dentiality, integrity and availability) triad. They divide the
assets of the SDN architecture into three categories; control
plane where they create a threat scheme that can target
both the controllers and the application, control channel
and data plane. The authors include a list of potential
vulnerabilities for each attack. At the same time, the authors
reveal 12 previously unreported vulnerabilities. They have
found that the newly discovered vulnerabilities mostly fall
into two categories; controller intrinsic resilience and access
control. The results of this survey demonstrate the need for
improved controller stability in order to secure both its own
sensitive resources and trustworthy applications by using the
strict authentication and authorization mechanisms.

IV. CLASSIFICATION AND COMPARISON OF SDN
CONTROLLERS
In the following subsection IV-A, we conducted a qualitative
comparison among different SDN controllers based on
different features. Description of different SDN controllers
also discussed in subsection IV-B.

A. QUALITATIVE COMPARISON BASED ON
PROGRAMMING LANGUAGES, PROTOCOL VERSION ETC
Comparison among different SDN controllers can be ana-
lyzed based on different features which are mentioned as
below.

1) PLATFORM (PROGRAMMING LANGUAGE)
Different types of programming languages can be used for
writing the controllers operating system. Languages can be
C, C++, C#, Java, R, Python, Ruby, and Go. Some of
the controllers use one programming language to write the
complete controller. However, other controllers use different
languages for different modules of the controller. Therefore,
it is a possibility that controllers which are developed
with different programming languages can have a better
performance on different platforms under special conditions.

2) DEVELOPERS
Different developers like Nicira, Google, Barkeley, Stanford,
Juniper, Big Switch, Cisco, NTT and NEC etc., have
developed multiple SDN controller.

3) OPENFLOW VERSION
Different SDN controllers deploy the different versions
of Openflow. In March 2008, the first version of the
Openflow was released with the title of v 0.2.0. After two
month, in May 2008, two new versions of the Openflow, v
0.8.0 and v 0.8.1, were released. In the subsequent version of
Openflow in Oct 2008, echo request and the reply message
methodology were introduced in v 0.8.2. Few updates were
introduced in the next version of Openflow v 0.8.9 in
December 2008. In July 2009, a new version of Openflow v
0.9.0 was released and in December 2009 the most deployed
v 1.0 was released. After that, a new version of Openflow
v 1.0.0 was released with some new specification. Payload
Ethernet and the 12 header fields were used by different
switches to support the specifications of version 1.0.0. A new
version 1.1.0 was released, as the v 1.0.0 has only one flow
table in a switch but in the new version numerous group and
the flow table were presented in a switch.

In December 2011, v 1.2.0 was released with some
additional features such as option of multiple controllers been
connected to a single switch and the Ipv6 addressing were
included. In June 2012, another version 1.3.0 of Openflow
was introduced. Connections between the controller and
the switch were enabled. Cookies were also added to
those packets which came from switch to the controllers.
In August 2013, v 1.4.0 of Openflow was released which
increased the scalability. In December 2014, v 1.5.0 was
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released in which the Ingress and Egress tables were
introduced instead of using the input port. Comparison of the
specifications of Openflow versions 1.0.0, 1.1.0, 1.2.0, 1.3.0,
1.4.0, 1.5.0, 1.5.1 and 1.6.0 is shown in Table. 2.

4) ARCHITECTURE
Architecture plays an important role in the SDN paradigm
as the architecture is characterized into two basic types:
distributed and centralized. Distributed and the centralized
controllers can be used for the large and the small area
network respectively. It can be further classified into flat
and hierarchical, in which the root controllers are added in
the hierarchical and equal responsibilities are assigned for
each controller in the flat category. The classification of SDN
controllers based on architecture is shown in Fig. 3.

5) OPEN SOURCE
open source refers to a source code of any program that is
available for use or modification by users or other developers.
SDN controllers may be differentiated on open source feature
as well.

6) RELIABILITY
Reliability is the degree to which an assessment tool produces
stable and consistent results. Reliability is an important factor
of SDN controllers. The decoupling features of the SDN
technology give us the flexibility of independentmanagement
and development of control plane and data plane. In addition,
two approaches are used for SDN deployment: centralized
and de-centralized [147]. In centralized approach, we have
a single point of failure [148]. To tackle this issue, multiple
SDN controllers are used to provide reliability [148].
However, the de-centralized come up with its own issues.i.e.
consistency.

7) SCALABILITY
Major challenges related to scalability are the control logic
concentration in software controllers and the separation of
data and control planes. Centralized SDN controllers are
high in demand when the size of network is increased,
and, as a result, problem of data overloading can occur.
Communication between the switches and the controllers
can be increased when the size and operating region of
the network are expanded. A single controller may be the
bottleneck in a centralised software defined environment.
Consistency and scalability are the major challenges with this
approach. With a response time of less than 10 milliseconds,
a single NOX SDN controller can handle 30000 flow
initiation requests per second [75]. The message processing
latency becomes a non-negligible factor in overall network
scalability whenever a load on a single controller exceeds its
threshold value [149].

8) CONSISTENCY
Consistency is an important factor of distributed SDN
controllers. Network state consistency and the network

FIGURE 3. Classification of SDN control plane architecture; distributed vs
centralized.

information can be exchanged in physically distributed SDN
controllers.

9) COMPILER
The compatibility of SDN controllers with OS are defined by
the compilers. Some of the major OS are; Linux, Windows,
Ubuntu and MacOS. Linux is one of the most used OS for
SDN controllers.

10) API
Applications like the virtualization, forwarding, and intrusion
detection were created by data planes to facilitate the
controllers in northbound API. Communication between
the routers, switches, and the controllers can be done by
using the southboundAPI.Multiple controllers from different
domains are used to peer with each other by using the west or
east API.

11) LIBRARY
Different types of Openflow libraries are used for different
SDN controllers. Types of different libraries are depicted in
Table 3.

B. SDN CONTROLLERS AND THEIR
ADVANTAGES/DISADVANTAGES
The following paragraph highlight different features of
the available controllers till date. Following parameters
like platform, developers, architecture, reliability, scalability,
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TABLE 2. Comparison of openflow versions; 1.0.0, 1.1.0, 1.2.0, 1.3.0, 1.4.0, 1.5.0, 1.5.1 and 1.6.0.

consistency, compiler, API and library are the prime focus
surveyed in this section in order to give the readers a complete
picture of the controllers for deployment according to their
scenario/need. A summary of different controllers based on
different features is shown in Table 3.

1) BEEHIVE [85]
Distributed architecture-based open source SDN controller
established in 2016 by NERSC, operates with Openflow
versions 1.0.0 - 1.2.0. It uses Go as programming language,
REST API and Linux OS as a compiler for evaluating
the controller. Beehive SDN controller provide a better
scalability and reliability as it does not have consistency
related challenges. Beehive SDN controller is significantly
effective in designing the control plane, making this as its
main advantage.

2) BEACON [63]
In 2010, an open source SDN controller based on centralized
architecture established by Stanford University, called Bea-
con. Beacon operates with the Openflow version 1.0.0 and
have use the Java programming language. It is not able to
achieve the goals of scalability and consistency however,
it performs well in perspective of reliability. JSpring library,
ad-hoc API and Linux, Windows, MacOS use as compiler to
evaluate the performance of the controller.

3) B4 [5]
In 2013, Google established a physically distributed
architecture-based open source SDN controller. Linux OS
uses as a compiler for evaluating the controller performance.
B4 operates with the Openflow version 1.0.0 and have
use the C and Python as programming language. Its main
advantage is the maximization of the average bandwidth. B4
SDN controller provides greater reliability and scalability
however, the performance is limited in achieving the goal of
consistency.

4) DISCO [64]
DISCO, established by Stanford University in 2014, is based
on physically distributed architecture and is an open source

SDN controller that operates with Openflow version 1.0.0.
The result of the scalability and reliability are achieved
in DISCO SDN controller. Java is use as a programming
language, JVM library, REST API and Linux OS are used
as a compiler for evaluating the performance of controller.
The benefit of DISCO controller is the usage of lightweight
intercontroller channel, which enabled end-to-end services.

5) DCFABRIC [65]
OpenStack Juno established an open source SDN controller
based on Centralized architecture in 2014, which operates
with the Openflow version 1.3.0 using the REST API. The
desirable results of reliability, scalability and consistency can
be attained by DCFabric controller. DCFabric provides high
efficiency in network topology. This is the main benefit as
they use the JavaScript and C as programming language and
Linux OS as compiler for controller evaluation performance.

6) DIFANE [66]
An open source SDN controller, ’DIFANE’, based on
physically distributed architecture was established in 2010.
It operates with theOpenflow version 1.1.0 and use theAdhoc
API for controller evaluation. DIFANE’s performance is
limited in achieving the results of consistency and reliability,
but it attains the results of better scalability.

7) DEVOFLOW [67]
NEC, Arista, and Toroki, in 2010, established an open source
SDN controller ’DevoFlow’. It was based on physically
distributed architecture. It uses the JAVA as programming
language, JVM library for controller evaluation performance
and it operates with the Openflow version 1.1.0. The main
advantage of DevoFlow is that it reduce the chance of
overhead, while the performance is limited in reliability
and consistency. However, it attains the desirable results for
scalability.

8) ELASTICON [68]
In 2014, NSF and IIS established a distributed architecture-
based open source SDN controller ‘ElastiCon’, which
operates with the Openflow version 1.0.0 and use JAVA as a
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TABLE 3. A detailed summary of SDN controllers-highlighting platform, developers and detailed architecture.

programming language. ElastiCon SDN controller provides
better reliability and scalability. It also provides desirable
results related to consistency-based challenges. ElastiCon
uses the SIGAR andRESTFUL asAPI, andHazelCast library
for performance evaluation.

9) FLOODLIGHT [69]
Floodlight is a physically centralized architecture-based
open source SDN controller developed in 2010 by Big

Switch. Its performance was limited in achieving the results
of reliability. However, it attains the better results of
scalability and consistency. It uses Java as a program-
ming language and operates with the Openflow version
1.1.0. Floodlight uses Java RPC, Rest, Quantum as APIs,
and uses Linux, Windows, MacOS for controller eval-
uation. The main benefit of the Floodlight is its easy
usage. The workflow of the Floodlight controller is shown
in Fig.4.
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TABLE 3. (Continued.) A detailed summary of SDN controllers-highlighting platform, developers and detailed architecture.

10) FAUCET [70]
Faucet is a centralized architecture-based open source SDN
controller developed by WAND network Research Group
in 2016. The main benefit of Faucet controller is the
implementation of security policies on each access port.
It uses the Python as a programming language, Linux OS as
compiler for performance evaluation, and it operates with the

Openflow version 1.3.0. Faucet does not achieve the desirable
goals of scalability and reliability but it performs well in
perspective of consistency.

11) FLEET [71]
In 2014, distributed architecture-based open source SDN
controller ’Fleet’ was developed, it operates with the
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TABLE 3. (Continued.) A detailed summary of SDN controllers - highlighting platform, developers and detailed architecture.

FIGURE 4. Work flow of floodlight controller.

Openflow version 1.0.0 and use Python as a programming
language. It use Pycrypto and gmpy2 library, ad-hoc API,
and Linux as OS for controller evaluation performance.
Fleet vastly detect the failures as it provides better results
of reliability but does not achieve the desirable results of
scalability and consistency.

12) FLOWVISOR [72]
Stanford and Nicira developed a centralized architecture-
based open source SDN controller ’FlowVisor’ in 2009, and

have use the JSON API and Linux as OS for controller
performance evaluation. FlowVisor acts as transparent proxy
controller between the physical switches of Openflow and
operates with the Openflow versions 1.0.0 - 1.3.0. FlowVisor
have use C as programming language. Its performance is
limited in achieving the results of reliability and consistency.
The workflow of the flowvisor controller is shown in Fig. 5.

13) HP VAN SDN [73]
In 2013, HP established a distributed architecture-based open
source SDN controller, ’HP VAN SDN’. It has use JAVA as
programming language and works with the Openflow version
1.0.0. HP VAN SDN controller provide better results for
reliability, scalability and consistency as It uses theOpenFlow
library, Linux as OS and RESTful API for performance
evaluation.

14) HELIOS [74]
Distributed architecture-based an open source SDN controller
‘Helios’ was developed by NEC in 2012. The results of
the reliability and consistency are limited by using Helios
controller but provides the better results of scalability. It uses
Thrift RPC library, C as programming language and Linux
as OS for performance evaluation. Helios provides better
results in perspective of low cost, complexity, and energy as
it operates with Openflow version 1.0.0.
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FIGURE 5. Workflow of flow visor controller.

15) HYPERFLOW [75]
In 2010, University of Toronto developed a physically
distributed architecture-based open source SDN controller,
’Hyperflow’. Hyperflow operates with the Openflow version
1.0.0, have use the C++ as programming language and
Boost serialization library for experiment. The advantage of
HyperFlow is minimizing the cross region control traffic,
also provide the better reliability and scalability however, its
performance is limited in achieving the goals of consistency.

16) JAXON [76]
An open source SDN controller ’Jaxon’ was developed
by Independent Developer in 2013. It does not provide
better results for reliability, scalability and consistency. Jaxon
operates with Openflow version 1.1.0 as it uses Java as
programming language.

17) KANDOO [77]
University of Toronto in 2012 developed physically dis-
tributed architecture-based open source SDN controller
’Kandoo’. Its switches can natively run local control appli-
cations. Kandoo SDN controller operates with Openflow
versions 1.0.0 - 1.2.0. It uses JAVA RPC API, Python,
C and C++ as programming languages and Linux as OS for
experimentation. Its performance is limited with respect to
consistency but provides better results in terms of reliability
and scalability.

18) LOOM [78]
Distributed architecture-based open source SDN controller
was developed in 2016 by Erlang Solutions. Its aim is to
protect the network from the rouge applications. Loom use
Erlang as programming language, SDK lib and operates
with the Openflow version 1.3.0 - 1.4.0. Loom SDN
controller provides good results for scalability, however, its
performance is limited in reliability and consistency. It uses
the JSON API and Linux as OS for performance evaluation.

19) LIBFLUID [79]
An open source SDN controller ’Libfluid’ was established in
2016 by Open networking foundation. It uses the C++ as
programming language. Libfluid has inflexible protocol and

configurable behavior in implementation. Scalability results
are achieved by using LibFluid controller, but its performance
is limited in reliability and consistency. LibFluid have used
Linux, window, MacOS as OS, ROFL lib and C++ API
for experimentation and it works with Openflow versions
1.0.0 - 1.3.0.

20) MCNETTLE [80]
Yale University, in 2012, established an open source SDN
controller ’McNettle’ based on centralized architecture.
It uses the Haskell as programming language, Haskell
standard lib, McNettle API and Linux as OS for controller
performance evaluation and it works with the Openflow
version 1.0.0. The main advantage of McNettle is its high
level expressive language and multicore optimization. Its
performance is limited in reliability and consistency but have
better results of scalability.

21) MUL [81]
MUL is an open source SDN controller based on centralized
multi-threaded architecture. It was developed by Independent
Developers in 2014. MUL is modular, flexible, and easy
to learn. It is limited in consistency but provides better
results of scalability and reliability. It uses C as programming
language. MUL SDN controller works with Openflow
versions 1.0.0 - V 1.4.0 and have used the REST API for
experimentation.

22) MAESTRO
Maestro is a centralized architecture-based open source
SDN controller established in 2010 by Rice University.
Maestro have multi-threaded support and have use the JAVA
as programming language. Its performance is limited in
consistency but provides good results of scalability and
reliability. Maestro operates with Openflow version 1.0.0.
Maestro have used JVM lib, Linux, windows and Mac as OS
and ad-hoc API for performance evaluation.

23) MICROFLOW [82]
MicroFlow is a centralized architecture-based open source
SDN controller. It was established in 2012 by Independent
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Developers, and works with the Openflow versions
1.0.0 - V 1.5.0. MicroFlow SDN controller performance is
limited in reliability and consistency but it provides good
results of scalability. Microflow have used Linux OS, Socket
API and C as programming language for performance
evaluation.

24) MERIDIAN [83]
Meridian is a centralized architecture-based open source
SDN controller established by IBM in 2013. The main
advantage ofMeridian is themanagement of dynamic updates
related to topology. Meridian have used libvirt, REST API
and Cloud-based OS for experimentation. Meridian SDN
controller provides better results of reliability and scalability.
However, their performance is limited in consistency. It uses
JAVA as programming language and operates with the
Openflow versions 1.0.0 and 1.3.0.

25) NODEFLOW [84]
In 2014, Dreamer Lab developed a centralized architecture-
based open source SDN controller called ’NodeFlow’.
The NodeFlow is lightweight and efficient for real time
applications. NodeFlow SDN controller performance is
limited in perspective of reliability and consistency. However,
it provides better results of scalability. It operates with the
Openflow version 1.0.0. NodeFlow uses libuv, NodeJS API,
and JavaScript as programming language and JSON for
controller performance evaluation.

26) NOX [85]
Nicira and Stanford in 2008 developed an open source SDN
controller ’NOX’. NOX deals with packets payload and
have use the C++ and Python as programming languages.
NOX SDN controller provides good results of reliability,
however, it does not performs well in achieving the results of
consistency and scalability. NOX uses Linux OS, and ad-hoc
API for experimentation and operates with Openflow version
1.0.0.

27) NOX-MT [85]
Physically distributed architecture-based open source SDN
controller ‘NOX-MT’ was established by Big Switch, Nicira,
and University of Toronto in 2011. The main benefit
of NOX-MT is the improvement of response time and
throughput of NOX controller. It uses C++ as programming
language, ASIO lib, ad-hoc API and Linux OS for perfor-
mance evaluation. It operates with the Openflow version
1.0.0. NOX-MT SDN controller provides better result of
reliability, but its performance is limited in consistency and
scalability.

28) ONIX [86]
In 2010, Nicira, NTT and Google established an open source
SDN controller ’ONIX’. ONIX provide solutions to almost
every problem related to network management. ONIX SDN
controller provide better results of reliability and scalability

however, its performance is limited in consistency. It operates
with Openflow version 1.1.0. It uses C++, Python, and JAVA
as programming language, ONIX, NVP, NB API and third
party lib for experimentation. The workflow of the ONIX
Controller is shown in Fig. 6.

29) ONOS [87]
ONOS was developed by AT & T, Cisco, Ericsson, Huawei,
and Google in 2014. It has a distributed architecture. The
results of reliability, scalability, and consistency are achieved
by using ONOS controller as it operates with the Openflow
versions 1.0.0, and V 1.3.0. ONOS provide the results of
throughput in perspective of performance and availability.
It has used Linux, Window, Mac as OS and REST, neutron
API for performance evaluation.

30) OMNI [88]
In 2011, a distributed architecture-based open source SDN
controller ’OMNI’ was established by Federal University
of Rio de Janerio. OMNI blackuce the packet loss rate
and it works with the Openflow version 1.1.0. OMNI SDN
controller have use the OMNI API, Java, and Python as
programming languages and Linux as OS for performance
evaluation. OMNI SDN controller does not provide desirable
results of reliability, scalability and consistency.

31) OPENCONTRAIL [89]
OpenContrail is a centralized architecture-based open source
SDN controller developed in 2012 by Juniper. It uses C, C++

and Python as programming languages. Dynamic routing
and trunking are its main advantages. OpenContrail SDN
controller provide better results of reliability, scalability, and
consistency. OpenContrail has used Linux as OS, REST API
for experimentation and operates with the XMPP and BGP.

32) OVS [90]
OVS is an open source SDN controller developed by
independent developer in 2014. Traffic filtration secures by
OVS are its main advantage. OVS controller operates with
OVSDB. It uses C as a programming language, and Linux
as OS for experimentation. OVS SDN controller is not able
to achieve the goals of scalability and reliability however,
it performs well in perspective of consistency.

33) OPENDAYLIGHT [91]
In 2017, Cisco, Ericsson, HP, Intel, and Brocade established
a distributed architecture-based open source SDN controller,
’OpenDaylight’. It uses JAVA as a programming language,
and works with Openflow versions 1.0.0, and 1.3.0. Open-
Daylight SDN controller achieves the desirable results of
reliability, scalability and consistency. OpenDayLight uses
JVM lib as library; REST, RESTCONF, XMPP as APIs, and
Linux, Window as OS for performance evaluation.

34) OPENIRIS [92]
Distributed architecture-based open source SDN controller
’OpenIRIS’ was developed by ETRI, in 2014. It uses JAVA
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FIGURE 6. Workflow of onix controller.

as a programming language and operates with the Openflow
versions 1.1.0, and V 1.3.0. The main advantage is that
OpenIRIS have lower latency. OpenIRIS uses Loxigen,
REST API and Linux as OS for experimentation. OpenIRIS
controller provides better results of scalability however, its
performance is limited in achieving the desirable results of
reliability and consistency.

35) POF [93]
In 2017, University of science and technology China (USTC),
NSFC, and Huawei developed a centralized architecture-
based open source SDN controller, ‘POF’. It operates with
the Openflow version 1.0.0 and POF-FIS. It uses Java as
a programming language, DPDK lib as library, POF as
API, and Linux as OS for the experimentation. POF SDN
controller provides better results of scalability however, its
performance is limited in achieving the results of reliability
and consistency.

36) PANE [94]
‘PANE’, an open source SDN controller, is developed by
NSF and NDSEG in 2013. It uses Haskell programming
language, Nettle lib as library, and PANE API and windows
as OS for experimentation. PANE SDN controller provides
better results of reliability and consistency, but does not
provide the desirable results of scalability. It operates
with Openflow version 1.0.0. The main advantage of
this controller is that OMNI provides better security and
performance.

37) POX [95]
An open source SDN controller ’POX’ was developed by
Nicira, Barkeley and Stanford, in 2014. The main advantage
of using POX controller is that it easily deploy and test
the SDN applications. POX controller works with Openflow
version 1.0.0. It uses ad-hoc API, Python as programming
language andMacOS as OS for performance evaluation. POX
SDN controller achieve the results of reliability, however
does not provide the desirable results of scalability and
consistency.

38) PROGRAMMEABLEFLOW [2]
Physically centralized architecture-based open source SDN
controller ’Programmeableflow’ was developed by NEC,
in 2010. Programmeableflow use the switches and other
network services to control the entire infrastructure. Its
performance is limited in achieving the results of consistency
and scalability but, it attains the results of better reliability.
The controller operates with Openflow version 1.0.0. It uses
JAVA as a programming language, and control API and Linux
as OS for experimentation.

39) ROSEMARY [96]
In 2014, DARPA and AFRL, established an open source
based SDN controller, ’Rosemary’, based on centralized
architecture. It operates with Openflow versions 1.0.0,
1.3.0 and XMPP. Rosemary performance is limited in
achieving the results of consistency but attains the results
of better reliability and scalability. Rosemary controller uses
Boost lib, ad-hoc API and Linux as OS for performance
evaluation.

40) RAVEL [97]
NSA and NSF developed a centralized architecture-based
open source SDN controller, ’Ravel’ in 2016. Its users can
modify, launch, and switch between the abstractions by using
Ravel controller. Ravel operates with Openflow version 1.0.0,
and have use ad-hoc API. It uses Python as a programming
language, and linux as OS for experimentation. Ravel
achieves the desirable results of scalability and consistency,
however its performance is limited in achieving the results of
reliability.

41) RYU [98]
Logically centralized architecture-based open source SDN
controller, ’Ryu’, was developed in 2017 by NTT. It operates
with the Openflow version 1.1.0. Ryu controller performance
is limited in achieving the results of scalability and consis-
tency, but attains better results in reliability. It uses Python as
programming language, Java RPC as library, Rest, Quantum
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FIGURE 7. Workflow of routeflow controller.

as APIs, and Linux, Windows, MacOS as OS for controller
evaluation.

42) RUNOS [99]
In 2015, ARCCN established a distributed architecture-based
open source SDN controller, ’RunOS’. It uses C++ as
programming language and operates with Openflow version
1.3.0. It achieves desirable results of reliability, scalability,
and consistency. It uses DPDK, netmap lib as library, REST
API, and Linux as OS for performance evaluation. The main
benefit of using RunOS is that it reduces the equipment costs
and network operation.

43) RAVANA [100]
’Ravana’ is an open source SDN controller that is established
by NSF, ONR, and University of Princeton in 2015.
It supports multi-threaded applications. Ravana works with
Openflow version 1.1.0, It uses parsing lib, Ryu API, C++as
programming language, and Zookeeper for experimentation.
Ravana SDN controller achieves better results of consistency,
but do not achieve desirable results of scalability and
reliability.

44) ROUTEFLOW [101]
RouteFlow is a distributed architecture-based open source
SDN controller established by CPqD in 2012. It deliv-
ers IP routing solutions for the network. It uses C++

as programming language and works with the Openflow
versions 1.1.0 - 1.3.0. It uses the RPC library and Linux as
OS for performance evaluation. RouteFlow SDN controller
provide better results of reliability and scalability. However,
its performance is limited in achieving optimal results of

consistency. The workflow of the Routeflow architecture is
depicted in Fig. 7.

45) RYU NOS [47]
OSRG and NTT developed a logically centralized
architecture-based an open source SDN controller ’Ryu
NOS’, in 2013. Ryu NOS does not require high end switches
because of tunneling based isolation. It uses the LACP
lib, RESTful, ad hoc API and Linux, MacOS as OS for
experimentation. Ryu NOS SDN controller provide better
results of reliability and consistency however, it does not
achieve the desirable results of scalability. Ryu NOS operates
with the Openflow versions 1.0.0 - 1.5.0.

46) SNAC [48]
In 2016, Nicira and Big Switches established a physically
centralized architecture-based open source SDN controller,
’SNAC’. SNAC increases the visibility because it reports
many flow level traffic details over a webUI andHTTP-based
API. It operates with Openflow version 1.0.0. It uses REST
API, C++as programming language, and Linux as OS for
performance evaluation. SNAC SDN controller performance
is limited in achieving the results of consistency but, attains
better results of reliability and scalability.

47) SMARTLIGHT [49]
’SmartLight’ is an open source SDN controller developed by
FCT and EC FP7 in 2014. It operates with the Openflow
version 1.3.0. Smartlight uses the Replication lib, REST
API, Java as programming language, and Linux as OS for
performance evaluation. SmartLight SDN controller achieve
the results of reliability, but does not achieve the desirable
results of scalability and consistency.
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48) SDX [50]
In 2014, Berkeley and University of Princeton developed a
physically distributed architecture-based open source SDN
controller, ’SDX’. It provides remote control over the traffic.
It uses Python as programming language and operates with
Openflow version 1.1.0. It uses the RESTful API and Linux,
Windows as OS for performance evaluation. SDX SDN
controller provide better results of consistency. However, its
performance is limited in achieving the desirable results of
reliability and scalability.

49) TREMA [51]
NEC developed a centralized architecture-based open source
SDN controller, ’Trema’ in 2013. It only supports Linux-
based applications. Trema operates with Openflow version
V 1.0.0, and have use the Ruby and C as programming
languages. It uses ad-hoc API, OF lib as library, and Linux
as OS for experimentation. Trema achieves desirable results
of scalability and reliability, but lacks to attain better results
of consistency.

50) TINYSDN [52]
’TinySDN’ is an open source SDN controller established by
FAPESP in 2015. It operates with the Openflow version V
1.0.0. TinySDN uses ad-hoc API, C as programming lan-
guage and Linux as OS for performance evaluation. TinySDN
has the capability to perform flexible bit masking. TinySDN
achieves good results of scalability, but its performance is
limited in achieving the goals of scalability and consistency.

51) UNIFIED CONTROLLER [53]
IBM developed an open source SDN controller, ’Unified
controller’, in 2014. It operates with the Openflow version
1.0.0. Unified controller achieves the goals of scalability and
consistency. However, its performance is limited to achieve
sound results of reliability. It uses the REST APIs, and Linux
and window as OS for performance evaluation.

52) YANC [54]
’Yanc’ is a distributed architecture-based open source SDN
controller established by University of Colorado in 2013.
Yanc provides security, congestion control, and load balanc-
ing facility. It uses C++ and C as programming languages,
and operates with the Openflow versions 1.0.0 - 1.3.0.
It uses REST API, libyanc as library, and Linux as OS
for performance evaluation. Yanc provides better results of
scalability, but do not achieve desirable results of consistency
and reliability.

53) ZEROSDN [55]
In 2015, University of Stuttgart developed a distributed
architecture-based open source SDN controller, ’ZeroSDN’.
ZeroSDN controller has a highly modularized and
lightweight aptitude. ZeroSDN achieves desirable results
of consistency, but do not attain appropriate results of

scalability and reliability. ZeroSDN controller operate with
the Openflow versions 1.0.0 - 1.3.0. It uses the REST API,
C++ as programming language, ZeroMQ lib as library, and
Linux as OS for performance evaluation.

C. CLASSIFICATION OF THREATS AND VULNERABILITIES
Security threats are spanned over three layers of SDN and
two layers of their communication channel as shown in Fig. 8.
Different security threats in SDN architecture are divided into
7 major groups: Data leakage, Data modification, Denial of
service, Configuration issues, Compromised and the mali-
cious applications, unauthorized access, and system-level
SDN security as depicted in Fig. 9. Different examples related
to these security issues are also discussed in detailed in the
subsequent sections. Furthermore, a detailed description of
the attacks and network security issues of SDN framework is
also presented.

The security issues classified in Fig. 9 are also mapped
to the SDN architecture in Fig. 10 to highlight the entity
and interface impacted by the attack or vulnerability. It is
worth pointing out that several of these attacks are related
directly to the SDN characteristics such as unauthorized
access and data modification linked with logically centralized
control, malicious application linked with third party network
services, DoS attack linked with open programmable inter-
face and configuration issue threats are linked with switch
management protocol characteristics.

We also mapped these potential SDN attacks to relevant
security concerns.i.e. authentication, secrecy, integrity etc.
as shown in Table 4.

TABLE 4. Mapping of SDN attacks to security concern.

1) UNAUTHORIZED ACCESS
Unauthorized access is a sub-category of access control
and subdivided into two categories: one is unauthorized or
unauthenticated applications and the other one is unautho-
rized Controller hijacking. SDN characteristics are either
described as the centralized controller or as logically central-
ized/distributed controller. There is a possibility in the SDN
functional architecture that the data plane of network can be
accessed by using several controllers. Group of controllers
can be linked with the multiple source applications. One of
the level of network control is that the applications can easily
read or write any state of network when the applications have
some information regarding the controller. If the controller or
application is imitated by any attacker, the network operations
can be easily manipulated and edited by the attackers.
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FIGURE 8. Security threats in SDN architecture: Security threats are spanned over three
layers of SDN and two layers of their communication channel.

FIGURE 9. Generic SDN attacks.

2) DATA LEAKAGE
Data leakage is subdivided into three sub-categories: cre-
dential management, forwarding policy discovery, and flow
rule discovery. Different type of procedures related to the
packet handling are described in the Openflow specifications.
These procedures are to either drop, forward , or send the
packet to the controllers. By analyzing the processing time
of packets, attackers can easily manage to check the type
of procedure being applied to the packet. For example, the
processing time of packet is less for those packets that
directly pass from input to output port as compared to
those packets which are forwarded to controller for further
processing. Therefore, the sensitive switch configuration is
easily discovered by the attacker. Extra information related
to the network device can be gathered by attackers through
the sets of manufactured packets. Flow request proceed to
the DoS attack by the attackers when they discovered the
controller directed packet type. Data leakage to the DoS
attack relationship is demonstrated in [56]. In the data plane,

credential storage for various networks is one of the major
challenges of the SDN architecture. The attacks related
to the side channel virtual machine in cloud environment
have already been explained. In such an attack, important
information can be extracted and identified from target by
malicious virtual machines [57]. There is a possibility in SDN
that the similar data can be leaked.

We can assume that different customers are allocated
to each entity. So, there is a possibility that the logical
network functionality can be compromised in the case when
the networks and their related credential are not securely
separated.

3) DATA MODIFICATION
Traffic flow in the SDN can be controlled by controller
network devices. The entire system of network can be
controlled whenever the controller is hijacked by the
attackers. Packets can be passed from the networks to the
attacker, if the attacker is able to modify the configuration
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FIGURE 10. SDN potential attacks and vulnerabilities mapped to the SDN architecture to highlight the entity and interface impacted by the attack or
vulnerability.

of network devices, and additional packets can be inserted
by the attacker. Proper security mechanism between the
components, communication channel, and the interface can
be used when the intermediate entities for virtual network
establishment can be introduced between the data and
control plane [4]. Mutual authentication with the use of
Transport Layer Security (TLS) can be described between
the switches and controllers in the communication channel.
Various attacks can be launched and the controllers imitate
by Man-in-the-Middle (MITM) attackers when TLS is not
adopted by main vendors. For example, connections can be
torn down when the reset messages can be inserted and
the control messages can be manipulated. Security issues
should be avoided when the secure intermediate connection
is established between the data and control plane. MITM
attack occur when the message is interrupted between the
two victims by the attackers and happens only when the
communication endpoint is not authenticated. FlowVisor [58]
is one of the SDN controllers in which data modification
attacks can be launched on entities communication by the
attackers [59].

4) COMPROMISED AND MALICIOUS APPLICATIONS
The controllers describe the key idea for data plane applica-
tions, and the architecture is also combinedwith SDN enabled
third party applications [60]. Malicious applications on the

network are as harmful as the compromised controllers.
Similarly, vulnerabilities can be unintentionally injected to
the system by the buggy and the poorly designed applications,
such as, an application is moved into a dangerous state when
an attacker manipulated the identified bug.

5) DENIAL OF SERVICE
This category is further divided into two sub categories,
Switch Flow Flooding and flood communication between
the controller and switch. Packets can be flooded with
the controller by attackers because of the decision rule
requirement and the communication between the network
devices and the controller. Resources related to the limited
memory available with the flow table is also a type of
infrastructure-level DoS attack [61]. Rule modification and
the fraudulent insertion related DoS attacks are also discussed
in [62].

6) CONFIGURATION ISSUES
Three attacks have been introduced in the sub-section of
Configuration issues. Firstly, those related to the policy
enforcement secondly, concerning the lack of authentication
techniques adoption, and lastly, related to the lack of secure
provision. When the network vulnerabilities are detected, the
protocols and the policies related to the network security
are developed. These policies and the protocols are applied
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FIGURE 11. An overview of security threats and vulnerabilities related to SDN layers.

to the SDN framework interfaces and the layers. However,
the policies and protocols related to SDN framework are
not applied or restricted without having the knowledge the
security consequences of implementation situations. Policies
implementation should be applied to network operators, and
is an important factor of SDN based network [32]. There is a
possibility that improper and the misuse of the security fea-
tures may affect all the layers of the SDN architecture. When
a secure connection is disabled, different types of attacks
are possible in the SDN framework that will potentially
affect the network functions. Different vulnerabilities can be
introduced when interfaces are opened between the network
components. These vulnerabilities are not only related to
the communication between the data and control plane,
but also related to the compatibility between the different
vendor devices. Dynamic flow policies can be created and the
network can be programmedwhile using the SDN. Therefore,
there is a possibility that the security vulnerabilities can be
introduced. Policy conflicts and associated problems can be
solved by ensuring consistency, and that should be formed
when the policies are installed against the multiple devices
and the applications. [34].

7) SYSTEM LEVEL SDN SECURITY ISSUES
Different types of SDN related security concerns are pre-
sented at the system-level. A major concern of SDN, related
to the industry, is the auditing procedure. The procedure

of network operation and compliance are dynamically
able to provide the network devices inventory control.
There are two modes in which the Openflow switches
can operate: fail-standalone and the fail-secure mode [32].
From operational point of view, it is difficult for any
operator to understand what type of mode is used when the
connection is interrupted through the switch. In the context
of auditing and the accountability, operational information
retrieval andmanagement is also one of the critical procedure.
To access the resources, techniques are required to be
implemented which can increase the network complexity and
manageability. Integrity, confidentiality and the availability
are the main properties to secure the communication between
the networks. Authentication, authorization and encryption
are used as supporting factors to support the properties of
Confidentiality, Integrity and Availability (CIA). A network
can be formed by combining the properties of CIA, in which
the devices, data and communication can be protected from
malicious attacks. Vulnerabilities and the challenges related
to the SDN network can also be displayed in this attack
category. Security attacks on different SDN layers are also
shown in Fig. 11.

D. SECURITY SOLUTIONS FOR SDN CHALLENGES
As illustrated in Fig. 9, there are seven types of SDN security
attacks. Different solutions were proposed to mitigate the
problems of SDN security attacks. In this section, we presents
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FIGURE 12. Summary of security solutions to mitigate the security threats related to different layers/interfaces (data layer, control
layer, application layer, northbound interface and southbound interface) of SDN.
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potential solutions to address them. Mitigating security
concerns and a comparison of related works at different
SDN layers are also presented in Fig. 12, that reflects the
significant attention that has been recorded by the security
issues in configuration, unauthorized access, and the DoS
attacks. We also observed that the solution of the SDN
security issues also affect the SDN layers, with the data
layer being the least modified one because of the strong
concentration on the software solutions. In the following
sub-sections, we also provide an overview of the possible
solutions relevant to SDN security.

1) UNAUTHORIZED ACCESS
A summary of the mitigation solutions to address ‘‘Unautho-
rized access’’ against the different SDN layers is presented
in Fig.13. A Hybrid control model-based solution for the
unauthorized access was proposed in [102] that improved
network efficiency and reduced congestion at the controller.
TLS is used to secure the central and distributed control
elements. Requests between the network devices have been
securely transmitted by using the signature algorithm. In their
paper, system requires a centralized trust manager and for
securing the system a result signature checking has been
introduced. In [103], the authors presented a newmechanism,
Byzantine, through which the SDN structure was secured by
using the multiple controllers on each network elements. Cost
efficient assignment algorithms are used to minimize the fault
tolerance of Byzantine mechanism.

In [104], a new SDN setup based mechanism, with
switches and the controllers, was proposed for solving the
problems of authentication and authorization of applications.
Working of the middle management is divided between the
switch fabric and the root controller. Moreover, security is
provided at the middle management controller to minimize
the effect of compromised applications. In [105], the authors
identified the problem of full privilege to every application
without providing any protection. The PermOF-based solu-
tion was proposed by the authors to implement the set of
permissions at the API level. By using their mechanism, the
network can be protected from the control plane attacks. The
permission system concept was also extended in [106], where
the authors presented mechanism of Operation Checkpoint,
which was implemented and designed on the SDN controller
floodlight. Initially, a set of permissions was defined by the
authors through which controller and the applications can be
subscribed with each other. Profile of the malicious activities
for the application layer based attacks were maintained by
using the unauthorized operation logs. A new mechanism
SE floodlight was proposed by Stanford Institute in [107],
[108]. Northbound API was digitally authenticated in SE
floodlight mechanism and security enforcement kernel was
introduced. SEK digitally verifies the administrator at run
time by presigning the java class applications. A host-
level access control, AuthFlow, solution was proposed for
the unauthorized access in [109], where an authenticator,

Openflow controller and the radius server were used to
implement the mechanism Authflow. AuthFlow is used for
the authentication and the access control of the applications.
Traffic was controlled by the controller based on the response
of authentication.

2) MALICIOUS/COMPROMISED APPLICATIONS
Connection establishment and authentication must be per-
formed between the application and the controller before
exchanging the messages to avoid the implementation of
any type of malicious application. Different types of solu-
tions were proposed to mitigate the malicious applications’
concern. A summary of related solutions are presented in
Fig. 14 that are proposed to address the ‘‘Malicious and
Compromised Applications’’ issues at different SDN layers.
FortNOX, a security enforcement kernel-based solution, was
proposed to solve the issue of malicious applications in [110].
Role-based authentication was implemented in FortNOX
mechanism for authorization of Openflow applications. Flow
rule insertion with the possible conflicts can be handled by
enforcement engine of FortNOX and the authorization of
the author security is the main factor that is used to accept
or reject the rule. FortNOX is also able to detects the flow
rules that are in conflict with each other. If the new flow
rule is requested with a lower priority or a higher priority,
then the existing flow rule can be ignored or can be replaced
respectively. Priority enforcement and the identification of
application-based issues were not resolved in FortNOX.

A secure and robust network operating system,
ROSEMARY [96], was proposed to address malicious
applications. It can be used to strengthen the security of
control plane. Micro-NOS based architecture was proposed
by author as a solution to solve the issue of malicious
applications. Control plane can be protected from any
malicious application and the vulnerability by running the
Openflow application within the instance of ROSEMARY.
The solution separates the NOS and the network applications.
Network resources used by any application can be monitored
and controlled. LegoSDN an isolation layer between the
SDN applications based solution was proposed by authors
in [111], to avoid crashing of SDN application and the SDN
controllers. Automatic updates can be enforced by using the
network wide transaction system of LegoSDNwhereas, crash
events can be detected and overcome by fault tolerance layer.
Third party network services’ issues were also protected by
LegoSDN.

3) DOS ATTACK
Decoupling of control and data plane can lead to DoS attacks
on the controller. Different solutions have been proposed
to solve the issue of DoS attack on SDN layers. A short
summary of the solutions are presented in Fig. 15 to mitigate
the SDN security issue of ‘‘DoS Attack’’ against the different
SDN layers.

The DoS attack workflow is shown in Fig. 16. From the
starting point, a packet will be received by the openflow
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FIGURE 13. Summary of security solutions to mitigate the SDN security issue of unauthorized access: securing distributed control [102], byzantine
resilient [103], authentication for resilience [104], PermOF [105], operation checkpoint [106], SE FloodLight [107], [108], AuthFlow [109].

switch and will be checked against the flow rule of the table.
If there is no match in the table for that particular packet,
switch will send a request to SDN controller to create a new
rule for that flow. Afterwards, SDN controller will respond
by sending a new forwarding rule for that flow. On the other
hand, if there is a match in the table for packet, the switch
will forward that packet according to the existing flow rules.
Therefore, packet passing the NAT gateway will move toward
the online services. In an alternative scenario, the switch will
mirror each received packet to the IDS. The IDS will then
analyze the packets to assess the occurrence of DoS attack.

If the packet comes under the category of DoS attack, the IDS
notifies the SDN controller about the attack. Furthermore,
SDN controller will send the blocking flow rule to the switch.
The switch will then mitigated the attack by removing all the
packets as per the new installed blocking rule.

AVANT GUARDA, a control and data plane communica-
tion based solution was proposed in [112]. It uses a migration
tool to limit the requests that were sent to the control plane.
The Migration tool was used to remove the TCP sessions that
failed at the data plane before sending any notification to the
control plane in TCP SYN flood attack. Network flexibility
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FIGURE 14. Summary of security solutions to mitigate the SDN security issue of malicious and compromised application; FortNOX [110], ROSEMARY [96],
LegoSDN [111].

can be improved by providing the solution of CPRecovery
in [113]. When an external attacker overcomes the NOS,
CPRecovery provides a continuous transition from failed
controllers to the backup. A defensive approach, based on
source address validation, to protect the system against the
IP Spoofing was proposed in [114], called VAVE. Protection
against the IP Spoofing can be provided by doing the traffic
analysis of SDN and dynamically updating the rule. If an
incoming packet is not matched against the rule of Openflow,
the source address can be validated by sending that Openflow
switch to the controller. And, if any type of spoofing is
detected, the traffic can be stopped from the source address
by installing the rules at the switch. VAVE can be used for
protection of the data layer against the DoS attack. In [57],
ident++ protocol based solution was proposed for the DoS
attack challenges produced by congestion in the network
management.

Users and the end host play the role of network
administrators in the implementation of network security
applications. SDN attacks can be overcome in the solution
by using the SDN characteristics. The possibility of a DoS
attack can be decreased by using the distributed control and
the dynamic flow table. In [115], an extended version of
the IEEE 802.1X-based solution, FlowNAC, was proposed
to solve the issue of SDN-related DoS attacks. Incoming
frames from the user can be categorized and evaluated using
the FlowNAC solution. In [116], a cloud-based solution,
CloudWatcher, was proposed to monitor the security of the
cloud SDN environment. DaMask is presented as a solution

for SDN-related DoS attacks [117]. DaMask is divided
into two subsections, DaMask-D and DaMask-M, and is
used for detection and mitigation purposes, respectively.
In DaMask-D, the dataset shift problem can be addressed
by using the graphical model of probabilistic interference.
Countermeasures for different attacks can be matched in
DaMask-M, and the new countermeasure can also be regular
black in it. The workflow of the solution DaMask is shown
in Fig. 17. By using a combination of a correlator and
monitor, a new solution was proposed by Chin et al., in [118],
for protection against a SYN flood attacks. The working
of correlator and the monitor are similar as the former is
used in DaMask-M and the latter in DaMask-D. Another
solution, based on the traffic flow algorithm, FlowTrApp,
was proposed in [119]. In FlowTrApp, the flow duration
and the flow rate were used to control the traffic flow.
The attacker was not blocked on the first attempt but was
instead blocked for sending malicious traffic that was not
matched with any traffic pattern. An IDS-based solution was
proposed by Hu et al. [120], in which network attacks can be
detected by using the event processing engine. The engine
is comprised of an event bus, channel, sub controller, and
hyper controller. Sub-controllers can be organized by the
hyper-controller, and any type of malicious traffic can be
detected and sent through the event bus and event channel.
Skowyra proposed a new solution, learning IDS, in [121].
It provides a response to malicious intents by changing the
network states. Server survival time can be extended in a
DoS attack by introducing the balancing method proposed by
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FIGURE 15. Summary of solutions to mitigate SDN security issues of DoS; AVANT-GUARD [112], CPRecovery [113],
VAVE [114],Delegating Network Security [57], FlowNAC [115], CloudWatcher [116], DaMask [117], Chin et al. [118],
FlowTrApp [119], Hu et al. [120] Learning IDS [121], Belyaev et al. [122], SHDA [123].
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FIGURE 15. (Continued.) Summary of solutions to mitigate SDN security issues of DoS; AVANT-GUARD [112], CPRecovery [113], VAVE [114],Delegating
Network Security [57], FlowNAC [115], CloudWatcher [116], DaMask [117], Chin et al. [118], FlowTrApp [119], Hu et al. [120] Learning IDS [121],
Belyaev et al. [122], SHDA [123].

FIGURE 16. Activity diagram showing the sequence of DoS attack on controllers.

Belyaev et al., in [122]. The routing table can be overcome
by a balancing algorithm whenever there is an attack on
the server. Traffic can be distributed by using the shortest
path route of the Bellman-Ford algorithm. A solution for
the HTTP-based DoS attack on the application layer was
proposed by SHDA in [123].

4) SYSTEM LEVEL SDN SECURITY
Different types of solutions have been proposed to securely
implement the SDN paradigm. A summary of the solutions
to mitigate the issue of ‘‘System level SDN Security’’ against
the different SDN layers is presented in Fig. 18. A Network
debugging based prototype solution was proposed in [124].
The solution provides root causes and bug identification using
event chain reconstruction. Network debugging and auditing
requirements can be supported by using this solution. Host
identity protocol and IPSec encapsulating security protocol

were combined to propose a new solution for OFHIP in [125].
As a benefit of OFHIP, secure mobility can be enabled,
and OpenFlow problems can be avoided. Mobility can be
supported between the networks by enabling the Openflow
switches in OFHIP and securely changing their IP addresses.
Mobile network-based SDN issues were solved by authors
in [126], in which the issues, threats, and attacks were
considered in solutions along with the OFHIP work. IP-based
attacks can be presented, analyzed, and detected by using
the architecture of secure control channels. A secure solution
was proposed in which the control channel was combined
with the mobile network to protect against spoofing,
eavesdropping, and replay attacks. The security enforcement
kernel FortNOX, along with the application development
framework-based solution FRESCO, was proposed in [127].
Design and the development of the security modules are the
core ideas behind the solution of FRESCO, which can be
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FIGURE 17. Detailed work flow of DaMask.

combined with the OpenFlow applications. Threats can be
detected and mitigated by deploying the reusable module
library. Solutions were presented to identify the different
environments in which the SDN was installed.

5) CONFIGURATION ISSUES
Three types of attacks have been introduced in the sub-section
of this threat category related to policy enforcement, lack
of authentication technique adoption, and lack of secure
provision. Different solutions have been proposed to solve
the issue of SDN configuration. The proposed solution was
further divided into five sections as follows, also depicted in
Fig. 19:

1) Detection of network errors
2) Real time Policy Checking
3) Language based resolution
4) Consistent Abstraction/Network View
5) Formal Verification Method

a: DETECTION OF NETWORK ERRORS
Application correctness can be checked by combining the
symbolic execution with modeling checks in a solution called
NICE [128]. This solution is used when a network state
reaches a conflicting position. A new mechanism, Flow
Checker, for the network errors was proposed in [129],
in which the reconfiguration of an intra-switch of flow
table can be tested by using the binary decision diagram.
Flover, proposed in [130], verifies flow policies usingmodulo
theories and assertion sets. The response time of the controller
can be improved by using batch mode with the SDN
controller Flover. Configuration problems in the network

can be detected by using a static analysis approach in
Anteater [131]. Verification of the data plane can be done
by using these solutions against the configuration issues. The
execution time of the corresponding system and the time
required to find the problems can range from seconds to
hours.

b: REAL TIME POLICY CHECKING
A new solution VeriFlow was proposed in [132], in which
the verification of flow rules can be made before they
reach any network state. Loops can be detected from
the path and the routing tables by modeling a graph in
VeriFlow. The main objective of using this solution is
to detect real-time network traffic, and the performance
can be checked within seconds. Real-time networking is a
collection of hardware and software devices that respond in
real time. The NetPlumber tool [133] can be used to check
the policies of real-time applications. The authors previous
work based on the header space analysis was improved in
NetPlumber to validate real-time updates using dependency
graphs. An SDN-based firewall was proposed in [134]. In this
proposal, the resolution algorithm and conflict detection can
be developed by applying the HSA methods. SDN firewalls
can be potentially bypassed by using the switches in the flow
entries. The flow space can be checked, and the flow rules
can be authorized by using the flow graph in the solution.
The flow path of the conflicting part can be blocked by
using the denying flow rule. A prototype of the solution
was implemented in the firewall application of the floodlight
controller. The major limitation of this solution is that it
only works on rewriting the actions of the flow. Violations
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FIGURE 18. Summary of solutions to mitigate the system level SDN security; debugger for SDN [124], OFHIP [125], Secure SDMN [126], FRESCO [127].

of the firewall policies can be solved by using the solution
of FlowGuard, proposed in [135] and [136], through which
the network flow paths can be checked when the updates
are performed. Violations related to the real time and the
automatic resolution was also supported in the solution of
FlowGuard. Five different strategies were used to achieve
the goal of policy checking: rejection of the flow, removal
of the flow, rejection can be updated, dependency breaking,
and blockage of packets. Gaps between the network and
the theoretical model can be linked by conducting further
deployment experiments.

c: LANGUAGE-BASED RESOLUTION
Conflicts of the policies resolved by designing northbound
API-based solution as proposed in Frenetic [137]. Network
switches were programmed using the centralized controller
methodology. Initially, the flow rules were installed in the
switches by using the instructions of the controller, and later,
the flow rules were changed to the policies at run time. Flow
rule-based policy was implemented in the NOX controller
in [138]. Access control in NOXwas enforced on the external
sources in the network isolation’s. Policy conflict resolution
was introduced between the control and application layers by
providing verification and validation at the controller level.
Policy conflicts were also avoided by simplifying the network
programming.

d: CONSISTENT ABSTRACTION/NETWORK VIEW
Uncertainty of the configuration issues related to SDN was
solved by discussing the abstraction for the flows and the
per-packet consistency in [139]. The purpose of using the
per-packet was that every packet would either use the new
policies or the old policies, but not both at the same time.
An overview of the per-packet consistency was described by
using the per-flow consistency. A layer-based solution for
policymanagement was proposed in [140]. The dependencies
of the intra-table were solved at the data layer, inter-
applications’ at the control layer, and inter or intra-flow
rules’ at the application layer. A huge set of dependencies
on the multiple layers was solved by dealing with the
corresponding flow rules. Scalability for large networks or
applications can be maintained by using conflict resolution
policies. A mis-configuration of the network state can be
detected by performing dedicated processing at the switch
level. In [141], a new solution was proposed for the network
view in which the performance of the SDN configuration was
not compromised. An architecture based on the shared data
was proposed by authors rather than using and implementing
the techniques of policy conflict resolution.

e: FORMAL VERIFICATION METHOD
Different solutions have been proposed under the category
of formal verification methods. The basic purpose is to
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FIGURE 19. Summary of solutions to mitigate configuration issues related to security threats; NICE [128],
FlowChecker [129], Flover [130], Anteater [131], Veriflow [132], NetPlumber [133], Security Enhanced Firewall [134],
FlowGuard [135], [136], Frenetic [137], Flow based policy [138], Consistent updates [139], LPM [140], Shablack Data
Store [141], Splendid Isolation [142], Verificare [143], Machine Verified SDN [144], VeriCon [23].
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secure and save the control plane from the operating
environment. A solution,’splendid isolation’ was proposed
by authors in [142]. Its basic purpose is to verify the
traffic that flows around the network slices. Network slices
can be defined by using the programming abstraction. The
work used FlowViSor controller as a transparent proxy
between the switches and the controller, but the solution was
unable to provide security or proof of correctness for the
Flowvisor. A verification tool-based solution, Verificare, was
proposed by authors in [143]. Verificare is a combination
of verification and the development of network correctness,
convergence, and network-related mobility characteristics.
An operational model of an openflow-based solution was
proposed by the authors in [144]. The run-time system
and the verified compiler were developed by using the
solution, and the first machine-verified controller for the
SDN was also implemented by using the method in [144].
Infinite state safety for the SDN program was verified
by using the VeriCon solution in [23]. The main topic
of the research is verification issues and network state
consistency. Detection and verification tools were developed
in the real-time network. The future research is based on
designing these detection and verification tools for SDN
deployment instead of using them for the OpenFlow-based
implementation.

V. DISCUSSION AND OPEN RESEARCH CHALLENGES
A. DISCUSSION

• As shown in Table 1, we provided a consolidated
overview of SDN architecture, classification of con-
trollers, comparison of controllers, and open flow
visualizations, along with their security attacks and
proposed defense mechanisms.

• Presented a qualitative comparison among different
SDN controllers based on different features, i.e.,
programming language, developer, open-flow version,
architecture. reliability, scalability, consistency, com-
piler, API, and library. So, a researcher or reader has
the information about controllers in one place instead
of searching it on a browser, which is time-consuming.
There are dozens of controllers that can be used, but
there is no best controller; it all depends on the user
requirements. The recommendation for the beginner is
to use the POX and floodlight that will give them an
idea of Openflow-SDN. ONOS and ODL have the latest
features. Ryu can be used for prototyping because it
is very straightforward and easy to program. ONOS
can be used if anyone wants to get closer to telco
deployments, which are a bit more complex but more
realistic. OpenDaylight is too complex as a first step,
as its architecture is too generalized, and it is difficult
to model new modules if anyone is new to SDN.

• We have highlighted security vulnerabilities in Fig. 11
and their security solutions in Fig. 12 for the application,
control, and data plane of the SDN. The most vulnerable
component in SDN architecture is the control plane. As a

result, the vulnerability of controllers has already been
explored and studied from various perspectives, includ-
ing controller protection from applications, controller
scalability and availability, resilience, and security from
DoS and DDoS attacks. Although security programs are
designed and introduced, the security of the applica-
tionÂ itself is a challenge. Furthermore, the optional use
of TLS and DTLS in Openflow violates connectivity
confidentiality between controllers and switches. With
the gradual implementation of SDN technologies, it is
very likely that new security threats will arise.

B. OPEN RESEARCH CHALLENGES
There are still potential and vital research areas that need
attention before SDN can be commercially deployed. Some
of the related research challenges are:

1) SDN STANDARDIZATION
Openflow is the actual source on which the SDN is
implemented. Another SDN framework was released by
IETF [145]. Network Functions Virtualization (NFV) was
proposed to the ETSI Industry Specification Group (ISG) for
NFV, which is highly complementary to SDN. A compre-
hensive comparison must be conducted among the different
SDN implementations. Different types of projects use the
same method to solve the same problem in the control
layer, but a reliable solution has not yet been implemented.
Therefore, different working groups, like the ONF and CSA
alliance, should work together to design a standard protocol
that will work for both the southbound and northbound
interfaces.

2) ENHANCEMENT OF COMMUNICATION
TTLS is optional while its version is still not specified. It is
not available for the northbound interface and is demanded
to be explored. The lack of TLS usage may allow an attacker
to attack the controller and launch various types of attacks.
TLS can also be used for mutual authentication to validate
each component’s identity and prevent attackers from linking
switches and rogue controllers.

3) SDN IMPLEMENTATION
Network security is one of the critical challenges related to
SDN that requires serious attention. The integrity of data
flow is not safe between SDN controllers and switches,
such as an attacker can corrupt the network by acting as
an SDN controller. Therefore, new strategies need to be
introduced to provide security in the SDN environment.
Moreover, we need to implement a standard programming
language that will work for all instead of using different
programming languages. One more drawback related to the
SDN architecture is the storage and overhead, as a longer
header is used for matching in the Openflow version 1.0-1.6.
The performance of the SDN is also affected when the proxy
is used excessively between the controller and the switching
devices.
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4) MACHINE LEARNING - AN INSTRUMENT TO AUGMENT
SDN SECURITY
Recently, machine learning (ML) and data mining tech-
niques have played an essential role in the detection and
classification of intrusion attacks. Several machine learning
studies have been conducted in different domains [30], [36].
However, only a few of these are implemented on SDN.
There are many issues that can influence machine learning
models’ performance, such as the feature selection methods,
the data set, etc. However, there is no related work that
performs a systematic analysis of these machine-learning
techniques. It is important to perform a methodical analysis
of the popular approaches for detecting attacks in SDN
and provide bench-marking analysis of traditional machine-
learning-based approaches. Also, it is needed to provide a
feature analysis of the input feature space of the dataset and
recommendations for a reliable intrusion detection system.

5) SDN INTEGRITY
There are two bridge layers: the northbound and southbound
interfaces. The basic responsibilities of the northbound
inter-faces are relatively unclear, and it is also the least
explored part of the SDN architecture. Learning from
the southbound interface development, it is important to
resolve the issues related to the communication between
the controller and network applications. There are different
APIs that are used in controller implementation. Therefore,
desirable flexibility can be achieved by implementing them
within the software system.

VI. CONCLUSION
Software-defined networking, the new revolutionary
network-working technology, has emerged as a new paradigm
for managing heterogeneous networks ranging from small
homes to enterprises’ networks. The logically centralized and
distributed control plane and programmability offer a great
opportunity to improve network security by implementing
new mechanisms to detect and mitigate the various threats
and also enable security as a service in the SDN paradigm.
However, there are boundless security problems with each
layer of SDN. To acquaint readers with the knowledgeable
insight of controllers and to present a detailed picture
of the security challenges of SDN and security solutions
presented till date, this survey endeavors to fill in the
research gaps as presented in Table 1 and provide all in
one package. We also highlighted the SDN architecture,
controllers, security threats, and different types of attacks
present at different layers of the SDN. In addition, we have
also presented some research solutions to address some of
the security issues introduced by the SDN, i.e., how potential
damage from amalicious application can be controlled.Work
on these issues is being encouraged by the increasing security
focus of industry-sponsored standardization and research
groups. Finally, the paper concludes with a few open research
challenges related to the SDN implementation, deployment,
and standardization.
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