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ABSTRACT Facial emotions are the most intuitive way to react to changes in inner emotions. We propose
a facial emotion recognition method that combines auxiliary classifiers (Acs) and multi-scale CBAM
(MCBAM) by improving the Xception network model. And we design a lightweight network model
AMDCNN. We introduce Acs in the middle layers of the model. The features extracted from the middle
layer portion of the model are utilized to aid in emotion recognition. Finally, the recognition results of the
Acs and the main classifier are adaptively weighted and fused to obtain better emotion recognition results.
This enables better utilization of the feature information extracted from the intermediate layers and further
reduces the feature loss caused by the downsampling process of the convolutional layer. The CBAM does
not increase the number of parameters and computation too much, and it enables the model to better focus
on the important areas of the face. We apply it to the proposed lightweight model and improve it further.
The width is increased by introducing a multi-branch convolutional structure and utilizing convolutional
layers with different kernel sizes. This allows for more adequate spatial and channel features during feature
extraction, allowing themodel to more accurately focus on important facial regions. Our proposedmodel was
experimentally validated on datasets of FER2013, FERPlus, RAF-DB and CK+, with accuracies of 69.82%,
85.40%, 86.77% and 99.49%, respectively. The number of parameters of the proposed model is only 1.6M.
Our model is a good competitive advantage compared with other lightweight models.

INDEX TERMS Facial emotion recognition, lightweight, Acs, MCBAM.

I. INTRODUCTION
In daily life socialization, facial expressions can convey
rich emotional information and make socialization more
vivid. With the development of society and the continuous
innovation of face recognition technology, the research
on facial emotion recognition is becoming increasingly
popular. In 2012, Hinton and other researchers [1] applied
Deep Convolutional Neural Networks (DCNN) to image
recognition and achieved recognition results that far exceeded
those of traditional algorithms. After that, large-scale DCNN
models such as VGGNet [2], GooGleNet [3] and ResNet [4]
have emerged. These large models are further enhanced
by increasing the number of model convolution layers
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and increasing the depth of the network. However, these
improvements in modeling effectiveness come at the expense
of the amount of hardware storage and computation. After
more intensive research, attention mechanisms such as
SENet [5], ECANet [6], STN [7] and GENet [8] were also
introduced into the model. Among them, CBAM proposed
by Woo et al. [9] can better help the model to capture
the important features in the image and is sought after by
researchers. The CBAM incorporates channel attention and
spatial attention and ismore applicable to lightweightmodels.
By introducing these channel attention mechanisms(CAM)
and spatial attention mechanisms(SAM) to make the model
more focused on the important regions of recognition.
Zhang et al. [10] proposed a lightweight DCNN with a
convolutional block attention module by combining DNN
and CBAM. Liao et al. [11] proposed a RCL-Net network
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model. The structure consists of two main branches, the
ResNet-CBAM residual attention branch and the local binary
feature (LBP) extraction branch. Nan et al. [12] proposed
a lightweight A-MobileNet model. Introducing attention
module in MobileNetV1 model to enhance local feature
extraction for facial expressions.

However, these research methods directly ignore the fea-
ture information lost by the model during the downsampling
process. This characterization information is not effectively
utilized. Especially in some cases where the dataset is small,
the number of images is limited, and the image quality is low,
these lost feature information also has extremely important
recognition ability. Therefore, we propose a facial emotion
recognition method that combines auxiliary classifiers (Acs)
and multi-branch CBAM (MCBAM). By introducing Acs
in the middle layers of the model to further improve the
utilization of features in the middle layers of the model
and reduce the impact of feature loss during downsampling.
By improving the CBAM and introducing a multi-branch
structure, the model is able to better focus on important
regions and obtain more effective feature information.
We designed a novel lightweight model for facial emotion
recognition based on the above proposed approach.

The main contributions of this paper can be summarized as
follows:

1) We propose a facial emotion recognition method that
combines Acs and MCBAM to improve the utilization of
important features in the middle layer of DCNN. Then,
we designed a novel facial emotion recognition lightweight
model AMDCNN for facial emotion recognition.

2) Introducing a multi-branch convolutional layer in the
CBAM for further improvement.Using different scales of
convolution allows the module to better model the spatial
relationships between features. This allows the model to
weight and utilize important features more accurately and can
focus more on important facial areas.

3) Improve the utilization of features in the middle layer
of the model by introducing Acs in the model. Combining
MCBAM can utilize the important intermediate level features
more effectively. Finally, we validate the enhancement effect
of the model’s intermediate level features for facial emotion
recognition.

II. RELATED WORK
DCNN is currently the main research method for facial
emotion recognition. With the development of research,
various large-scale DCNN models have emerged. Consid-
ering the computationally intensive nature of large network
models and the high number of parameters, researchers have
begun to conduct multifaceted studies to reduce the memory
occupancy and computational resource consumption of the
models. Szegedy et al. [13] proposed the InceptionV3 model,
which introduces the concept of Acs. François [14] proposed
the Xception model, which greatly reduces the number of
parameters in the model by introducing depthwise separable
convolution. Depthwise separable convolution decomposes

the traditional convolution operation into depthwise con-
volution and pointwise convolution. This design allows
Xception to have fewer parameters while maintaining high
performance. Minaee et al. [15] proposed a DeepEmo-
tion attention mechanism. The accuracy of facial emotion
recognition can be further improved by focusing on salient
facial regions through convolutional attention networks. Dai-
hong et al. [16] proposed a facial emotion recognition method
based on the attentionmechanism. Themethod incorporates a
self-attention mechanism and a channel-attention mechanism
to improve the model’s ability to extract globally important
features. Shen and Xu [17] proposed a facial expression
recognition model based on multi-channel attention residual
network. Their proposed model achieved 72.7%, 98.8% and
93.33% accuracies on FER2013, CK+ and Jaffe datasets
respectively. He [18] proposed a multi-branch attention
CNN based on multi-branch structure to recognize facial
expressions. Extraction of facial expression features by
multi-branch architecture and further feature fusion. Emotion
recognition is then performed in conjunction with CBAM.
The model recognition rates on the FER2013, FERPLUS
and CK+ datasets were 69.49%, 84.63% and 99.39%,
respectively. Burrows [19] designed a lightweight model with
a parameter count of only 1.5M size by combining CNN
and Generative Adversarial Networks (GAN). The seven
classifications against the homemade dataset were able to
achieve the accuracy of 58.71%. Joseph and Mathew [20]
achieved 67.18% accuracy on the FER2013 dataset by
designing a lightweight CNN. Putro et al. [21] proposed
a multi-view real-time facial emotion detector based on
a lightweight CNN. The model can distinguish between
specific facial components. The computational effort of the
convolution operation is reduced by using the convolution
of cross-stage partial (CSP) method. Chang et al. [22]
started their experiments by utilizing LibreFace, an open
source toolkit for facial expression analysis. They designed a
model with a parameter count of 43M and achieved 82.79%
accuracy on the RAF-DB dataset. In this paper, we focus on
designing a lightweight facial emotion recognition model by
improving the Xception network model. The utilization of
features in the middle layers of the model is improved by
introducing Acs and MCBAM to achieve better experimental
results.

III. PROPOSED METHODOLOGY
In facial emotion recognition research, many of the important
feature information is lost when DCNN are used for
downsampling feature extraction. In this paper, we propose
a lightweight facial emotion recognition method to improve
the utilization of important features in the intermediate level
of DCNN. We then designed a network model AMDCNN
combining Auxs and MCBAM by improving XCEPTION.
MCBAM is a further improvement of the CBAM attention
mechanism. It uses multi-branch convolutional layers and
utilizes convolutional kernels of different scales for fea-
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ture extraction. This allows for fuller characterization and
enables the model to focus more accurately on important
features. These intermediate level important features are then
better applied to facial emotion recognition by introducing
Acs at the intermediate layer of the DCNN for assisted
classification.

A. STRUCTURE OF THE PROPOSED MODEL
The AMDCNN model designed in this paper is shown in
Figure 1. It is mainly divided into five modules: Shallow
Feature ExtractionModule (SFEM), Deep Feature Extraction
Module (DFEM), Auxiliary Classifier Module (ACM), Main
Classifier Module (MCM), and Adaptive Weighted Fusion
Module (AWFM). Themodel performs layer-by-layer feature
extraction to extract the feature map of C × H × W from
the input facial image. C , H and W are the number of
channels, height, and width, respectively. The model utilizes
MCBAM to better focus on the extracted important features.
Acs are then introduced after the DFEM to utilize these
intermediate-level features for assisted classification. And
the deep high-level features extracted by the model at the
end are passed to the main classifier for classification.
Finally, the outputs of the main classifier and all Acs are
adaptively weighted and fused to output the final facial
emotion recognition results. Table 1 shows the contents of
the model and the corresponding parameters.

TABLE 1. Overall architecture of model.

B. DFEM
DFEM, unlike SFEM for shallow feature extraction, is not
used to extract shallow edge features and texture features for
facial expressions. DFEM is mainly composed of two parts:
the standard convolution block and the residual block. It is
mainly used to extract deep features that can be used for
facial emotion recognition, and the specific structure is shown
in Figure 1. Standard convolutional blocks are mainly used
to extract deep features. And the residual block is used to
establish a direct information transfer path to facilitate gra-
dient back propagation and solve the gradient vanishing and
gradient explosion problems. To ensure model’s accuracy, the
model does not use depth-separable convolution for feature
extraction. Finally, a linear summation is used to fuse the

standard convolutional block with the features extracted from
the residual block.

The standard convolutional block consists mainly of two
standard convolutional layers of 3× 3 convolutional kernels,
a BatchNormalization layer and a layer of Relu activation
function and a Maxpooling layer as well as MCBAM.

MCBAM is mainly a further improvement to CBAM.
In this work, we extract spatial features by employing
multi-scale convolutional layers. The extracted spatial fea-
tures are then further feature spliced and fused to more fully
weight the important spatial features. MCBAM also consists
of CAM and Multiscale Spatial Attention Module (MSAM)
as shown in Figure 2. The MCBAM attention operation can
be expressed by the following Equation (1) and Equation (2).

FCAM = MCAM (F) ⊗ F (1)

FMSAM = MMSAM (FCAM ) ⊗ FCAM (2)

In Equation (1) and Equation (2), F denotes the input
feature map of the MCBAM attention module. ⊗ denotes
element-by-element multiplication. MCAM denotes the chan-
nel attention extraction operation. And MMSAM denotes the
spatial dimension extraction operation.

1)The overall block diagram of CAM attention is shown
in Figure 3, and the attention calculation formula is shown as
Equation (3).

Mc(F) = σ (MLP(AvgPool(F)) +MLP(MaxPool(F))

= σ (W1(W0(Fcavg)) + σ (W1(W0(Fcmax)) (3)

In Equation (3),F is the input feature map. σ is the sigmoid
function.W0 and W1 are the weights.

The overall block diagram of MSAM attention is shown
in Figure 4. In MSAM, we use three different scales of
convolutional layers of 5 × 5, 3 × 3 and 1 × 1 for
further extraction of spatial features. The introduction of a
multi-scale convolution operation allows the module to better
model the spatial relationships between features and improve
the performance of the module. The MSAM attention
formulas are shown as Equation (4) to Equation (9).

F ′
= MC (F) (4)

M ′
S1 (F

′) = f 5×5([AvgPool(F);MaxPool(F)])

= f 5×5([FSavg;F
S
max]) (5)

M ′
S2 (F

′) = f 3×3([AvgPool(F);MaxPool(F)])

= f 3×3([FSavg;F
S
max]) (6)

M ′
S3 (F

′) = f 1×1([AvgPool(F);MaxPool(F)])

= f 1×1([FSavg;F
S
max]) (7)

M ′
S (F

′) = Concatenate(M ′
S1 (F

′),M ′
S2 (F

′),M ′
S3 (F

′)) (8)

MS (F ′) = σ (M ′
S (F

′)) (9)

As Equation (4) to Equation (9) shown, MSAM learns
the spatial information based on the output feature map of
CAM. Firstly, the spatial attention module applies average
pooling and maximum pooling operations and obtains
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FIGURE 1. Overall framework diagram of the model.

FIGURE 2. The overview of MCBAM.

FIGURE 3. Diagram of CAM.

FIGURE 4. Diagram of MSAM.

two feature maps FSavg and FSmax . And a new feature
map is generated by joining the two feature maps. Then,

multi-branch convolutional layers with three different con-
volutional layers 5 × 5, 3 × 3 and 1 × 1 are used to
extract the multi-scale spatial features M ′

S1
(F ′), M ′

S2
(F ′) and

M ′
S3
(F ′). Further features are fused into M ′

S (F
′). Finally a

spatial attention map MS (F ′) is used with sigmoid functions
to generate the spatial attention map.

MCBAM contains two main attention mechanisms, CAM
andMSAM. CAM can learn the weights of different channels
of the feature map. CAM does this by capturing the
correlation between different feature channels and then auto-
matically selecting the most relevant channel features. While
MSAM mainly learns the feature maps of specific locations.
Through the multi-scale feature extraction approach, MSAM
allows the model to focus more accurately on specific regions
in the image, which helps the model to better understand
the spatial structure of the image. This combination of
spatial and channel attention mechanisms allows the model
to learn and utilize intermediate-level important features
in a more targeted manner. The model’s performance and
generalization capabilities have also improved.

The residual block with convolutional layers, on the other
hand, is capable of spatially localizing the input features. The
residual block is able to extract higher-level features, further
increasing the nonlinear and expressive capabilities of the
model.

C. AWFM
The AWFM, proposed in this paper, focuses on the adaptive
weighted fusion of the outputs of ACM and MCM. The final
output is the output of the model facial emotion recognition.
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FIGURE 5. Diagram of classifier module.

The proposed auxiliary and primary classifier modules in
this paper are shown in Figure 5. Both use the same structure
and contain a standard convolutional layer, a BatchNormal-
ization layer and an adaptive average pooling layer. ACM is
mainly introduced after the DFEM to improve the utilization
of important features at the intermediate level of network
downsampling by introducing Acs.

In the final classification prediction, the classification
results of the auxiliary and primary classifiers are fused
using adaptive weighted fusion. Auxiliary and primary
classifiers make predictions at different network hierar-
chies. Acs are usually predicted in the middle layer of
the model, utilizing important features extracted from the
middle layer. Main classifier, on the other hand, makes
predictions at the deepest level, utilizing more abstract
and semantically rich feature information. The multi-scale
feature fusion can improve the efficiency of the model
in utilizing important features at different levels. AWFM
dynamically adjusts the fusion weights as the model training
can be based on the performance and confidence of each
classifier. Higher weights are assigned to better performing
classifiers, while lower weights are assigned to poorer per-
forming classifiers. This adaptive weighted fusion improves
the recognition performance and generalization of the
model.

In this paper, the Softmax activation function is used to
accomplish the multi-classification task of emotion recogni-
tion. And the AM-Softmax loss function is used to calculate
the model loss and optimize the probability distribution of
each category independently. The AM-Softmax loss function
was proposed by Wang et al. [23] to enable face features
with larger class spacing and smaller intra-class distance.
By limiting the angular differences between categories,
overlap between categories can be reduced. It improves
the model’s ability to discriminate between categories. The
formulation of the AM-Softmax Loss function can be
expressed as equation (10).

LAMS = −
1
n

n∑
i=1

log
es·(cosθyi−m)

es·(cosθyi−m) +
∑

j=1,j̸=yi e
s·cosθj

(10)

where s is a learnable parameter to adjust the distance
between categories. m is an angular interval parameter used
to enhance angular differences between categories.

In the model of this paper, for any given category i,
Softmax function can be expressed as Equation (11).

Pi =
exp(xi)∑N
i=1exp(xj)

(11)

Prior to classification, we used adaptive mean pooling.
Adaptive mean pooling layer reduces the spatial dimensions
of the feature map and retains more spatial information. The
output feature is Ma. The final facial expression polarity can
be obtained by inserting the feature map of the previous
adaptive mean pooling layer into the softmax layer, as shown
in Equation (12).

P = Softmax(wcMa + bc) (12)

where wc is the weight matrix and bc is the bias.
The final adaptive weighting formula is shown in Equa-

tion (13) and Equation (14).

Pall = P1 × α1 + P2 × α2 + P3 × α3 + P4 × α4 (13)

α1 + α2 + α3 + α4 = 1 (14)

where P1, P2, P3 and P4 are the output accuracies of the three
Acs and the main classifier of the model. α1, α2, α3 and α4
are the weighting parameters. And Pall is the accuracy of the
final weighted fused output.

IV. EXPERIMENTATION
A. DATASETS
We use four datasets, FER2013 [24], FERPlus [25],
RAF-DB [26] and CK+ [27] for training and testing. And
we compare the results with other experiments.

1) FER2013
These images in the FER2013 dataset were taken bymatching
sentiment keywords. There are 35887 images in this dataset
and the image size within the dataset is 48 × 48. Out
of 35887 images, 28709 images are used for training,
3589 images are used for validation of the model and
3589 images are used for testing the model.

2) FERPLUS
FERPlus is extended from FER2013. Some of the orig-
inal images were relabeled. The dataset has a total of
35485 images and the image size within the dataset is 48×48.
There are eight categories in this dataset. Here, we select
the seven categories consistent with the FER2013 dataset for
facial emotion recognition.

3) RAF-DB
RAF-DB is a large-scale real-world expression database,
which contains 29,672 highly diverse facial images. Image
size is 224×224. This experiment mainly uses the data of the
basic expression part, which contains 12271 training samples
and 3068 test samples.
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4) CK+

The CK+ dataset is an extension of the CohnKanada dataset,
published in 2010. It contains a total of 7 basic emotion
categories. The image size within the dataset is 48 × 48 and
the total number of images reaches 981.

B. EVALUATION METRICS
In this experiment, Accuracy, Precision, Recall and F1 −

score for facial emotion recognition are used for multi
evaluation. Accuracy indicates the ratio of the number
of correctly predicted samples to the total number of
samples. It measures the accuracy of the model in samples
that are predicted to be positive examples. Precision is
the proportion of all samples classified as positive cases
that are indeed positive cases. Recall is the proportion
of all samples that are truly positive examples that are
correctly categorized as positive examples. F1− score is the
reconciled mean of Precision and Recall, which combines
misclassification and underclassification of the classifier.
The formula for these metrics are shown as Equation (15)
to Equation (18):

Accuracy =
TP+ TN

TP+ FN + FP+ TN
(15)

Precision =
TP

TP+ FP
(16)

Recall =
TP

TP+ FN
(17)

F1 − score =
2 × Precision× Recall
Precision+ Recall

(18)

where TP refers to the number of positive category samples
that the model correctly predicts as positive. TN refers to
the number of negative category samples that the model
correctly predicts as negative. FP refers to the number
of negative category samples that the model incorrectly
predicts as positive. FN refers to the number of positive
category samples that the model incorrectly predicts as
negative.

C. EXPERIMENTAL SETUP
The experiments in this paper are based on the Tensorflow
framework, Windows operating system and a GPU graphics
card of NVIDIA GeForce RTX 3090 with 24GB of video
memory. We use the machine learning system TensorFlow,
and the cross-platform computer vision and machine learning
software library OpenCV for model construction. Finally
we optimize using the Adam optimizer [28]. In the prepro-
cessing stage, data enhancement is performed by operations
such as random horizontal flips, random vertical flips,
perspective transformations, normalization processes, and
grayscale map transformations [29]. To further balance the
data during training, we set a balanced policy to equalize
the weight of the input data during training by calling the
compute_sample_weight function. The specific parameter
settings are shown in the Table 2.

TABLE 2. The experimental parameter setting.

V. RESULTS
A. EXPERIMENTAL RESULTS AND COMPARISON
We used several metrics to evaluate our model AMDCNN.
In total, experiments were performed on four datasets and
the computational effort of the model was calculated. The
specific experimental results are shown in Table 3. For the
three datasets, Fer2013, FERPLUS and RAF-DB, we used a
batch size of 32 for training. Whereas the CK+ dataset has
less data, we used a batch size of 8 for training. The model
could achieve accuracies of 0.6982, 0.8540, 0.8677 and
0.9954 on the four datasets, respectively. The computational
complexity of the model on the Fer2013,FERPLUS and
RAF-DB datasets is only 138.98 MFlops. And the compu-
tational complexity of the model on the RAF-DB dataset is
only 633.98M.

1) EXPERIMENTS WITH THE FER2013 DATASET
The AMDCNN model designed for this experiment was
trained and tested on the FER2013 dataset with an accuracy of
0.6982 on the test set. The confusion matrix generated by the
model was shown in Figure 6. As can be seen from the figure,
the model recognizes happy with the accuracy of 0.89, sad
and neutral with accuracies of more than 0.70. The remaining
four emotions were recognized with low accuracy. Fear’s
accuracy was only 0.48. The main reason may be that Fear’s
facial expression changes are more complex. The model can
easily misrecognize it as other expressions. Moreover, the
number of training sets is relatively small, which leads to

FIGURE 6. Confusion matrix on FER2013 dataset.
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TABLE 3. Experimental results on four datasets.

poor results in feature extraction and training of the model.
Table 4 shows the results of our model in comparison with
other methods.

2) EXPERIMENTS WITH THE FERPLUS DATASET
The AMDCNN model proposed in this experiment was
trained and tested on the FERPlus dataset and the accuracy
of the test set was 0.8540. The confusion matrix generated
by the model was shown in Figure 7. As can be seen
from the figure, the model recognized around 0.90 of both
happiness and sadness. And the accuracy of recognizing
anger and neutral emotions was over 0.80. The remaining
emotions of fear, disgust and surprise were also recognized
with over 0.60 accuracies. Among other things, disgust is
easily misidentified as anger. Whereas surprise is easily
misidentified as sadness. The main reason may be that there
are some similarities between these expressions, whichwould
make the model more difficult to distinguish. The model’s
recognition on the FERPLUS dataset is much better than
the experimental results on the FER2013 dataset, reflecting
the higher accuracy of the recalibrated dataset. This also
shows that the accuracy of the dataset calibration has a crucial
impact on the results of the model training. Table 5 shows the
results of our model in comparison with other methods.

FIGURE 7. Confusion matrix on FERPLUS dataset.

3) EXPERIMENTS WITH THE RAF-DB DATASET
The AMDCNN model proposed in this experiment was
trained and tested on the RAF-DB dataset and the accuracy of
the test set was 0.8677. The confusionmatrix generated by the
model was shown in Figure 8. As can be seen from the figure,

FIGURE 8. Confusion matrix on RAF-DB dataset.

the model recognized happy and sadness with more than
0.90 accuracies. And the recognition rates for angry, neutral
and surprise were over 0.80. Each category of the dataset had
a recognition accuracy higher than 0.60. The model is able to
recognize individual expressions effectively. Table 6 shows
the results of our model in comparison with other methods.

4) EXPERIMENTS WITH THE CK+ DATASET
The AMDCNN model proposed in this experiment was
trained and tested on the CK+ dataset with 0.9949 accuracy
on the test set. The confusion matrix generated by the model
was shown in Figure 9. Due to the small size of the CK+

dataset and the unobstructed face, it is easier to perform
facial emotion feature extraction and feature learning. As can
be seen from the figure, the model has been trained to
recognize every emotion except for surprise, which is slightly
misrecognized. All other categories are able to recognize each
emotion completely and correctly. Table 7 shows the results
of our model in comparison with other methods.

B. ABLATION EXPERIMENTS
The ablation experiments of the method proposed in this
paper are shown in the table below. Our baseline model
is the DCNN model without the use of Acs and attention
mechanisms. And the number of Acs increases as the model
feature extraction progresses. The ablation experiment is
shown in Table 8. As can be seen from the table, the utilization
of the model for the intermediate level of important features
is further improved with the use of MCBAM and Acs. There
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FIGURE 9. Confusion matrix on CK+ dataset.

TABLE 4. Comparison of different methods on the FER2013 dataset.

TABLE 5. Comparison of different methods on the FERPLUS dataset.

TABLE 6. Comparison of different methods on the RAF-DB dataset.

is also a better weighting effect for the important features
of facial expressions. To further validate the role of the
Acs, we performed a significance analysis of the model.
The introduction of the Acs was finally verified to have a

TABLE 7. Comparison of different methods on the CK+ dataset.

FIGURE 10. Grad-CAM heat map comparison diagram.

significant improvement in the recognition accuracy of the
model by independent samples t-test (p<0.001).

C. VISUALIZATION AND ANALYSIS
Although ablation experiments have been performed as
described above, we further performed visualization analysis
to observe the effect of MCBAM. Using the Grad-CAM visu-
alization technique, we output heat maps under three different
models: baseline, baseline+CBAM and baseline+MCBAM.
The specific results are shown in Figure 10. As can be
seen from the figure, with the introduction of the attention
mechanism, the model is able to further focus on the middle
region of the face. It is beneficial to further extract facial
features related to emotion recognition. And by further
enhancing the CBAM, the model is able to better focus on
areas such as the eyes, nose and mouth. It can be seen that
by introducing MCBAM, the model is able to extract more
accurate key features, which is conducive to better emotion
recognition by the model.

VI. DISCUSSION
In this paper, we propose a facial emotion recognition method
to improve the utilization of important features in the interme-
diate level of DCNN and design an AMDCNN model. The
model further improves the utilization of intermediate-level
important features of the model by introducing the MCBAM
and Acs. The MCBAM is able to more accurately weight
important intermediate-level feature information through a
multi-branch structure, allowing the model to better focus on
important feature information. The classifier results are then
fused with adaptive weighting to obtain the final recognition
results of facial expressions. After experimental validation,
the intermediate-level feature utilization of the AMDCNN
model is greatly improved, and the recognition accuracy of
the whole model is further improved. The comparison of
the experimental results with other lightweight models can
also show that our model has a more competitive advantage.
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TABLE 8. Ablation experiment.

In the four datasets, for the CK+ dataset, the post-training
model test results were 0.9949. But this only applies to
frontal and unobstructed facial expression images collected
in the laboratory and lacks robustness and practicality. The
facial emotion recognition results are not as accurate in
the three real datasets FER2013, FERPLUS and RAF-DB.
On the latter two datasets, a recognition accuracy of about
0.86 can be achieved. However, the recognition accuracy on
the FER2013 dataset is only 0.6982. We can notice from
Figure 6 and Figure 7 that the model can easily misidentify
disgust as anger. Besides, sad and surprise are more easily
misidentified with each other as the other. This may be due
to the high similarity between the two types of expressions.
Therefore, the model still needs to pay more attention to
the important regions that can distinguish between different
expressions.

VII. CONCLUSION AND FUTURE WORK
In this paper, in order to further improve the utilization
of important features in the intermediate level of DCNN,
an AMDCNN network model is designed for facial emotion
recognition research. By conducting experiments on four
datasets, FER2013, FERPlus, RAF-DB and CK+, it is
confirmed that the proposed model has better facial emotion
recognition. The AMDCNN model achieved accuracies of
0.6982, 0.8540, 0.8677 and 0.9949 on the four datasets.
In addition, we further validated the validity of Acs
through independent samples t-tests. For MCBAM, we also
performed a visualization analysis. Compared to CBAM, the
improvedMCBAMhas better feature weighting, allowing the
model to place more emphasis on the more important facial
emotional features. Compared to other lightweight models,
our model parameter count is only 1.6M, but it is still highly
competitive.

In the future, we hope to further improve our model. The
cropped facial image and the original facial image are input
into the model separately by pre-processing by cropping
the important areas of the face. Finally, feature fusion is
performed, which enables the model to better distinguish
different emotions and achieve better classification results.
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