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ABSTRACT In the rapidly evolving landscape of computing and networking, the concepts of cloud
networks have gained significant prominence. Although the cloud network offers on-demand access to shared
resources, anomalies pose potential risks to the integrity and security of cloud networks. However, protecting
the cloud network against anomalies remains a challenge. Unlike traditional detection techniques, machine
learning (ML) and deep learning (DL) offer new and adaptable methods for detecting anomalies in cloud
networks. The objective of this study is to comprehensively explore existing ML /DL methods for detecting
different anomalies based on distributed denial of service anomaly (DDoS) and intrusion detection systems
(IDS) in cloud networks. The study seeks to address the gaps in anomaly detection for cloud networks,
proposing potential solutions for anomaly detection in these cloud environments. The ultimate goal is to
contribute valuable insights and practical solutions to enhance the security and reliability of cloud networks
through effective anomaly detection byML/ DL techniques. Methodologies for ML/DL are explained, along
with their advantages, disadvantages, and respective approaches. In addition, a summary of the comparison
between different ML/ DL models is also included.

INDEX TERMS Cloud network, cloud computing, could, machine learning (ML), deep learning (DL),
distributed denial of service (DDoS), intrusion detection system (IDS), anomaly detection, security.

I. INTRODUCTION
Within the expansive field of computing, a cloud network
represents an intricate and advanced distributed infrastruc-
ture that capitalizes on the functionalities of remote servers
and interconnected networks for the storage, management,
and processing of data facilitated by internet connectiv-
ity. Departing from the traditional dependence on local
servers or personal devices for computational functions,
cloud networks tap into the extensive resources made avail-
able through a complex network of interlinked servers housed
in strategically positioned data centers. This paradigm shift in

The associate editor coordinating the review of this manuscript and

approving it for publication was Yiming Tang .

computing architecture signifies a departure from localized,
hardware-dependent operations to a globally interconnected,
resource-abundant model that has become synonymous with
the modern technological landscape. Cloud computing com-
prises three layers, a system layer, a platform layer, and
an application layer. The initial two layers focus on virtual
machines (VMs) and operating systems [1], [2]. On the other
hand, the third layer deals with cloud-hosted applications,
such as web-based applications. This highlights the benefits
and widespread adoption of cloud computing [3]. Although
cloud networks include several security measures, their secu-
rity should not be underestimated. The cloud network, like
many new technologies, is constantly under attack from
adversaries who are always coming up with new ways to get
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access to end users’ devices and data [4]. However, with the
benefits andwide popularity of cloud services, current studies
have highlighted the issues and concerns related to security
and service delivery caused by cloud services. Cloud inci-
dents such as failures, losing data, and privacy violations have
the potential to cost businesses billions of dollars, particularly
those who use these services to store important company data
and applications. Several examples illustrate this principle.
For instance, on February 28th, 2017, an Amazon S3 service
disruption in Northern Virginia affected AWS services, incur-
ring significant costs due unauthorized removal of servers due
to a command error, impacting a wide range of customers
and end users utilizing those services and leading to ser-
vice disruption and potential data access concerns within the
affected Amazon S3 subsystems [5]. Furthermore, On March
5th, 2024, thousands of individuals reported experiencing
spontaneous logouts fromMeta Facebook and Instagram plat-
forms, therefore, there was a widespread outage in the global
meta-network that appeared to disrupt the entire company
infrastructure, rendering users their accounts inaccessible,
and they were unable to regain access. However, there was
also inevitable speculation that Meta may have been expe-
riencing a cyber-attack [6]. Therefore, the most significant
challenge that cloud service providers face is controlling the
occurrence of cloud-related incidents and threats to provide
consumers with a dependable and high-quality service. How-
ever, numerous studies on anomaly detection have employed
ML /DL to identify anomalies.

Ji et al. [7] tackled challenges in anomaly detection in mul-
tivariate time series data, focusing on high dimensionality,
noise, and asynchronous anomalies. They aimed to develop
an efficient space-embedding strategy for anomaly detection
(SES-AD) in multivariate time series, capable of accurately
identifying abrupt changes without relying on specific signal
distributions. SES-AD utilized a space-embedding strategy
to project data for dissimilarity calculation, enabling pre-
cise localization of changes. Experimental results showed
SES-AD high accuracy on public datasets, outperform-
ing existing models and demonstrating its effectiveness in
real-time anomaly detection.

Hu et al. [8] identified limitations in current anomaly
detection techniques for multivariate time series (MTS) data,
such as lack of continuous learning ability and long learning
times for high-dimensional datasets. They aimed to develop
a novel computational framework, based on local recur-
rence rate-based discord search (LRRDS) to detect anomalies
within MTS data. LRRDS involved generating recurrence
plots, segmenting raw MTS for accurate discord subse-
quence identification, and evaluating the approach on various
datasets.

Iqbal and Amin [9] focused on addressing challenges in
anomaly detection and time series forecasting using DLmod-
els. Their objectives include improving accuracy in anomaly
detection, enhancing time series forecasting, and exploring
preprocessing techniques’ impact on model performance.
Their proposed system involves anomaly detection using var-

ious deep learning techniques like long short-term memory
(LSTM), LSTM-autoencoder, ensembled models, generative
adversarial network (GAN), and transformer architectures.

Also, He et al. [10] presented a topology-aware multi-
variate time series anomaly detector (TopoMAD), a deep
learning method that detects anomalies in cloud systems
without supervision. Their aims included integrating sys-
tem topology, employing graph neural networks (GNN) and
long short-term memory (LSTM) networks, and deploy-
ing a stochastic seq2seq model. Results show significant
improvements in accuracy and precision, highlighting the
effectiveness of DL in handling complex data.

However, the use of DL/ML approaches in anomaly detec-
tion in cloud systems brings both potential and challenges,
as described in [11]. One of the most significant issues is
the inherent complexity and variety of cloud data, which
includes various sources such as network traffic, system logs,
and user behavior. This heterogeneity complicates feature
extraction and model training since the data may contain
non-linear patterns and minor anomalies that are difficult to
detect. Furthermore, the dynamic nature of cloud systems,
which includes rapid scaling, resource allocation, and work-
load changes, complicates the task of maintaining model
resilience and adaptation over time. Also, the scalability and
processing requirements associated with DL/ML methods.
Moreover, ensuring the privacy and security of sensitive data
used for training DL/ML models in multi-tenant cloud envi-
ronments remains a paramount concern, necessitating robust
encryption, access controls, and privacy-preserving tech-
niques to mitigate the risk of data breaches and adversarial
attacks. Addressing these challenges requires interdisci-
plinary efforts to develop scalable, resource-efficient, and
privacy-aware methods. DL/ML algorithms tailored to the
unique characteristics of cloud environments, while also
fostering collaboration between academia, industry, and reg-
ulatory bodies to establish best practices and standards for
secure and effective anomaly detection in the cloud.

This paper provides a literature overview of ML/ DL mod-
els for cloud-based anomaly detection. The article describes
ML/DL methods and their applications in detecting cloud
network anomalies. It focuses on relevant studies concerning
the utilization of ML /DL for detecting Distributed denial
of service (DDoS) attacks and Intrusion detection systems
(IDS).

Our investigation focused on publications meeting stan-
dard criteria, employing ‘‘CloudNetworks,’’ ‘‘Cloud comput-
ing,’’ ‘‘Could,’’ ‘‘Machine learning (ML),’’ ‘‘Deep learning
(DL),’’ ‘‘Distributed denial of service (DDoS),’’ ‘‘Intrusion
detection system (IDS),’’ ‘‘Anomaly detection,’’ and ‘‘Secu-
rity’’ as keywords. Particularly, we find value in the latest
cutting-edge papers, as they address trending methodologies.
This paper acts as an in-depth academic resource designed
for those interested in exploring anomaly detection in cloud
environments within the realms of ML/ DL. Therefore,
significant importance is given to providing detailed explana-
tions of the ML/DL methods, discussing the advantages and
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disadvantages of different proposed systems, and pinpointing
opportunities for future research and development. The effec-
tiveness of these systems in identifying and addressing DDoS
attacks and IDS, emphasizes the need for enhancing detection
and mitigation methodologies for anomalies in cloud net-
works. However, modern strategies for detecting anomalies
in cloud networks commonly involve utilizing state-of-the-
art technologies and following the best cloud-based anomaly
detection methods.

The contributions of this review are: (i) a Detailed review
and discussion of ML/ DL techniques in DDoS detection and
IDS anomaly based are introduced, (ii) Various cloud network
scenarios employing ML / DL for DDoS attack detection and
IDS are analyzed, (iii) Review of cloud network dataset used
to detect anomalies in a cloud network, (iv) Characteristics
and advantages of each ML/DL model in anomaly detection
are summarized, (v) Research gap also discussed, and (vi)
Scope of improvements for future research also addressed.

The rest of this review is structured as follows:
Section III focuses on security issues in cloud networks.
Section IV introduces cloud network-based anomaly detec-
tion. Section V describes the data set source. Sections VI
and VII described the methods and related papers for ML and
DL in DDoS detection and IDS anomaly based. Section VIII
discusses the research gap. Section IX introduced the scope
of improvement. Section X presents conclusions.

II. RESEARCH METHODOLOGY
This study uses a literature review to identify papers relevant
to the research topic or to address specific research focused on
cloud anomalies, with a main focus on DDoS attack detection
and IDS anomaly-based techniques. In this literature review,
we used the most appropriate and reliable way to document
and assess existing research studies. The literature review
technique enables researchers to review both the advantages
and disadvantages of previous research studies, conduct a
thorough study to identify prospective research gaps as well
as future trends and difficulties, and provide an excellent
structure and starting point in establishing a new research
topic. The overall process for selecting papers, following the
creation of search strings, is depicted in Fig.1.

We conducted a rigorous and systematic literature review
encompassing various reputable digital databases, including
IEEE Xplore, Springer, Elsevier, Wiley, Taylor and Frances,
MDPI, and Hindawi chosen for their proven track record
in delivering the latest and most reliable papers addressing
issues in cloud networks and established security solutions.

Spanning from 2020 to 2024, our chronological scope
aimed to capture the most recent advancements in the field.
Employing a carefully crafted set of search terms such as
‘‘Cloud Network,’’ ‘‘Cloud computing,’’ ‘‘Could,’’ ‘‘Machine
learning (ML),’’ ‘‘Deep learning (DL),’’ ‘‘Distributed denial
of service (DDoS),’’ ‘‘Intrusion detection system (IDS),’’
‘‘Anomaly detection,’’ and ‘‘Security’’. We thoroughly inves-
tigated major library repositories.

As a result, 2702 articles that could be potentially rele-
vant were identified. Following this, articles published before
2020 (372) were eliminated, leading to a focus on 2330 arti-
cles published between 2020 and 2024. To further narrow
down the selection, articles not related to Machine Learning
or Deep Learning (863) were removed, along with confer-
ence papers, books, workshops, and magazines resulting in
702 articles falling within the Artificial Intelligence (AI)
domain. Through a review of titles and abstracts, 442 articles
were excluded, leaving 260 articles that were confirmed to
be published exclusively in peer-reviewed journals. After
excluding survey and review articles (82), we also excluded
any articles related to SDN, Fog, and Edge environments
(114). The final compilation for detailed analysis consisted
of 64 articles (refer to Fig.1).

III. SECURITY ISSUES IN CLOUD NETWORKS
The architecture of cloud computing comprises two primary
components, the front end, and the back end. The front end
serves as the interface through which users interact with the
system. Meanwhile, the back end encompasses various cloud
service models, namely Infrastructure as a Service (IaaS),
Platform as a Service (PaaS), and Software as a Service
(SaaS). Fig.2 illustrates the user types associated with each
model, alongside examples of applications utilized within
them.

A. SOFTWARE-AS-A-SERVICE (SaaS)
This is the first layer of the servicemodel. In this cloudmodel,
providers offer database and software access, but Software-
as-a-service (SaaS) faces security challenges, putting respon-
sibility on users. Users must be cautious about shared
information and access.

Recent cyber threats highlight the appeal of cloud
providers as targets, requiring users to scrutinize provider
security [12]. DDoS attacks pose a significant threat to
SaaS implementations, impacting both providers and users.
SaaS, being a prominent model in cloud computing, attracts
attention from malicious actors seeking to disrupt services.
With SaaS, the software is centrally hosted and accessed
remotely, making it susceptible to DDoS attacks aimed at
overwhelming servers and rendering services unavailable to
legitimate users. These attacks can disrupt business oper-
ations, cause financial losses, and tarnish the reputation
of SaaS providers. Implementing robust security measures,
including IDS, firewalls, and encryption protocols, is crucial
to mitigate the risk of DDoS attacks. Additionally, continuous
monitoring and prompt response mechanisms are essential to
detect and thwart such attacks effectively, safeguarding the
integrity and availability of SaaS platforms for users [13].
Meanwhile, Intrusion detection in SaaS setups is vital for
safeguarding both the service provider and its users. SaaS
involves multiple users sharing the same application instance,
posing unique security challenges. Traditional IDS may not
fit SaaS due to limited control over infrastructure. Thus,
tailored multi-tenant IDS frameworks are necessary. These
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TABLE 1. Summary of the criteria for inclusion and exclusion criteria.

frameworks should enable providers to offer IDS as a ser-
vice, monitoring network traffic and system activities to
spot and counter malicious actions in real-time. Effective
intrusion detection mechanisms help SaaS providers enhance
platform security, shielding sensitive data from unauthorized
access [14].

B. PLATFORM-AS-A-SERVICE (PaaS)
This second layer of the service model [12] Platform as a Ser-
vice (PaaS) offers a computing platform that includes basic
resources like operating systems, programming languages,
databases, and web servers. These resources automatically
adapt to handle changes in application demands. In this setup,
developers use specific Application interfaces (APIs) to build
applications meant for a particular environment. PaaS also
allows control over software deployment and configuration
settings [15]. However, Habib et al. [16] implemented a
DDoS detection system for PaaS and Infrastructure-as-a-
service (IaaS) cloud architectures employing a pretrained
hybrid ML classifier incorporating models such as Ran-
dom Forest, Decision Tree, Support Vector Machine, and
XGBoost.

C. INFRASTRUCTURE-AS-A-SERVICE (IaaS)
Infrastructure as a Service (IaaS) is a cloud computing
model that allows customers to utilize virtualized computing
resources such as virtual machines, storage, and networking
via the Internet. This service enables organizations to rent IT
infrastructure on a flexible pay-as-you-go basis, facilitating
resource scaling based on their needs without the necessity
of investing in or handling physical hardware [17]. IaaS, one
of the three cloud service models, is highly susceptible to

DDoS attacks. The shared nature of these cloud resources
makes them a prime target for DDoS attacks, which seek
to overwhelm the infrastructure and render it inaccessible to
legitimate users. DDoS attacks are defended against using a
variety of processes and countermeasures, such as intrusion
prevention, intrusion detection, and intruder response [18].
Because of the security risks connected to IaaS in cloud
computing, there is a significant need to install IDS to
address these issues. There is also a need for strong security
measures to secure cloud-based infrastructure services, and
IaaS-focused IDS is recognized as important [19].

IV. CLOUD NETWORKS BASED ANOMALY DETECTION
Anomalies in a cloud network signify deviations from
expected patterns, behaviors, and occurrences, potentially
indicating security threats, operational irregularities, or per-
formance issues. Categorized into types such as security,
network traffic, resource utilization, application behavior,
data, and user behavior anomalies, they encompass unau-
thorized access, unusual data transmission, and abnormal
resource use. Recognizing and addressing these anomalies is
crucial for preserving the cloud network’s integrity, security,
and reliability, safeguarding against cyber threats, and ensur-
ing optimal performance. In the realm of research, diverse
anomalies have been recognized, presenting formidable
obstacles to the security infrastructure of cloud networks
Include the following:

A. DISTRIBUTED DENIAL OF SERVICE (DDOS) ATTACK
Distributed Denial of Service (DDoS) attack is a type of
cyber-attack in which multiple systems or devices are used

56752 VOLUME 12, 2024



A. M. Abdallah et al.: Cloud Network Anomaly Detection Using Machine and Deep Learning Techniques

FIGURE 1. Paper selection process.

to flood a targeted server or network with traffic, making it
unavailable to legitimate users [20].

In cloud computing, DDoS attacks can cause significant
damage to cloud service providers and their customers,
leading to downtime, loss of revenue, and reputational
damage. Therefore, it is important to have effective detec-
tion and prevention mechanisms in place to mitigate the
impact of DDoS attacks in cloud computing environments.
DDoS types of attacks according to the exploited vulner-
ability might be categorized as flooding attacks, protocol
exploit attacks, amplification attacks, and malformed packet
attacks [21]. According to Fig. 3, the number of DDoS
attacks is predicted to more than double, reaching 15.4 mil-
lion by 2023, as reported by Cisco in 2020 [22]. However,
to enhance DDoS attack detection and prevention researchers
have used ML/ Dl methods, which will be discussed in
Section VI.

B. ANOMALY-BASED INTRUSION DETECTION SYSTEMS
(IDS)
Intrusions encompass a sequence of interconnectedmalicious
activities executed by internal or external attackers, aiming

to compromise the targeted system [23]. Moreover, Intrusion
detection is the process of monitoring computer systems
and network traffic and analyzing activity to detect potential
system threats [24]. In recent times, IDS have become integral
components of many organizations’ security frameworks,
owing to the increased frequency and severity of network
attacks. Detecting a security breach involves monitoring and
analyzing the target machine or network for indications of
unauthorized access. Such breaches are defined as attempts
to compromise the confidentiality, integrity, or availability of
a computer system or network, or to bypass its security mea-
sures [25]. However, the most common intrusion detection
approaches are signature-based and anomaly-based. They
are often used together, whether integrated or individually,
to enhance detection accuracy. In terms of anomaly-based
detection different types of anomaly detection techniques
are categorized based on the method employed to identify
anomalies, such as ML/ DL, fuzzy logic, support vector
machine (SVM), and data mining. Over the past decade,
numerous studies have investigated these methods, as evi-
denced in Section VII. As will be explained further in this
survey.

VOLUME 12, 2024 56753



A. M. Abdallah et al.: Cloud Network Anomaly Detection Using Machine and Deep Learning Techniques

FIGURE 2. Cloud service models.

FIGURE 3. DDoS total attacks history and predictions.

V. SOURCE OF DATASETS
In this section, we explain and categorize the datasets utilized
in the reviewed literature based on the cloud network traffic
data. The frequency of use of datasets in the reviewed lit-
erature is shown in Fig. 4. Therefore, the careful selection
of a dataset is crucial to ensuring efficient detection and
classification of anomalies in cloud environments. However,
in cloud computing security, different datasets are utilized to
train ML /DL models. Table 2 presents a description of the
most used datasets in cloud computing security used in this
review.

VI. ML AND DL BASED FOR DDoS DETECTION IN CLOUD
NETWORKS
Due to the time-consuming nature of developing, testing,
and deploying cloud-based anomaly detection systems after

each unexpected attack, there is an urgent need for less
human-dependent solutions in anomaly detection. Cloud-
based anomaly detection utilizing ML technology addresses
this issue by providing a system capable of learning from data
and detecting anomalies based on the learned patterns [35].
On the other hand, DL is a sophisticated subset of ML that
consists of numerous layers of neurons that reflect the learn-
ing process. DL is capable of handling vast amounts of data
and has shown effectiveness in a variety of fields [36]. This
section will cover the most common use of ML/ DL tech-
niques, followed by a detailed description of each approach
used in DDoS detection along with recent relevant publica-
tions. Tables 3 and 4 provide a detailed overview of different
ML/ DL methods and advantages to detect and mitigate
DDoS in cloud environments. Fig. 5 showcases the compre-
hensive structure of an anomaly detection system based on
ML/ DL.

A. DDoS ANOMALY BASED ON ML—EXISTING RESEARCH
WORKS
Kushwah et al. [37] focused on the essential difficulty of
detecting DDoS attacks in cloud computing, emphasizing
the importance of increased security and reliability in cloud-
based applications. Their research offered a novel system
based on the Voting Extreme Learning Machine (V-ELM)
algorithm, to overcome limitations in existing DDoS detec-
tion systems in terms of accuracy, speed, and work handling
ease. Impressively, the system outperforms a variety of
recognized systems. Experimental evaluation demonstrated
high detection accuracy, sensitivity, specificity, and minimal
training time, further emphasizing the effectiveness of the
proposed approach.

Sambangi et al [38] employed ML techniques for detect-
ing DDoS attacks in cloud computing environments. They
addressed the challenges associated with DDoS detection in
these environments, emphasizing the need for efficient and
accurate detection mechanisms to tackle security threats in
network infrastructure. The research aims to design an ML
model based on multiple linear regression analysis for DDoS
attack detection, utilizing data visualization and feature selec-
tion techniques to enhance prediction accuracy. Results from
experiments include performance metrics such as accuracy,
precision, recall, F1-score, and confusion matrix, showcasing
promising outcomes with the proposedmultiple linear regres-
sion analysis approach compared to existing methods.

Abubakar et al. [39] focused on the escalating frequency
and diversity of attacks on computer networks, predomi-
nantly DDoS attacks, which presented a significant challenge
due to their evolving nature and mechanisms. Solutions
proposed aimed at developing a mechanism capable of
promptly detecting DDoS attacks, identifying their origin,
and initiating mitigation procedures at the early stages
of detection. This approach integrated an optimized Sup-
port Vector Machine (SVM) classification algorithm with
the SNORT Intrusion Prevention System (IPS) to provide

56754 VOLUME 12, 2024



A. M. Abdallah et al.: Cloud Network Anomaly Detection Using Machine and Deep Learning Techniques

FIGURE 4. Frequency – usage of datasets collected research articles.

preventive measures during DDoS attacks. Experimental
results included evaluating the proposed IPS method in both
single and multiple-source attack scenarios and comparing
performance metrics such as CPU load, latency, average
packets, accuracy, detection rate, specificity, and false pos-
itive rate. These experiments demonstrated the effectiveness
of the proposed method in detecting and mitigating DDoS
attacks when compared to existing solutions.

The research [40] addressed various issues concerning
cloud computing, particularly the vulnerability to DDoS
attacks which could disrupt access to information. It empha-
sized the necessity for a reliable intrusion detection system
to promptly identify and counter such attacks in cloud
platforms. The proposed solutions involved creating a classi-
fication model utilizing Random Harmony Search optimiza-
tion (RHS) and Restricted Boltzmann Machines (RBM) to
improve DDoS attack detection in cloud setups. The out-
comes of the study revealed enhanced accuracy in detecting
DDoS attacks compared to conventional methods, along with
improved precision, recall, and F1-score metrics. Addition-

ally, the approach led to reduced false positives and increased
efficiency in the real-time identification of DDoS attacks in
cloud environments.

Alshammari et al. [41] research tackled two main issues,
first, identifying abnormal patterns in network traffic data
to distinguish between malicious and normal behavior; and
second, developing an ML model capable of training IDS to
recognize different types of anomalies such as DDoS in cloud
computing networks. The solutions proposed in the research
included building a comprehensive model that combines var-
ious ML techniques such as g K-nearest Neighbor (KNN),
Support Vector Machine (SVM), Random Forest (RF), Naive
Bayes (NB), Decision Tree (DTREE), and Artificial Neural
Network (ANN) to select the most accurate classifier and
employing supervised machine learning methods. The results
demonstrated the effectiveness of themodel in detectingmali-
cious traffic patterns and improving overall network security.

The research [42] focused on detecting DDoS attacks in
cloud computing environments using an optimized extreme
learning machine. It aimed to address the challenges of
developing an effective system for DDoS detection in cloud
computing while enhancing accuracy and efficiency. The
proposed solutions include utilizing an optimized extreme
learning machine and implementing a Self-adaptive Evolu-
tionary Extreme Learning Machine (SaE-ELM) model to
improve detection accuracy. The objectives involve propos-
ing the optimized extreme learning machine and introducing
the SaE-ELM model to enhance detection accuracy. The
research evaluated the proposed system performance using
metrics like accuracy, sensitivity, specificity, precision, and
F-score, demonstrating significant improvements over exist-
ing methods in detecting DDoS attacks in cloud computing
environments.

Sachdeva et al. [43] research addressed the classifica-
tion of attacks in cloud network environments, employing
ML and digital forensics. It addresses challenges in detect-
ing and classifying DDoS attacks in cloud networks amidst
the increasing complexity of cyber threats and limitations
of existing detection methods. Proposed solutions involve
developing a fusion algorithm that combines ML techniques
with digital forensics, utilizing evidential artifacts for anal-
ysis. Experimental setups involve performance metrics like
Kappa Statistic, False Positive Rate (FPR), True Positive
Rate (TPR), Root Mean Squared Error (RMSE), Precision,
and Recall are considered for validation. Results indicate
high accuracy, precision, and True Negative Rate in attack
classification, along with improved performance in detect-
ing and classifying attacks in cloud networks, validating the
fusion algorithm’s effectiveness across multiple performance
metrics.

The research [44] focused on detecting DDoS attacks in
cloud computing environments using an efficient Support
VectorMachine-based discrete elephant herding optimization
(SVM-DEHO) classifier. It addressed significant cybersecu-
rity issues posed by DDoS attacks, which rapidly exhaust vic-
tim communication and computation resources. Objectives
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TABLE 2. Common cloud security datasets.

involve proposing an SVM-DEHO classifier for DDoS
detection, with experimental results demonstrating high accu-

racy, sensitivity, specificity, precision, and F-measure values.
Results illustrate the superiority of the proposed approach
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FIGURE 5. ML/ DL- based anomaly detection in cloud network.

over existing methods, affirming its effectiveness in mitigat-
ing DDoS attacks in cloud environments.

Mishra et al. [45] research focused on detecting DDoS
vulnerability in cloud computing using the Perplexed Bayes
Classifier. It addressed challenges in identifying and exploit-
ing vulnerabilities in cloud computing, particularly empha-
sizing the severity of DDoS attacks and their impact on cloud
infrastructure. Solutions involve implementing ML tech-
niques, specifically the Perplexed Bayes Classifier, to detect
and mitigate DDoS attacks in cloud environments. Perfor-
mance metrics such as accuracy, sensitivity, and specificity
are used to evaluate the effectiveness of the proposed
approach in identifying DDoS attacks. Overall, the results
showed that the Perplexed Bayes Classifier can successfully
detect and mitigate DDoS vulnerabilities in the cloud envi-
ronment.

The use of ML in cloud computing to identify DDoS
attacks is the subject of research [46]. Reducing misclassi-
fication mistakes in DDoS detection is the primary issue,
as it impacts the availability of services for authorized users.
Reducing misclassification errors, evaluating ML techniques
for DDoS attack detection, analyzing misclassifications for
more precise measurements, and selecting important features
using Mutual Information (MI) and Random Forest Feature
Importance (RFFI) approaches are the main objectives of the
research. However, the Random Forest method performed the
best in terms of detecting DDoS attacks compared to other
techniques. F1 score, recall, accuracy, and precision were
among the performance metrics.

The study [47] focused on detecting DDoS attacks in mod-
ern network infrastructures for Industry 4.0, usingMLmodels
and feature transformation methods. It addressed security
and data availability issues in modern networking, notably in
cloud computing, focusing on the detection of DDoS attacks
in cloud networks, which provide new difficulties to the
network community. Novel Gaussian-based traffic attribute-
pattern similarity functions for evolution feature clustering,
as well as Gaussian-based network traffic similarity functions
for evaluating similarities between network traffic instances,
are proposed as solutions. Furthermore, the study creates
the SWASTHIKA machine learning model to detect both
low-rate and high-rate network threats. Experimental results

show that SWASTHIKA has much higher attack detection
rates than state-of-the-art ML classifiers, as measured by
performance measures such as accuracy, precision, detection
rate, and F-score.

The study [48] addressed cloud security in E-government,
including the detection and mitigation of network intrusion,
specifically DDoS attacks. It focused on critical security
challenges in cloud computing, concentrating on the vul-
nerable nature of cloud-based E-government systems to
attacks from nodes that are compromised and the signifi-
cance of monitoring internal as well as external traffic in the
cloud network for security purposes. The proposed solutions
include introducing an ML method for accurate clustering
of network data to detect DDoS attacks, utilizing feature
selection techniques to improve data clustering efficiency,
and using clustering algorithms such as Principal Component
Analysis (PCA), Density-Based Spatial Clustering of Appli-
cations with Noise DBSCAN, Agglomerative Clustering, and
k-means. The experimental results show that the proposed
PCA + DBSCAN outperforms standard algorithms.

Sokkalingam et al. [49] research addressed the escalat-
ing frequency and complexity of DDoS attacks aimed at
cloud computing services and the inadequacies of tradi-
tional intrusion detection systems in effectively identifying
and addressing these attacks. To tackle these challenges, the
study proposed solutions such as developing an intelligent
intrusion detection system that utilized ML techniques to
enhance DDoS attack detection and employing a Support
Vector Machine (SVM) with hybrid Harris Hawks Opti-
mization (HHO) and Particle Swarm Optimization (PSO)
algorithm approach to improve accuracy and efficiency in
cloud environments. The experimental evaluation utilized
performancemetrics including precision, sensitivity, selectiv-
ity, F1 score, accuracy, and Area Under the Curve (AUC) to
evaluate the effectiveness of the proposed system, revealing
enhanced detection capabilities and efficiency in countering
DDoS attacks within cloud computing environments.

The study [50] aimed to enhance the efficacy of the
Gaussian Naïve Bayes classifier to detect DDOS attacks
in cloud computing. It discussed the prevalence of DDOS
and DOS attacks against cloud services, as well as the dif-
ficulty in detecting these attacks due to their distributed
character and potential for catastrophic consequences. Pro-
posed solutions for detecting DDOS attacks include using
ML techniques, especially the Gaussian Naïve Bayes clas-
sifier, pre-processing data to address zero-probability issues,
and selecting highly independent features to improve accu-
racy. The proposed framework improves the accuracy of
the Gaussian Naïve Bayes classifier in detecting DDOS
attacks, mitigates the zero-probability problem through data
pre-processing, improves feature selection efficiency, and
measures classifier performance using precision, recall, and
F1-score.

The study [51] employed ML to detect DDoS attacks
in device-to-device (D2D) connections. Solutions include
using ML techniques such as Random Forest, XG Boost,
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Ada Boost, and Light Gradient Boosting Machine (LGBM)
to detect and prevent DDoS attacks in D2D communica-
tion systems. The objectives include providing considerable
improvement in terms of detection and prevention time,
needed resources, and device battery usage, as well as pre-
senting a useful technique for combating DDoS attacks in
D2D communication. The proposed system used ML tech-
niques to classify and detect DDoS attacks, with an emphasis
on SYN and Slowloris attacks. The research employed evalu-
ation metrics such as accuracy, precision, recall, Area Under
the Curve (AUC), and F1 score to evaluate the performance
of ML classification approaches in detecting DDoS attacks
within the D2D network communication environment. The
results demonstrated significant performance improvements
and provided comprehensive evaluations of ML models,
contributing to the effectiveness of DDoS attack detection
methodologies in real-world scenarios.

Authors in [52] focused on protecting virtual cloud com-
puting environments from DDOS attacks using the Naive
Bayes ML algorithm. They tackled challenges stemming
from the growing number of users accessing cloud-based
applications, which has led to an increase in DDOS attacks
targeting cloud services. Additionally, there is a lack of reli-
able methods for detecting and filtering these attacks, making
them a preferred weapon for cyber attackers. To address these
issues, the research explores ML techniques and specifically
applies the Naive Bayes algorithm to prevent and detect
DDOS attacks in virtual cloud environments. Remarkably,
the Naive Bayes model showed improved accuracy, recall,
specificity, and F-score.

Researchers in [53] focused on using ML to detect DDoS
attacks in Vehicular ad-hoc Network (VANE)T cloud envi-
ronments, aimed to address the challenges of identifying
and mitigating such attacks in vehicular networks. They
proposed solutions such as employingMLmodels like Logis-
tic Regression (LR), Decision Tree (DT), Random Forest
(RF), K-Nearest Neighbors (KNN), Naive Bayes (NB), and
kernel Support Vector Machine (SVM) to classify ‘‘Nor-
mal’’ and ‘‘DDoS’’ scenarios and implementing fuzzification
to categorize correlation degrees in attribute value ranges.
Objectives include improving security and safety in vehicu-
lar networks by detecting DDoS attacks, using a structured
methodology comprising NS2 simulation and ML-driven
detection phases. Performancemetrics such as accuracy score
and precision score are calculated for various classification
algorithms, demonstrating the successful application of ML
especially DT and RF in addition to fuzzification techniques
in enhancing DDoS detection capabilities in VANET cloud
environments.

AlSaleh et al. [54] research focused on the use of
ML to detect DDoS threats in cloud computing settings.
It discussed the cybersecurity threats associated with cloud
technology implementation, including DDoS attacks, and
emphasized the limits of standard IDS in detecting DDoS
attacks in dynamic network environments. The study sought
to answer questions about the effectiveness of the proposed

Bayesian-based Convolutional Neural Network (BaysCNN)
model in detecting DDoS attacks, the extent to which the
Data Fusion BaysFusCNN approach improves DDoS detec-
tion accuracy, reliability, and performance metrics, and how
the proposed models compare to existing methods in terms
of accuracy and efficiency. The results demonstrated that
the BaysCNN model obtains an average accuracy rate of
99.66% across 13 multi-class attacks, while the Data Fusion
BaysFusCNNmodel gets an even higher average accuracy of
99.79%. The study offered useful insights into the develop-
ment of robust ML-based intrusion detection systems, as well
as improving the reliability and scalability of IDS in cloud
computing environments.

Talpur et al. [55] investigated the application of ML and
evolutionary algorithms to DDoS attacks in cloud computing
systems. The study showed that modern society is becoming
increasingly vulnerable to cyberattacks, particularly DDoS
attacks, and emphasizes the need for greater detection and
cybersecurity measures. The system detected DDoS attacks
using TOPT with the genetic algorithm GA. Also, ML meth-
ods such as Extreme Gradient Boosting (XGB), Random
Forest (RF), and Support Vector Machine (SVM) propose
XGB-GAOptimization, RF-GAOptimization, and SVM-GA
Optimization methods considered. The technology reached
high accuracy levels, considerably boosting cybersecurity
measures. The suggested XGB-GA optimization approach
outperformed other methods for identifying DDoS attacks in
terms of accuracy, precision, recall, and F1 score. Achieving
a 99.00% testing accuracy and a best pipeline test accuracy
of 1.000%.

The research [56] focused on detecting and categorizing
DDoS attacks in distributed networks using hierarchical ML
and hyperparameter optimization methods. It tackled the
growing threat of DDoS attacks in distributed networks and
the challenge of swiftly identifying and preventing them to
protect network infrastructure and data. Solutions include
employing hierarchical ML models such as Extreme Gradi-
ent Boosting (XGBoost), Light Gradient Boosting Machine
(LGBM), CatBoost, Random Forest (RF), and Decision Tree
(DT) for better attack classification and optimizing hyper-
parameters to improve intrusion detection system accuracy
and efficiency. The objectives involve proposing a LASSO
feature selection method with hierarchical MLmodels, divid-
ing the process into pre-processing, feature selection, and
hyperparameter-optimized tuning classification stages, and
evaluating performance using metrics like recall, precision,
accuracy, and F1-score. The study found the LGBM clas-
sifier to be the most effective, achieving 99.77% accuracy,
highlighting the success of hierarchical ML techniques in
accurately predicting DDoS attacks.

B. DDoS ANOMALY BASED ON DL—EXISTING RESEARCH
WORKS
Velliangiri et al. [57] research focused on DDoS attack detec-
tion within cloud computing environments, aiming to address
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the pressing need for effective detection methods and over-
come the limitations of existing algorithms. The objectives
involve developing a novel Fuzzy and Taylor Elephant Herd
Optimization (FT-EHO) and Deep Belief Network (DBN)
classifier specifically designed for DDoS attack detection
and comparing its performance against state-of-the-art algo-
rithms like Support Vector Machine (SVM), Neural Network
(NN), EHO, and TEHO-based DBN. The proposed system
utilizes three databases, including the KDD cup database,
to detect DDoS attacks and employs a fuzzy and TEHO-based
approach within the FT-EHO Deep Belief Network classi-
fier for classification. Experimental evaluation focused on
performance metrics such as accuracy, detection accuracy,
precision, and recall. The results showcased the efficacy of
the proposed FT-EHO-DBN classifier across varying num-
bers of users and highlighted its strengths in achieving high
accuracy, detection accuracy, precision, and recall, thereby
contributing significantly to enhancing DDoS detection in
cloud environments.

Bhardwaj et al. [58] focused on enhancing the detection
of DDoS attacks in cloud computing environments using
a Hyperband Tuned Deep Neural Network coupled with a
stacked sparse Autoencoder. This methodology addressed
critical challenges such as limited training data, imbalanced
datasets, and the complex task of selecting optimal features.
While traditional methods and ML approaches struggle with
evolving attack vectors and noisy data, the proposed system
aims to mitigate these limitations. Experimental validation
showcased the system’s superior performance compared to
existing methods, with notable improvements in accuracy,
precision, recall, and F1-Score.

In research [59] Mishra et al. focused on cloud comput-
ing, particularly examining, and addressing vulnerabilities
to DDoS attacks in cloud environments, alongside concerns
such as network errors and intrusions, and load balancing
issues. Proposed solutions involve using Neural Networks
(NN) to evaluate training performance and detect accu-
rately and employing Swarm optimization to minimize errors
and ensure response stability. Results demonstrated reduced
network errors, enhanced detection accuracy, and better iden-
tification of intrusions, with metrics including mean square
error rate, detection accuracy, and precision.

Velliangiri et al. [60] focused on DDoS attacks in cloud
computing using optimization-based deep networks. The
key problems addressed include detecting DDoS attacks
in cloud environments, improving cloud platform security
against such attacks, and improving the detection tech-
nique’s accuracy and efficiency. The solutions consist of
creating a Taylor-Elephant Herd Optimization based Deep
Belief Network (TEHO-DBN) classifier for DDoS detec-
tion, using DL for anomaly detection in clouds, and using
an optimization-based strategy to improve detection system
performance. A variety of evaluation metrics such as detec-
tion rate, accuracy, recall, computational time, and precision
are considered when simulating the TEHO-DBN classifier.

However, the proposed system demonstrated improved per-
formance metrics compared to existing techniques.

The study [61] focused on detecting DDoS and economic
denial of service (EDoS) attacks within cloud computing
by combining Deep Belief Network (DBN) and Support
Vector Machine (SVM) technologies. It tackled challenges
such as accurately recognizing different forms of EDoS and
DDoS attacks, preventing attacks from moving between Vir-
tual Machines (VMs) and the hypervisor, and estimating
attack percentages while determining sensitivity thresholds
based on system requirements. Proposed solutions involve
devising a comprehensive method for identifying both EDoS
and DDoS attacks, utilizing a global approach to improve
threat detection. However, when identifying DDoS and EDoS
attacks in cloud computing, some common performance
metrics to evaluate such as attack reporting time, request-
response time, victim service downtime, defensive cost/hour,
True Positive Rate (TPR), True Negative Rate (TNR) and
accuracy are considered. The results obtained regarding the
fusion of DBN and SVM for detecting DDoS and EDoS
attacks in the cloud demonstrate several significant outcomes.
These include superior accuracy in identifying DDoS attack
traffic, resulting in shorter attack reporting and response
times, as well as reduced downtime for victim services.More-
over, the approach leads to lower costs associated with attack
detection and mitigation. Notably, the classification accuracy
achieved is exceptionally high, reaching 99.78%. Overall,
these results highlighted the effectiveness of the proposed
method in enhancing the security and resilience of cloud
environments against DDoS and EDoS attacks.

Almiani et al [62] investigated network security in con-
tainerized cloud computing platforms using a Resilient Back
Propagation Neural Network. They aimed to address vulnera-
bilities such as DDoS attacks on containerized microservices
and the need for intelligent intrusion detection in cloud-native
environments. The proposed solution involves an IDS based
on Neural Networks (NN) to detect and mitigate Reflective
DDoS attacks. Objectives include proposing the system, eval-
uating its performance against DDoS attacks, and ensuring it
meets the delay requirements of containerized microservices
architectures. Experimental results demonstrate efficient pro-
cessing times and high accuracy in detecting reflective DDoS
attacks, as evaluated using performance metrics including
accuracy, sensitivity, F1-score, specificity, precision, and
false positive rate.

Akgun et al. [63] focused on developing intrusion detection
systems for DDoS attacks. They addressed the escalat-
ing frequency and complexity of such attacks, as well
as the limitations of traditional detection methods. Exist-
ing solutions encompass signature-based and anomaly-based
intrusion detection systems, along with ML approaches for
identifying unknown malware threats. The research objec-
tives involve proposing a DL-based intrusion detection
model, assessing various DL architectures such as Deep
Neural Networks (DNN), Convolutional Neural Networks
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(CNN), and Long Short-TermMemory (LSTM), benchmark-
ing the proposed models against baseline approaches using
the CIC-DDoS2019 dataset. Performance evaluation against
baseline models reveals improved accuracy, precision, recall,
F1-score, and Area Under Curve (AUC), demonstrating
enhanced DDoS attack detection capability. Additionally,
security metrics like detection accuracy, false positive rate,
and false negative rate are considered.

Aydın et al. [64] aimed to create a Long Short Time
Memory (LSTM)-based DDoS detection and defense system
in a public cloud setting, emphasizing the urgent need for
precise and prompt identification and prevention of DDoS
attacks, especially during the COVID-19 era. The goals
involve crafting an LSTM-based solution for DDoS detection
and defense, incorporating autonomous defense components
to counter detected anomalies, and ultimately improving
cloud system cybersecurity. The proposed approach utilized
network traffic analysis, digital signatures, and autonomous
defense strategies to identify and counteract DDoS attacks.
The system demonstrated notable accuracy in classifying
attacks, competitive performance in training and testing dura-
tions compared to prior studies, and thorough assessment
using vital performance and security metrics like accuracy,
precision, recall, F1-score, and the efficacy of defense mech-
anisms.

Samsu Aliar et al. [65] research focused on detecting
DDoS attacks in cloud environments by employing opti-
mized weighted fused features and a hybrid Deep Belief
Network with the Gated Recurrent Unit DBN-GRU archi-
tecture. It addressed performance degradation resulting from
these attacks in cloud computing, along with the challenge
of maintaining data security and privacy. Solutions entail
developing a DL-based approach for automated detection,
utilizing optimized features and the hybrid architecture. The
experimental setup involves evaluating performance metrics
such as accuracy, sensitivity, specificity, precision, F-1 score,
Mathew’s correlation coefficient, false positive rate, false
negative rate, and false discovery rate.

Agrawal et al. [66] goal was detecting and mitigat-
ing DDoS attacks in cyber environments using a Modi-
fied Deep Belief Neural Network (M-DBNN) system. The
main goal was the protection of user personal informa-
tion against intrusion or DDoS attacks. Agrawal et al.
goals include employing MDBNN to detect adverse behav-
iors, preprocessing dataset features to improve detection,
optimizing the classifier performance with the Chimp opti-
mization algorithm, and comparing the suggested method
to existing techniques. Results demonstrated the supe-
rior performance of M-DBNN in terms of accuracy, error
rate, F1 score, false positive rate, kappa, Matthew cor-
relation coefficient, precision, sensitivity, and specificity
values.

Varghese et al. [67] focused on intrusion detection in
cloud systems, notably DDoS attacks, addressing the secu-
rity difficulties faced by such attacks and protecting data
in cloud computing. The proposed solutions include the

introduction of a novel intrusion detection model based on
an optimized Radial Bias Function Neural Network (RBF-
NN) with weights tuned optimally Using Harmonic Mean
Based Poor and Rich Optimization (HMPRO) algorithm. The
results include the superior performance of the RBF-NN +

HMPRO approach when considering specificity, False Neg-
ative Rate (FNR), sensitivity, precision, False Positive Rate
(FPR),Matthew correlation coefficient (MCC), net predictive
value (NPV), and accuracy.

Emil Selvan et al. [68] work focused on detecting and
preventing DDoS attacks in cloud computing environments,
addressing challenges in identifying such attacks within
real-world traffic flows while minimizing identification time,
reducing computational complexity, and enhancing detection
models to handle diverse attack types. Its objectives involve
developing a Fractional Anti Corona Virus optimization
(FACVO)-based on a Deep Neuro-Fuzzy Network (DNFN)
system specifically tailored for DDoS attack detection in the
cloud, incorporating feature fusion, data augmentation, and
DL techniques to enhance detection accuracy, True Posi-
tive Rate (TPR), True Negative Rate (TNR), and precision.
The proposed system operated by utilizing log files gen-
erated from simulated cloud environments and employing
the DNFN trained by FACVO to identify DDoS attacks.
Experimental evaluation conducted using the NSL-KDD and
BoT-IoT datasets includes comparison with existing tech-
niques, with a focus on testing accuracy, TPR, TNR, and
precision metrics, showcasing the efficacy of the developed
FACVO-based DNFN system in robustly detecting DDoS
attacks in cloud environments.

Balasubramaniam et al. [69] addressed the challenges
posed by insider DDoS attacks impacting cloud performance
and service availability. Objectives involve developing a
Gradient Hybrid Leader Optimization algorithm (GHLBO)
for efficient attack detection, incorporating a Deep Maxout
Network (DMN) for feature fusion, oversampling for data
augmentation, and integrating gradient descent with hybrid
leader-based optimization HLBO for enhanced performance.
The experimental evaluation compares the GHLBO-based
approach with existing methods using metrics like testing
accuracy, TPR, and TNR, with results 0.917, 0.909, and
0.909 respectively, indicating improved performance metrics
across different datasets.

In [70], Pasha et al. research targeted how to detect low-rate
DDoS attacks in cloud computing using the Low-Rate
DDoS Attack Detection Framework (LRDADF), integrating
AI technologies like DL. It proposes a Hybrid approach
for Low-Rate DDoS detection HA-LRDD algorithm, com-
bining deep Convolutional Neural Networks (CNN) and
Autoencoders for enhanced accuracy. Existing methods such
as attack filtering are discussed, highlighting the need
for improved detection mechanisms. Experimental results
demonstrated HA-LRDD effectiveness compared to other
algorithms in ensuring cloud service quality showing a high
detection rate of 95.32% and a low false positivity rate of
0.56943%.
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Liu et al. [71] focused on detecting low-rate DDoS
attacks using an asynchronous federated learning arbitration
model based on Bidirectional Long Short-Term Memory
(bi-LSTM) and mechanism of attention. Liu et al. [71]
addressed challenges associated with these attacks, empha-
sizing the necessity for effective detection mechanisms and
highlighting limitations in existing models. Objectives entail
designing an equal time step sliding window method for
data preprocessing, developing a local model based on
bi-LSTM and attention mechanism for attack detection, and
proposing a leader node election algorithm alongside an
asynchronous federated learning framework. Experimental
evaluation involves comparing the proposed model with var-
ious classifiers and DL models and evaluating performance
metrics like accuracy, precision, recall, and time complexity.

The study [72] focused on detecting DDoS attacks within
cloud environments using an AI-based IDS framework, with
a primary goal of improving accuracy while minimizing false
alarms. Proposed solutions involve employing ensemble fea-
ture selection to identify key features and constructing a Deep
Neural Network (DNN) model for precise DDoS detection.
Results indicate the effectiveness of the proposed FEwDN
model, demonstrating superior accuracy compared to conven-
tional machine learning techniques and surpassing existing
methods in various performance metrics. The research high-
lighted the efficiency of the AI-based IDS framework with
performance evaluation metrics such as accuracy, precision,
recall, F1 score, Area Under the Curve (AUC), and Receiver
Operating Characteristic (ROC) used for evolution.

The study [73] focused on predicting cyber-attacks
such as Brute_Force, DDoS, ICMP Flood, Port_Scan, and
Web Crawling in cloud computing environments using an
extremely boosted neural network. It aimed to automate the
detection and identification of multistage cyber-attack sce-
narios while enhancing prediction accuracy and efficiency.
Proposed solutions involve utilizing the boosted Neural Net-
work (NN) for more precise prediction and implementing
advanced ML techniques to improve cybersecurity measures
in cloud systems. The system operated by training the neural
network on historical attack data, employing sophisticated
algorithms for real-time analysis and prediction, and con-
tinuously improving through adaptive learning and feedback
mechanisms. Monitoring various performance metrics allows
assessment of accuracy, sensitivity, specificity, and overall
effectiveness. Results demonstrated improved accuracy in
predicting multi-stage cyber-attacks, enhanced efficiency in
threat detection and mitigation, and validation of the boosted
NN effectiveness through experimental simulations and eval-
uations.

Pandithurai et al. [74] focused on predicting DDoS attacks
in a cloud environment using a combination of honey badger
optimization algorithm and Bidirectional Long Short-Term
Memory (Bi-LSTM) technology. They addressed challenges
associatedwith cloud adoption such as privacy issues and data
leakage, highlighting existing detection system limitations.
Experiments showcased superior accuracy. Results present

various performances including False Positive Rate (FPR),
sensitivity, precision, accuracy, specificity, F1 score, error,
and Kappa. However, Bi-LSTM obtained 95% sensitivity,
94% precision, 88% kappa, 5% FPR, and 87% F1 score.

Arango-López et al. [75] focused on enhancing real-time
detection and prediction of DDoS cyber-attacks using a
cloud-basedDL architecture. They addressed challenges such
as achieving real-time detection, reducing evaluation metrics
with standard datasets, and focusing on specific attack cat-
egories amidst network noise. Solutions involve analyzing
attack categories using tools like Wireshark, applying filters
to isolate specific attack types, and developing a cloud-based
DL architecture such as Deep Neural Networks (DNN) and
Convolutional Neural Networks (CNN). The proposed sys-
tem continuously inserts new data for each DDoS attack
class to improve real-time detection, carefully analyzes each
attack category, and focuses on attacks affecting the HTTP
protocol port 80. Experimental results demonstrated optimal
accuracymetrics achieved by theDNN, considering accuracy,
precision, F1 score, and sensitivity as performance metrics.

Ouhssini et al. [76] addressed DDoS attack detection
and prevention in cloud environments through the Deep-
Defend framework, addressing challenges such as resource
efficiency and limitations of existing systems. Solutions
involve components like traffic collection, entropy forecast-
ing, and attack prediction. Objectives include presenting
a strategy for detection and prevention, utilizing entropy
forecasting, and improving, Autoencoders, Neural Networks
(CNN), and Decision Tree (DT) model. The system pro-
cesses data through various stages and employs DL methods
such as CNNs, Long Short-Term Memory (LSTM) net-
works, Autoencoders, and transformers for tasks like entropy
forecasting and feature extraction. Experimentation with the
CICIDS-001 dataset and performance metrics such as accu-
racy, precision, recall, and F1-score are used to evaluate
the effectiveness of the DeepDefend framework in detecting
and preventing DDoS attacks. The outcomes highlighted the
DeepDefend framework’s efficacy and precision in detecting
and preventing DDoS attacks in cloud environments.

VII. ML AND DL BASED FOR IDS IN CLOUD NETWORKS
Since a signature-based IDS takes considerable time to build,
test, and deploy each time an unexpected attack occurs.
An anomaly-based IDS based on ML technology offers a
system that can learn from data and make predictions about
unseen data by applying the learned data [77]. However, Early
ML-based intrusion detection techniques were criticized for
having limited throughput and high false positive rates.
Hodo et al. [78] study on intrusion detection methods found
that DL methods such as deep networks outperform typical
ML-based detection approaches. A technique is employed to
train hierarchical network layers using unsupervised learning
in a step-by-step manner, drawing inspiration from the struc-
ture of the human brain. Furthermore,ML/ DL algorithms use
autonomous learning to predict final outputs. For instance,
IDS can employ these algorithms to safeguard cloud networks
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TABLE 3. DDoS detection in cloud network using ML.
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TABLE 3. (Continued.) DDoS detection in cloud network using ML.

from various attacks, such as DDoS attacks. Additionally,
a comprehensive explanation of each method employed in
IDS will be provided, along with recent related studies in this
section. Tables 5 and 6 describe the method and advantages
of IDS based on ML/ DL in detail.

A. IDS ANOMALY BASED ON ML - EXISTING RESEARCH
WORKS
The study [79] focused on using ML for log-based intrusion
detection in cloud web applications, aiming to enhance cloud
security. It addressed challenges such as the need for adapt-
able security systems in the complex cloud environment, the
complexity of deploying multiple platform-specific IDS, and
the demand for simpler, easier-to-update detection models.
The research aimed to introduce a flexible ML approach such
as Random Tree, REP tree, J48, bagging, boosting, Random
Forest, and Neural Networks for attack detection using web
application logs, proposing configurations of ML algorithms
with high performance and minimal time overhead. The
study demonstrated the effectiveness of ML algorithms like
Decision Trees and Neural Networks in detecting attacks
on cloud-based applications. The results, measured through,
highlight the potential of ML techniques in enhancing intru-
sion detection for cloud web applications, offering a more
adaptable and efficient approach compared to traditional rule-
based systems.

Jaber et al. [80] research focused on improving IDS for
cloud computing environments, aiming to improve detection
accuracy through a hybrid Fuzzy C Means clustering (FCM)
algorithm with the Support Vector Machine (SVM) method.
The research addressed the pressing need for enhanced detec-
tion systems in the face of rising cyber threats in cloud setups.
It tackled challenges in effectively identifying and thwarting
different attack types like denial-of-service (DoS), Remote to
Local (R2L), User to Root (U2R), and normal traffic within

cloud networks. Results include various performance metrics
such as accuracy, incorrect classification rate, false negative
rate, true positive rate, precision, recall, and F1 score across
different attack types. The hybrid FCM-SVM system demon-
strated impressive accuracy rates and low false negative rates
outperforming other IDS methods.

The research [81] focused on enhancing IDS in the cyber-
security domain by addressing the challenges posed by high-
dimensional datasets, including computational complexity,
time complexity, system learning complexity, resource con-
sumption, and alert delays. The objectives of the study
involve introducing a feature selection method based on
rough set theory and Bayes theorem to improve IDS per-
formance. The proposed system involves data normalization,
feature selection based on estimated probabilities, and classi-
fication using Bayesian Rough set methods to achieve a high
detection rate and low false alarm rate. Results indicated a
reduction in time and space complexity, high detection rates,
and low false alarm rates, with statistical parameters from
confusion matrices used to evaluate system performance.

The research [82] addressed cybersecurity, specifically
focusing on IDS in cloud computing, utilizing ML tech-
niques. It focused on the growing vulnerability of cloud
systems to cyberattacks, given their widespread adoption
by organizations, banks, and governments, and the pressing
need for robust security measures to safeguard sensitive data
like healthcare records from unauthorized access. The study
proposed an effective IDS leveraging ML algorithms such
as Genetic Algorithms (GA) and Support Vector Machines
(SVM) to improve security in cloud computing environments.
Experiment results showcased high accuracy rates in clas-
sifying normal and abnormal traffic across various attack
types, highlighting the system’s efficacy in reducing false
positives and improving detection rates in cloud computing
setups.
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TABLE 4. DDoS detection in cloud network using DL.

56764 VOLUME 12, 2024



A. M. Abdallah et al.: Cloud Network Anomaly Detection Using Machine and Deep Learning Techniques

TABLE 4. (Continued.) DDoS detection in cloud network using DL.

Wang et al. [83] study focused on cloud computing, par-
ticularly in developing IDS using DL techniques like the
Stacked Contractive Autoencoder (SCAE) and Support Vec-
tor Machine (SVM). The study addressed challenges such
as the surge in network traffic within cloud environments,
the rise of malicious attacks targeting cloud networks, and
the pressing need for robust IDS to protect cloud comput-
ing resources. To tackle these issues, the research proposed
employing the SCAE method for feature extraction and
dimensionality reduction, along with integrating the SVM
algorithm for classification, aiming to enhance the detection
performance of cloud intrusion detection systems. The results
of the experiments included the evaluation of various metrics
like accuracy rate, precision rate, recall rate, F-measure, con-
fusion matrix, and Receiver Operating Characteristic (ROC)
to assess the effectiveness of the SCAE-SVM model. Com-
parative analysis with other approaches demonstrated the
superiority of the proposed model in feature extraction,
dimensionality reduction, and intrusion detection in cloud
environments.

Yang et al. [84] focused on cybersecurity, particularly the
development of IDS using ML techniques. They addressed
the increasing volume and destructiveness of cyber-attacks
in modern networks, the limited availability of public and
complete code for ML-based IDSs, and the challenge of
effectively detecting both known and zero-day attacks. The
objectives include developing IDS-ML, an open-source code
repository for IDS development, providing solutions to the
general process of IDS development, demonstrating how
ML algorithms can be used to design different types of
IDSs, and improving intrusion detection performance with
advanced techniques such as ensemble learning, Transfer
Learning (TL), and Hyper-Parameter Optimization (HPO).
The experimental setup involves utilizing IDS-ML, imple-
menting various ML algorithms and techniques, and evaluat-
ing IDS performance using relevant metrics such as accuracy,
precision, recall, F1-score, Area Under Curve (AUC), and
Receiver Operating Characteristic (ROC), considering detec-
tion rates for different types of cyber-attacks.

The study [85] focused on IDS within distributed cloud
computing, aiming to improve security through hybrid clus-
tering and classification methods. Key challenges included
the need to enhance IDS detection accuracy in distributed
cloud setups and the limitations of traditional IDS models
in identifying both known and unknown attacks effec-
tively. To address these issues, the research proposed using
ML-based hybrid models to improve IDS accuracy and
implementing anomaly-based IDS with hybrid clustering and
classification techniques such as K-Means clustering and
Gaussian Mixture Model (GMM) and Random Forest (RF).
Experiment results demonstrated significant enhancements
in overall accuracy, detection rate, and false alarm ratio
compared to traditional IDS models, showcasing improved
performance in detecting various types of intrusions.

Bakro et al. [86] focused on enhancing IDS within cloud
security, addressing concerns about data privacy and secu-
rity in cloud environments amidst increasing cyber threats.
By leveraging ML models, the proposed system classified
network packets accurately to identify intrusions and preserve
user data efficiently. Key contributions included integrating
the Synthetic Minority Over-Sampling Technique (SMOTE)
to handle imbalanced data, utilizing a hybrid feature selec-
tion approach combining Information Gain (IG), Chi-Square
(CS), and Particle Swarm Optimization (PSO) for optimal
feature subset selection, and employing the Random For-
est (RF) model for attack detection. Experimental results
demonstrated high accuracies exceeding 98% and 99% in
multi-class classification scenarios, outperforming existing
approaches. The results also showcased high detection rates
and low false alarm rates, indicating the efficacy of the pro-
posed system.

The research [87] explored intrusion detection in cloud
computing, with a focus on identifying anomalies in time
series data using ML techniques. It addressed concerns such
as the susceptibility of cloud systems to attacks due to their
open nature, as well as challenges related to privacy and
security critical for cloud computing success. The solutions
proposed involved leveraging IDS to safeguard cloud envi-
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ronments, introducing time series anomaly detection as a
viable solution, and integrating ML for enhanced anomaly
detection and security measures. The results encompassed
performance evaluations based on metrics like Dynamic
Time Warping (DTW), Mean Absolute Error (MAE), Mean
Squared Error (MSE), Root Mean Squared Error (RMSE),
Mean Absolute Percentage Error (MAPE), Median Absolute
Percentage Error (MdAPE). However, the proposed system
showcased improved performance in detecting and prevent-
ing security threats in cloud computing environments.

Attou et al. [88] research focused on addressing the
challenges associated with the detection of intrusions in
cloud-based environments by proposing an innovative model
that combines the Random Forest algorithm (RF) with fea-
ture engineering techniques. The study aimed to enhance
security in cloud networks, considering issues of preci-
sion, scalability, and adaptability faced by conventional IDS
and ML-driven IDS. The model exhibits commendable per-
formance, achieving high accuracy, precision, and recall
outperforming established solutions.

In research [89] Vashishtha et al. focused on developing a
Hybrid Intrusion Detection Model (HIDM) for cloud-based
healthcare systems, aiming to address the challenges of high
detection rates for known attacks, the inability to detect new
unknown attacks, and increased false alarm rates for uniden-
tified or new attacks. The proposed model contributes by
offering a hybrid approach that combines signature-based
and anomaly-based detection methods, enabling the detec-
tion of both known and unknown attacks. The experimental
setup involves evaluating performance based on accuracy
and efficiency metrics. Results showed the proposed HIDM
outperformed other models in terms of accuracy, with perfor-
mance metrics including accuracy rates and security metrics
focusing on the ability to detect known and unknown attacks.

The study [90] addressed cybersecurity, particularly focus-
ing on constructing IDS tailored for cloud environments using
bio-inspired feature selection algorithms in conjunction with
a Random Forest (RF) model. The primary objectives were
to develop a cloud-IDS utilizing hybrid bio-inspired feature
selection algorithms alongside an RF model and to tackle
the challenges associated with dataset development and fea-
ture selection in the realm of intrusion detection systems
while showcasing enhanced performance and effectiveness
compared to existing methodologies. Results from the exper-
iments indicated improved performance in accuracy, recall,
and false alarm rate.

B. IDS ANOMALY BASED ON DL - EXISTING RESEARCH
WORKS
The research [91] focused on enhancing IDS within cloud
computing environments to address cybersecurity challenges.
It proposed a Fuzzy Min-Max Neural Networks-based IDS
(FMMNN-IDS) to detect diverse network attacks, such as
denial of service (DoS) attacks and malware infections.
The FMMNN-IDS operated by processing network traffic

data through hyperbox expansion and contraction stages to
accurately detect intrusions. It demonstrated superior perfor-
mance in accuracy and detection rates compared to existing
approaches.

The study [92] developed an efficient IDS for cloud com-
puting, aiming to address security vulnerabilities andmitigate
overfitting. It employed a hybrid DL technique, integrating
Improved Heap Optimization (IHO) for data preprocessing
and Chaotic Red Deer Optimization (CRDO) for feature
selection. The proposed deep Kronecker Neural Network
(DKNN), named EOS-IDS, enhanced intrusion detection
and classification accuracy. Through rigorous testing on
benchmark datasets, EOS-IDS demonstrated competitive
performance against state-of-the-art classifiers. Evaluation
metrics such as accuracy, true positive rate (TPR), true neg-
ative rate (TNR), precision, and f-measure were used to
evaluate the IDS in cloud computing environments. Notably,
the EOS-IDSmodel offered significant contributions, achiev-
ing high accuracy rates of 97.221% for DARPA IDS datasets
and 97.118% for CSE-CIC-IDS2018 datasets.

Pandey et al. [93] research focused on intrusion detec-
tion within the realm of big data in cloud computing,
addressing the limitations of traditional IDS in counter-
ing external attacks affecting network behavior. It aimed to
enhance network security through an Exponential Shuffled
Shepherd Optimization Algorithm (ExpSSOA)-based deep
maxout network for intrusion detection, integrating Expo-
nentially Weighted Moving Average (EWMA) and Shuffled
Shepherd Optimization Algorithm (SSOA) for improved per-
formance. By utilizing information from big data sources like
the Internet of Things (IoT) and Apache web server data.
Experimental evaluation using the Apache web server dataset
showcased superior accuracy, F-measure, precision, and
recall compared to established methods like Multilayer Per-
ceptron MLP, and Long-Short Term Memory LSTM+Spark.

The research [94] focused on presenting a new intelligent
IDS model utilizing DL algorithms for enhancing cloud com-
puting security. It aimed to tackle the difficulties of improving
intrusion detection in cloud environments and optimizing
feature selection to accurately identify evolving threats. The
objectives involved introducing a novel IDS model that
merged the Radial Basis Function Neural Network (RBFNN)
and Random Forest (RF) to enhance accuracy and effi-
ciency in intrusion detection. However, the research utilized
performance metrics in the intelligent intrusion detection
system to identify malicious activities in cloud computing,
such as accuracy, precision, recall, and Matthew correla-
tion coefficient. The model efficiently identified intrusions,
demonstrating its ability to accurately detect and classify
malicious activities, and indicating its potential to improve
cybersecurity in cloud-based systems.

The research [95] aimed to improve the performance of
IDS in cloud settings by employing Deep Neural Networks
(DNN), backpropagation, and Particle Swarm Optimization
(PSO) algorithms. It sought to address existing literature
gaps, conduct a detailed analysis of the CSE-CIC-IDS-
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2018 dataset, and compare the proposed models with prior
approaches. The objectives included conducting an extensive
empirical investigation on IDSs using multi-layer perceptron
(MLP) and backpropagation MLP-BP and MLP with PSO
techniques to enhance performance metrics in cloud envi-
ronments. The results of the experiments showed enhanced
performance metric scores, including accuracy, and preci-
sion.

The research [96] addressed various challenges encoun-
tered in cloud computing environments, including the
increasing incidence of intrusions, security breaches in the
virtual enterprise layer, limitations of conventional intrusion
detection systems, and the necessity for enhanced architec-
ture in distributed computing settings. Its objectives involved
the development of Filter-Based Ensemble Feature Selection
(FEFS) and DL Model (DLM) for intrusion detection in
cloud computing. DLM is a combined approach of Recurrent
Neural Network (RNN) and Tasmanian Devil Optimiza-
tion (TDO). Performance evaluation utilized metrics like
F-measure, specificity, sensitivity, and accuracy to evalu-
ate the effectiveness of the proposed strategy. The results
from the research demonstrated the efficacy of the proposed
approach in improving security measures for intrusion detec-
tion in cloud computing environments.

Maheswari et al. [97] research examined challenges asso-
ciated with improving security in cloud computing envi-
ronments and enhancing the performance of IDS. Its aims
include introducing a hybrid approach combining Teacher
Learning optimization with Deep Recurrent Neural Net-
works (TL-DRNN) for IDS, employingModifiedManta-Ray
Foraging Optimization (MMFO) for feature selection, and
validating the proposed method using standard datasets.
Results indicated enhanced performance concerning false
positive rate, false negative rate, accuracy, precision, recall,
specificity, and F-measure when compared to existing IDS
approaches.

The research [98] focused on addressing several challenges
related to cybersecurity in IoT-cloud systems, including their
susceptibility to cyberattacks due to widespread connectivity
and the critical need for robust security measures to safeguard
IoT devices and cloud services. To tackle these issues, the
study proposed solutions such as utilizing Swarm intelligence
algorithms combined with Deep Neural Networks (DNN)
for efficient intrusion detection, employing DNN to extract
optimal features from IoT IDS data, and introducing a feature
selection technique based on the Capuchin search algorithm
(CapSA) to enhance intrusion detection capabilities. The
results of the experiments included performance metrics such
as average accuracy, average recall, average precision, and
performance improvement rate, along with comparisons of
the CNN-CapSA model with other optimization algorithms,
ultimately concluding on the competitive performance of the
proposed approach across various datasets.

The research [99] aimed to enhance IDS for cloud comput-
ing security, addressing issues like privacy, confidentiality,
and availability in cloud systems, as well as detecting new

intrusion types and mitigating quantum computing attacks.
The proposed Ensemble intrusion detection model for cloud
computing using deep learning (EICDL) focused on improv-
ing accuracy and efficiency in intrusion detection. It analyzed
the drawbacks of existing IDS, introduced an accuracy
enhancementmodel, and compared EICDL performancewith
modern ML methods and existing IDS. The system prepro-
cessed input data, extracted features, classified using DL
models like Gated Recurrent Units (GRU) and Convolutional
Neural Network (CNN), and provided predictions. Evalua-
tion metrics included accuracy, precision, recall, and F1 score
across datasets. The study compared EICDL performance
with other algorithms, consistently demonstrating higher pre-
cision, accuracy, and recall.

The article [100] discussed applying intrusion detection
in online music education using Deep Neural Networks
(DNN) on public cloud networks. The research aimed to
tackle the challenges of detecting intrusions in this domain.
The proposed framework involved fuzzy logic-based fea-
ture selection, optimization using the Salp Swarm algorithm,
integration of Gated Recurrent Unit (GRU), and Convolu-
tional Neural Network (CNN). Evaluation metrics included
accuracy, precision, recall, and F1 score across datasets. The
results indicated higher accuracy in detecting intrusions with
the proposed models.

The research [101] tackled intrusion detection in computer
networks within network security, focusing on challenges
like the rising complexity of network attacks and the lim-
itations of traditional firewalls. The aim was to develop
an optimization-enabled DL model Rat Swarm Hunter
Prey Optimization-Deep Maxout Network (RSHPO-DMN)
to address intrusion detection issues. This involved tasks
such as preprocessing data, Conventional Neural Network
(CNN) -based feature extraction, utilizing DMN for intru-
sion detection, and enhancing performance through RSHPO
optimization. The evaluation demonstrated the superior per-
formance of RSHPO-DMN over other methods concerning
accuracy, precision, recall, and F1-score.

Joraviya et al. [102] investigated several key issues,
including addressing security challenges arising from con-
tainerization in cloud settings and improving the efficacy
of intrusion detection systems for monitoring and identify-
ing attacks within containerized environments. The proposed
solutions involve employing DL methods, specifically Con-
volutional Neural Networks (CNNs), for anomaly detection
in system call sequences and images derived from these calls.
Results from the experimental assessment of the DL-based
Host Intrusion Detection System DL-(HIDS) encompasses
comparisons of detection accuracy, false positive rate, and
false negative rate with existing methods, along with analyz-
ing the impact of varying image sizes, system call parameters,
and CNN architectures on detection performance. Further-
more, the evaluation assesses the system’s capability to detect
both known and unknown attacks in containerized cloud
environments, ultimately aiming to implement DL-HIDS to
improve security in such environments.
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TABLE 5. IDS anomaly based in cloud network using ML.

VIII. RESEARCH GAP
Based on the extensive list of research articles provided,
several research gaps and areas for further investigation in the
field of Distributed Denial of Service anomaly (DDoS) and
Intrusion Detection Systems (IDS) can be identified. Firstly,
there is a notable gap in real-world testing and validation
of detection methods, with many studies primarily focusing
on development and evaluation using simulated or bench-
mark datasets like NSL-KDD, CICIDS, and KDD Cup, thus
lacking extensive validation in real-world cloud computing
environments or with live network traffic data. Secondly,
scalability concerns persist, particularly in large-scale cloud
environments warranting exploration into scalable intrusion
detection techniques capable of efficiently handling increas-
ing data volume and network traffic. Thirdly, there is a need
for IDS that can adapt to dynamic threats, as many studies

address known attack types but fall short in detecting emerg-
ing and evolving attack patterns. Additionally, while many
detection methods achieve high accuracy rates, there is room
for improvement in terms of computational efficiency and
resource utilization. Moreover, there is a gap in developing
IDS robust against evasion techniques employed by attackers
to bypass detection mechanisms, highlighting the need for
research focusing on evasion-resistant detection methods.
Additionally, as organizations deploy multiple security solu-
tions, there is a need for research on interoperability and
seamless integration between IDS and other security tools
to enhance overall threat detection and response capabilities.
Finally, addressing privacy concerns and ethical considera-
tions related to data collection, processing, and sharing in
IDS development is imperative, underscoring the importance
of developing privacy-preserving IDS techniques prioritiz-
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TABLE 6. IDS anomaly based in cloud network using DL.

ing user privacy while maintaining effective threat detection.
Addressing these research gaps can contribute significantly to
the advancement of DDoS prevention and IDS technologies,
ultimately enhancing the security posture of cloud computing
and networked systems.

IX. SCOPE OF IMPROVEMENT
The field of Machine Learning (ML) holds extensive poten-
tial, especially concerning anomaly detection in cloud net-

works, with ongoing advancements in several key areas.
These include improving data quality and quantity for train-
ing robust anomaly detection models, enhancing model
interpretability for better understanding decision-making
processes, addressing bias, and ensuring fairness in algo-
rithms to prevent discriminatory outcomes, and refin-
ing transfer learning capabilities to leverage knowledge
from related domains while ensuring scalability and effi-
ciency for large-scale deployment in cloud environments.
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Human-machine collaboration is crucial for refining anomaly
detection systems, while AutoML solutions accelerate tech-
nology adoption. In the realm of Deep Learning (DL),
progress is focused on architectural innovations, inter-
pretability, transfer learning, efficiency, robustness, security,
and continual learning. Exploring QuantumML represents an
innovative frontier for pushing anomaly detection capabilities
in cloud networks further. These developments collectively
contribute to the ongoing evolution of anomaly detection
methodologies, ensuring continual enhancement in cloud
environments. On the other hand, Large Language Models
(LLMs) can be used effectively for anomaly detection by tak-
ing advantage of their advanced abilities in natural language
processing. They can analyze text data and recognize patterns
that are different from what is typically expected. Further-
more, integration of the LLM-powered anomaly detection
system with existing cloud monitoring and security settings
to provide comprehensive defense against cyber threats is
essential for increasing the reliability of cloud infrastruc-
tures in the face of increasing security threats. However,
LLM serves as an additional protection, complementing
traditional rule-based or statistical anomaly detection meth-
ods. For example, Ali et al. [103]proposed solutions involve
integrating LLMs and developing the HuntGPT prototype,
which combines ML-based anomaly detection with explain-
able AI to provide actionable insights for threat responders.
The system chatbot responses offer technical cybersecurity
knowledge and clear explanations for detected anomalies,
catering to users with limited cybersecurity experience. Addi-
tionally, time series analysis can be used efficiently to identify
anomalies, contributing to the detection and prevention of
anomalous behaviors in cloud environments. Moreover, inte-
grating LLMs with time series analytic techniques can
provide a more comprehensive solution to anomaly detection
by taking advantage of the complimentary features of both
methods. This integration can result in improved accuracy
and efficacy of anomaly detection systems. Liu et al. [104]
research addressed time series anomaly detection chal-
lenges by proposing AnomalyLLM, which used to extract
knowledge from a trained LLM. AnomalyLLM outperforms
state-of-the-art approaches, showing LLM effectiveness in
improving time series anomaly identification.

X. CONCLUSION
This paper addresses the challenges and security threats
encountered by cloud networks and suggests using ML/DL
techniques as a solution. It discusses the prevalence of
Distributed Denial of Service (DDoS) attacks in cloud com-
puting, the limitations of current security measures, and the
necessity for advanced security solutions. The proposed solu-
tions involve ML/DL techniques for anomaly detection in
cloud networks, specifically through an intrusion detection
system (IDS) that combines multiple ML/DL algorithms
for accurate threat detection and classification. The paper
introduces an innovative security model, enhancing cate-
gorization accuracy and demonstrating the effectiveness of

the proposed systems. However, it also highlights research
gaps that provide opportunities for future studies to enhance
anomaly detection in cloud environments, ultimately con-
tributing to strengthening cloud network resilience against
evolving cyber threats and safeguarding critical data and
services.
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