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ABSTRACT This research aims to explore the comprehension of historical Korean archives authored by
common literati. Numerous endeavors have been made to study Korean historical documents; however,
the majority of these endeavors focus solely on royal documents. By comparing the distinct linguistic
characteristics between royal and commoner languages, this study challenges the applicability of the
royal language-centric approach to commoner documents. In particular, we investigate the feasibility and
limitations of existing resources that share the same writing system (Hanja) as historical Korean documents
for processing Korean common literati documents. Through our investigation, we propose a simple yet
effective methodology that enables the utilization of Hanja-based language resources in processing Korean
common literati documents: the removal of special characters. We demonstrate that aligning characteristics
of Hanja-based resources allows considerable performance improvements. To the best of our knowledge,
our study represents the first research endeavor to concentrate on the comprehension of common literati
documents.

INDEX TERMS Natural language processing, deep learning, named entity recognition, sentence
segmentation, ancient language processing.

I. INTRODUCTION
Hangul, the present Korean script, was invented by King
Sejong inAD1443. Prior to its creation, Korea predominantly
used the character system known as Hanja, which shares
the same system with ancient Chinese [1], [2], for written
communication [3]. As a result, a majority of Korea’s histor-
ical records are documented in Hanja. With the evolution of
the language system, speakers who are solely familiar with
Hangul face difficulties in understanding historical Korean
records [3], [4]. Considering the socio-political insights these
kinds of historical literature can provide, specialized efforts
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are crucial for deciphering and understanding traditional
documents [5].

Several historical Korean records were released as
open-source by the Institute for the Translation of Korean
Classics (ITKC).1 Among them, documents from the Korean
royal court, particularly from the Joseon dynasty (such as the
Annals of the Joseon Dynasty (AJD) and ‘‘Seungjeongwon
Ilgi’’. We denote these as KrR in this study), stand out
as structured and data-rich. Such prominence has steered a
majority of Korean historical research towards exclusively
focusing on these royal manuscripts [5], [6], [7], and [8].
However, within this research trend, historical documents

written by the common literati (KrC) are being overlooked

1https://db.itkc.or.kr/

VOLUME 12, 2024

 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 59909

https://orcid.org/0000-0002-0841-4262
https://orcid.org/0000-0003-3257-3885
https://orcid.org/0000-0002-4761-9818
https://orcid.org/0000-0002-8008-6160
https://orcid.org/0000-0002-7200-9632
https://orcid.org/0000-0002-9269-1157
https://orcid.org/0000-0001-5274-6646


H. Moon et al.: Exploiting Hanja-Based Resources

FIGURE 1. Sample images for the (a) KrR and (b) KrC. Red square
denotes special characters that indicate puncutation or white spaces.
(a) takes several sentence spliters while (b) does not. This distinction
suggests the disparity of the characteristics between KrR and KrC.

TABLE 1. Data samples for KrR and KrC. KrR comprises whitespaces or
special characters for identifying semantic units (such as word), while
KrC does not.

and only KrR are being studied as representatives of the
historical records. In this study, we first emphasize the need
to differentiate between these two types of documents, based
on their distinct data characteristics. Despite sharing the same
writing system, KrR are characterized by structured sentence
formations with scarce omissions, while KrC freely employ
several abbreviations (such as omission of prepositions or
conjunctions) [5] and [9]. Notably, as shown in Figure 1
and Table 1, KrC seldom adopt special characters, including
white spaces and punctuation, while KrR attaches clear
sentence markers [5], [7].

These distinction pose limitations to the utilization of
existing royal-centric studies and resources forKrC.We point
out that KrR has challenge to cover KrC. To validate
the previously mentioned problems, we collected 1,860
documents from the Joseon dynasty, written by contemporary
scholars (36,000 sentences approximately) from the 17C to
the 19C. Specifically, we prioritize two tasks with direct
relevance to the document curation: sentence splitting (SenS)
and Named Entity Recognition (NER) [8], [10].

In this study, based on the characteristics of KrC, we ana-
lyze the applicability of existing Hanja-based resources for
KrC, and explore the strategies that need to be applied to
make existing resources more suitable for KrC. A simplistic
yet effective solution we propose is standardizing sentence
structures by removing special characters. Unlike the other
languages, KrC employs minimal punctuation, as evidenced
in Figure 2. Our experiments reveal that merely removing
special characters significantly enhances the transferability

of Hanja-based resources to KrC. By training models on
punctuation-stripped KrR, we achieved up to a 4-point F1
score improvement in NER. Even for linguistically distinct
languages like Chinese, removing punctuation led to over a
40-point F1 score improvement in sentence splitting. This
methodology facilitates the effective transfer and adaptation
of existing Hanja-based resources to KrC.

To the best of our knowledge, this research marks the
first attempt to endeavor to understand Korean commoner
literati documents. Through this exploration, we aim to
highlight the challenges and potential areas of enhancement
in existing research methodologies, fostering a more holistic
understanding of historical Korean manuscripts.

II. RELATED WORK
Differences between modern and ancient languages exist for
virtually all languages [11], [12], [13], [14], and the attempt to
understand them and the exploration of appropriate methods
is considered an essential area of research [15], [16], [17],
[18]. Such studies encompass Chinese [19], [20] and several
other alphabetic languages [15], [21], [22], [23].

In the case of Korean, a totally different writing system
has been developed for the modern language (Hangul, which
is a phonogram) [24], [25]. Ancient Korean is rather similar
to the ancient Chinese that shares Hanja writing system [1],
[26]. Hanja are ideograms, meaning that each character has a
separate meaning, and while the meaning of each character
is shared between Chinese and Korean, the usage of each
character in a sentence and the way the word is combined
are different [26] and [27].

Based on this shared characteristic of the writing system,
several attempts have been made to understand traditional
Korean writings through the ancient Chinese [2], [5],
and [6]. This is because, although the word order and
specific meanings may differ, the shared writing system
made it effective to transfer the knowledge between them.
In particular, [1] created a languagemodel for ancient Korean,
by post-training historical Korean records written by the royal
court on AnchiBERT [28] and mBERT [29], and found that
it is a more effective way to understand ancient Korean using
AnchiBERT, an ancient Chinese language model.

However, we find out that the majority of research for
the ancient Korean focused solely on the KrR [1], [2], [5],
and [6]. Through our subsequent analyses, we discern that
KrR cannot sufficiently cover KrC, and propose a strategy
that elevating the utility of existing Hanja-based resources for
exploiting them to KrC.

III. DATA ANALYSIS
A. DATA COLLECTION
We have curated the KrC dataset in collaboration with
the Advanced Center for Korean Studies.2 Specifically, our
dataset draws from two primary sources: diary data (Ilok)
and letter data (Ganchal). In this experiment, we use two

2http://www.ugyo.net/
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TABLE 2. Detailed data statistics for all of the datasets.

documentary data, Gyeam Ilok3 and Ganchal of Andong
Hansan family, as themain data. Gyeam Ilok is ameticulously
maintained diary from the Joseon dynasty, authored by the
literati Kim-Yeong. This diary meticulously chronicles his
official and hermit life, from July 1603 to March 1641. The
Ganchal data we employ is sourced from the 18th century.
These datasets were provided through the support of the
National Research Foundation of Korea and a government-
funded project.

We evaluate the suitability of several existing Hanja-based
resources for the KrC understanding task. Firstly, we employ
the KrR dataset, a widely used resource for Korean ancient
literature research. We assess its transferability and adapt-
ability to enhance practical understanding of KrC. The KrR
consists of records documenting events in the royal court
of Joseon from the 14C to the 19C and is referred to as
the Annals of the Joseon Dynasty (AJD) in previous studies
[1] and [2]. For NER data, we utilized previously released
data [1], and for SenS, we directly preprocessed the released
data.4

To investigate the viability of data that shares the same
language system (Hanja), we also adopt the ancient Chinese
datasets written by the Chinese common literati, which we
denote as a ChC. We have utilized publicly available data
that fit our purpose. The NER data5 are written records from
the Song Dynasty, a period that shares Chinese characters
with Korea. Historical Thought in Song and Yuan Dynasty
( ) are mainly about various Confucian academic
ideas throughout the Song Dynasty, which started a pattern
of writing in the ‘‘Xuean’’ style. With 100 chapters and
approximately 2,000 eminent thinkers, this influential book
is recognized as a well-known masterwork of Chinese
philosophy. For SenS,6 we use officially released data from
LT4HALA workshop [30].

The statistical information of the data used in this
experiment can be found in Table 2. For KrC, the documents
were partitioned into chunks so that the character length

3Please refer https://encykorea.aks.ac.kr/Article/E0076329 for more
details.

4https://sillok.history.go.kr/
5NER: https://github.com/MescoCoder/AncientChineseProject
6SenS: https://circse.github.io/LT4HALA/2022/EvaHan

of each data was less than 200. This resulted in a total of
1,860 documents, which were identically adopted for SenS
and NER. KrR represents the most abundant data source,
with all available data being utilized in this study. Further
elaboration on the implications of this statistical information
will be provided in a subsequent sections.

B. SPECIAL CHARACTER PROCESSING
Comparing with existing resources, we find that the most
distinguishing feature of KrC is the frequency of special
characters. Here, the term ‘‘special character’’ encompasses
all symbols, including punctuation that marks sentence units
and quotation marks and brackets (denoted as markers in this
paper) that indicate the function of a specific phrase within
a sentence. Utilizing the priorly established rule,7 we define
sentence splitting characters and simple special characters
as shown in Table 3. In particular, sentence splitters serve
as crucial indicators for sentence splitting, and we consider
them as additional sentence distinguishing factors in addition
to the already established sentence units. This is motivated
by the varying definition of split point among KrC, KrR,
and Chinese documents from common literati (ChC) datasets.
We aim to establish a standardized definition of a sentence
unit. By applying the same preprocessing rules to these
different language data, we can objectively examine the role
of language symbols and existing resources’ adaptability to
KrC.

The necessity of these segmentation rules can be seen
in Table 2. KrC has less than 1.5% of the total number
of characters as special characters, while KrR has 15%
and Ch_Literati has 25%. This can be attributed to the
number of punctuation marks present in the document,
as well as differences in the tendencies of the transcriber
when building the data in the first phase. Since Hanja
is essentially ideograms with each character carrying its
meaning [3], we argue that the role of special characters
and non-character punctuation plays an important role in
language understanding.

To mitigate the unintended influence and bias caused by
special characters, we generate a new dataset by removing all

7https://sillok.history.go.kr/intro/rulePopup.do?type=03
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FIGURE 2. Token distributions of NER datasets. We find that KrC seldomly adopt special characters while others frequently utilize them. Red
squared characters denote sharing characters across three datasets.

TABLE 3. Special character list defined in this paper. In processing each
sentence, if we encounter spliter, we split the prior and posterior parts
into the separate sentence. Marker and others are removed universally
across all the datasets.

special characters. This enables more objective evaluation on
the impact of special characters and facilitates an assessment
of inter-dataset transfer performance with minimal symbol
bias. The token distributions of the dataset with and without
special characters are shown in Figure 2. We extracted the
twenty-five most frequent characters in the dataset. Among
themost frequent characters, those shared by all three datasets
are indicated by red edges. Specifically, ‘ ’, ‘ ’ and ‘ ’
serve as common ‘‘postposition’’ characters, and functions
as a universally common word expressing denial (the same as
‘‘not’’) in both Chinese and Korean.

C. WHY SPECIAL CHARACTERS MATTER?
The handling of special characters, which may seem like
a simple strategy, is considered a crucial task in dealing
with Korean historical documents. This is due to ambiguity
in sentences written in Hanja. As logographic characters,
each Hanja character holds its unique meaning, and hence,
compared to phonographic languages, the interpretations can
significantly fluctuate depending on sentence delimiters or
word delimiters.

Particularly in KrC, such ambiguity is exaggerated by the
absence of whitespaces and function words. For instance,
‘‘ ’’ can be interpreted as ‘‘Dr. KimKeukBang
( ’’ has arrived( )’’ by taking word delimiters as
‘‘ ’’. However, if we view this sentence as

‘‘ ’’, themeaning changes to ‘DrKim( )
and KeukBang( ) have arrived( )’, which can also be
a valid interpretation.

In this sense, the presence of special characters greatly
determines the difficulty in comprehending a sentence
Although a simple whitespace can resolve ambiguity, their
scarcity and the frequent omission of conjunctions such
as ‘and’ worse the ambiguity of the sentences in KrC.
Considering the differences in characteristics between well-
structured resources(i.e. KrR) and unstructured ones like
KrC, standardising such characteristics can greatly enhance
the utility of existing resources.

D. DATA STATISTICS FOR NER
Table 4 presents the statistical data pertaining to NER.
Considering the entity length and document length, it can be
inferred that the named entity occurrence frequency is similar
among the datasets we experimented. However, we noted that
the document length of KrC is substantially larger compared
to KrR or ChC. To mitigate the potential risk arising from this
disparity, we adjusted the test data of KrC to a length similar
to the training data when testing KrC data frommodel trained
with KrR or ChC. By experimenting with language transfer
in settings where the statistics across datasets were similar,
we were able to obtain relatively objective experimental
results.

IV. TASK DESCRIPTION
This paper adopts two main evaluation objectives: named
entity recognition (NER) and sentence splitting (SenS).
NER is a fundamental task in comprehensing sentence
structure [10]. SenS is a crucial task, particularly in the
documentation of ancient Korean records, where punctuation
or splitting markers are rarely attached.

59912 VOLUME 12, 2024



H. Moon et al.: Exploiting Hanja-Based Resources

TABLE 4. Data statistics of the NER dataset.

A. NAMED ENTITY RECOGNITION (NER)
NER is the task of identifying mentions of rigid designators
from text belonging to predefined semantic types [31].
We gauge the basic capability of language understanding
for each language resource [32]. In implementing NER,
we trained each PLM to return the probability to be classified
to each entity type. We choose this approach for the NER
since our focal point is on comparing each language model’s
capability. Our methodology is centered on evaluating the
inherent ability of different language models or training
datasets to comprehend the given language effectively.
By keeping the approach straightforward, we aim to gauge
the raw capacity of each resource without being swayed by
auxiliary techniques or methodologies.

1) ENTITY TYPE UNIFORMIZATION
The performance of NER varies depending on the number of
entity types being classified [33], [34]. In our experimental
setup, we utilize datasets with distinct entity types. KrC
encompasses six entity types (person, location, official
position, time, event), while KrR only includes two (person,
location), and ChC contains three (person, location, official
position) entity types. To ensure a fair evaluation and
comparison across these settings, we restrict our analysis to
the two entity types (person, location) common across all
datasets, serving as labels.

B. SENTENCE SPLIT (SENS)
SenS refers to the task of finding segmenting points for
a sentence in the multi-sentence document. Considering
the lack of punctuation and irregular segmentation in the
ancient language (especially KrC), it highly relies on the
manual labeling of human annotators. Taking this into
account, we leverage SenS to validate the language model’s
capability of understanding the ancient language’s syntactic
structure.

C. LANGUAGE MODEL POST-TRAINING
To our best knowledge, there is only one language model
for the ancient Korean [1], which is post-trained to the
ancient Chinese language model trained on BC data initially
(AnchiBERT [28]), with KrR. To further analyze the
effectiveness of constructing a language model using KrR,
we build our language model by post-training the Chinese
language model SikuBERT [35], which was trained on
ancient Chinese data from a similar period as KrR.

We follow the Masked Language Modeling (MLM)
method, which utilizes unlabeled data to train the language
model in an unsupervised manner [29]. By comparing the
performance of using the Chinese language model directly
and the language model post-trained with KrR, we aim to
analyze the impact of Royal court language resources on
understanding KrC.

V. EXPERIMENTAL RESULTS
A. EXPERIMENTAL SETTING
In this experiment, we employ pre-trained language models
(PLMs) trained on Hanja character systems. Specifically,
we utilize two representative examples, namely Siku-
BERT [35]8 and AnchiBERT [28]. SikuBERT is trained
on the data from 18C while AnchiBERT is trained on
BC data. In order to construct Korean-specific language
models, we further train each language model using KrR
data. For AnchiBERT, we used a Korean-specific language
model released by [1], and for SikuBERT, we trained our
own model in this experiment. As such, we denote the
language models trained with the KrR as SikuBERT_Kr
and AnchiBERT_Kr, respectively. In addition, we adopt
XLM-Roberta-large model [36], which is a widely used
multilingual pre-trained language model, to further validate

8https://github.com/hsc748NLP/SikuBERT-for-digital-humanities-and-
classical-Chinese-information-processing
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TABLE 5. Experiments on the PLM adaptability. We mainly report
F1-score and auxiliarily denote precision and recall.

the effectiveness and adaptability of existing resources to the
KrC.

Post-training of the model and fine-tuning of NER and
SenS were all performed using the huggingface library [37].9

For training, we select 1e-04 as our learning rate through
the pilot study among {1e-05, 5e-05, 1e-04, 2e-04}, with
the fixed batch size 64 for all experiments. We trained each
model with AdamWoptimizer [38] upto 50 epochs with early
stopping at the highest validation performance. Each training
is performed with a single NVIDIA RTX A100 GPU, and the
training time was less than 2 hours for KrC and ChC, and
20 hours for KrR.

B. EXPERIMENTS ON THE PLM ADAPTABILITY
First, we train each PLM on the KrC data to evaluate the
suitability of each language model. The experimental results
are presented in Table 5.

As shown in the results, SikuBERT attains the best
performance. This can be attributed to the similarity of
the time period of the pre-training data to the KrC.
It demonstrates that even the Chinese language model can
derive the best effectiveness in understanding KrC. XLM-R
yields the lowest performance among the five PLMs, yet it
still achieves decent performance with F1-scores of 74.62 for
NER and 93.66 for SenS. This is even encouraging as XLM-R
is not directly trained with the ancient Korean corpus, which
indicates the potential applicability of multilingual models in
understanding historical documents.

In particular, by comparing the performance of SikuBERT
and SikuBERT_Kr, we can observe the lower performance
of SikuBERT_Kr. This results indicate that auxiliary train-
ing with KrR can lead to a performance degradation
in understanding KrC. Unlike SikuBERT, AnchiBERT_Kr
outperforms AnchiBERT. These results suggest that the
training data of AnchiBERT, which is the BC data, facilitates
the effectiveness of KrR in comprehending relatively modern
language (KrC). Such results imply that KrR may not be the
main contributing factor. We further refine this discussion in
the following experiments.

C. CROSS-LANGUAGE EXPERIMENTS
Then, we validate the suitability of the existing data for
KrC. For this purpose, we trained models to perform NER
and SenS on KrR and ChC, respectively, and checked their

9https://github.com/huggingface/transformers

performance on KrC. In doing so, we aim to investigate the
efficacy of the Hanja-based language data in comprehending
KrC data. We utilize the original data without special
character processing during the training and testing phases.
The experimental results are reported in Table 6. We analyze
the results of this experiment as follows.

Both KrR and ChC exhibit performance above 95 when
tested with the same language as the trained dataset.
Specifically, KrR models achieve F1 scores above 96 for
NER and up to 99.85 for SenS. However, such performance
is not maintained in applying to KrC. ChC exhibits even
greater performance degradation, with maximum NER and
SenS scores of 39.25 and 46.70, respectively. While some
performance degradation can be expected in zero-shot lan-
guage transfer, such a substantial difference in performance
suggests limitations in cross-lingual transfer despite the
shared language systems in these datasets.

The decrease in performance can be attributed, in part,
to the inherent difficulty of the KrC test data. Upon com-
paring the results of the previous baseline experiment, it can
be observed that the model trained with KrR gives decent
performance for NER, with similarly high performance as the
model trained with KrC. This indicates that the model trained
on KrR can handle the documents in KrC to some extent,
even without being explicitly trained on them. However,
it should be noted that there is a significant difference
in the amounts of KrR data and KrC training data. This
observation suggests that the decent performance ofKrRmay
be attributed to the vast amount of the data size, and it still
remains a necessity to construct and investigate training data
specifically for KrC documents. Note that the KrR-trained
model achieves a maximum SenS performance of 87.08 on
KrC, representing a significant decrease considering that the
data trained on KrC attained performance above 95.

D. SPECIAL CHARACTERS ON CROSS-LANGUAGE
TRANSFERABILITY
Our previous results demonstrate that models trained on KrR
and ChC exhibit a decrease in performance when applied
to KrC. We hypothesize that this lack of transferability
can be attributed to differences in characteristics between
the datasets. Among several factors, we propose ‘‘special
character’’ as one of the most explicit and unambiguous
characteristics that distinguish KrC from KrR and ChC.
In this section, we demonstrate the benefits of removing
special characters in utilizing existing Hanja-based resources
to KrC. The experimental results are shown in Table 7.
Our findings indicate that, in the majority of cases, detach-

ing special characters leads to significant improvements in
transfer performance. Specifically, for the ChC, we observed
a maximum enhancement of 40.19 for the SenS task. This
observation suggests that standardizing special characters
alone can have a substantial impact on the robustness
of Hanja-based language systems. Thus, even a simplistic
feature unification approach, such as the removal of special
characters, can highly aid for handling KrC.

59914 VOLUME 12, 2024
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TABLE 6. Results on the cross-language experiments. We trained model with KrR and ChC, and tested their performance on KrC. For the comparison,
we report its original performance on the same language of the trained dataset.

TABLE 7. Results on the cross-language transferability derived by the
special characters. We report F1 score on this table, and its derivative
with the results on the Table 6.

E. SPECIAL CHARACTERS ON THE TASK PERFORMANCE
To delve deeper into the influence of special characters,
we conduct an extensive analysis of the performance on
the identical language of the trained dataset. Specifically,
we examine the disparity in performance between models
trained on datasets devoid of any special characters and
models trained on the original dataset. The experimental
results are detailed in Table 8.

First, we observed that the removal of special characters
in KrC resulted in a decrease in performance for NER.
This can be interpreted that symbols such as markers aid
comprehension of the phrases within a sentence by indicating
their respective roles. However, in SenS, we observed a
performance improvement. We find that such results are
related to the irregular attachment of punctuation marks
in KrC, where seldomly adopted punctuation marks hinder
understanding of the splitting point for a sentence.

In contrast, our empirical results demonstrate that in pro-
cessing KrR and ChC datasets, removal of special characters

TABLE 8. Experiments on the performance difference by the special
characters.

generally leads to a considerable decline in performance. This
decline is particularly pronounced in the case of SenS. More
specifically, the removal of special characters resulted in a
degradation of 1.87 F1 score for KrR and 7.22 score for ChC.
It implies special characters play a significant role in sentence
comprehension and segmental parsing, especially for highly
structured data where punctuation rules are uniformly applied
across datasets.

F. QUALITATIVE ANALYSIS
To further highlight the limitations of directly exploiting
KrR to KrC, we conducted a qualitative analysis of error
cases arising from the trained model. Specifically, we focus

VOLUME 12, 2024 59915
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on the error cases of AnchiBERT_Kr, which showed the
lowest performance when utilizing KrR as a training data
to process KrC (Table 7). Notably, we have verified the
practical effectiveness of our methodology of removing
special characters in the training data, by comparing two
cases: one where KrR was used as training data directly
(Royal_original), and one where the special characters were
removed before using it as training data (Royal_refined).

The experimental results are shown in Table 9. These
results align with our quantitative analysis results, showing
higher accuracy in the model where special characters were
removed. Specifically, in models trained with data retaining
special characters, we observed difficulties in identifying
sentence splitting points within KrC or pinpointing the
location of named entities.

This can be perceived as the significant influence of special
characters on word interpretation within sentences. In the
case of Royal_original, it tends to focus more on the meaning
signified by the special characters present in the training data,
making it difficult to comprehend sentences like KrC where
special characters are rare. On the contrary, when special
characters are removed in the training data, the trained model
can focus more on the role of each Hanja character within
the sentence. This enables acquisition of robust knowledge
applicable to KrC, even with training on KrR.

VI. DISCUSSION
In response to potential concerns related to this study, wewish
to provide the following explanations.

A. OTHER FEATURES BESIDE SPECIAL CHARACTERS
One of themost significant characteristics ofKrC documents,
suggested in this paper, is the use of special characters such
as word or sentence delimiters. KrC uses special characters
markedly less frequently compared to KrR or ChC. This
characteristic is not exclusively relevant to the data used in
our experiment; rather, it is a low-level feature commonly
shared among nearly all KrC documents.10 Since our method
does not consider the unique characteristics of the data
domain, we believe it can robustly apply to any existing or
future corpus.

There could be multiple differences in properties between
KrC and existing Hanja-based language sources (i.e. KrR
and ChC) beyond the attachment of special characters.
However, analyzing these differences could lead to research
that is narrowly valid within the data we collected, and raise
questions about its generalizability. As a first step of the KrC
research, we have focused primarily on its fundamental and
universal features, thereby allowing our proposed directions
to be easily re-implemented in other studies.

We have also confirmed that even with very simple
low-level actions such as removing special characters, the
usefulness of existing resources greatly increases in the
context of work on KrC. By experimentally validating that

10https://www.krpia.co.kr/knowledge/ugyo/main

mere alignment of characteristics can considerably enhance
cross-lingual transferability, we open avenues for potential
future studies related to the investigation of finer data
characteristics.

B. RELATIVELY SMALL DATA SIZE
While the dataset used in our experiment may seem relatively
small, when this is restructured into sentence-level data,
an average sentence length of 12.54 yields a total of 36,640
sentences. Although this amount may not be able to fully
represent the characteristics of all existing KrC documents,
we believe it is sufficient to depict its general properties.
Especially in historical Korean documents, due to the
semantic richness of each character (ideograph) significantly
differing from English, a sentence can be formed by very few
characters. For instance, a 4-character length sentence such
as ‘‘ ’’ from classical Korean can be translated to
‘‘As an experimental measure, we dispatched individuals to
notify the participants’’ in English. From this perspective,
we believe that although the amount of data used for the
experiment is not large, it is sufficient for demonstrating our
argument.

C. TASK SELECTION AND ITS IMPLICATION
We begin by acknowledging that the majority of Korean
historical documents written by common literati are not
yet digitized. While government-led efforts are underway to
accomplish this task, the scale of the work necessitates a large
workforce and progresses at a relatively slow pace due to its
heavy reliance on human resources.

The data we used for our experiments originated from non-
digitized, real-world documents. The process of transcribing
these offline documents into usable data surfaced two key
tasks that the workers needed most: NER and Sens. These
tasks are immensely important in classical Korean texts
recorded in Hanja writing system, where neither word
separators (including whitespace) nor sentence separators
(including punctuation) are used. In documents where there
is no distinction between words or even sentences (as shown
on the right side of Figure 1), it is challenging to decipher
the meaning of a sentence, identify nouns, or determine the
subject within the sentence. In this context, the two tasks of
distinguishing sentence units (SenS) and the role of words
within sentences (NER) are deemed very significant for
constructing a database from scratch. Considering many KrC
documents have yet to be digitized, the importance of the task
we experimented cannot be overstated.

In this context, exploring existing sources and analyzing
their applicability can be regarded as practical efforts.
Notably, our experiments presented in Table 5 reveal that
utilizing Chinese language data might be a more effective
strategy than using Korean royal language data for sentence
splitting tasks for commoner’s documents. This insight,
which cannot be gleaned from simply applying methodolo-
gies without taking into account data specifics, illustrates the
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TABLE 9. Qualitative analyses. Above samples are inference results obtained by training AnchiBERT_Kr model with KrR, and test it with KrC.

need for thoughtful consideration of data when leveraging
existing resources in working with KrC.
Specifically, to alleviate ambiguity and clarify meanings

in KrC, experts traditionally decipher the sentences by
considering their context, which is not intuitive and requires
intensive human labor. Accordingly, the application of
existing resources to assist in this deciphering process can be
deemed a highly practical approach.

VII. CONCLUSION
This study prompted initial attempts to processing historical
Korean documents written by the Korean common literati
(KrC). Specifically, considering that the KrC shares the same
writing systems with ancient Chinese (ChC) and Korean
documents written by the royal court (KrR), we evaluate the
suitability of Hanja-based resources. Through this evaluation,
we have demonstrated that the direct application of KrR for
KrC may bear several limitations, and ChC also exhibits
low applicability. We hypothesize that this low suitability is
due to differences in the characteristics of the data, and we
have proposed a simple yet effective method of removing
special characters to address this issue. As a result, we have

significantly increased the potential applicability of existing
Hanja-based resources to KrC. To the best of our knowledge,
this study is the first attempt to understand historical Korean
common literati documents, and it provides a foundation
for strategies to utilize existing resources for understanding.
As suggested by our findings, we aim to further enhance this
transferability through more advanced methods that unify the
characteristics of the language, taking into consideration the
specific nature of the language.
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