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ABSTRACT During the process of waste collection, various unpredicted disturbances might occur.
Meanwhile, vehicle transport is an important source of carbon emissions. In this study, an energy-efficient
multi-trip dynamic vehicle routing model is established for waste collection, which introduces two types of
dynamic events: new collecting requirements of waste sites and vehicle breakdowns. A Q-learning-based
hyperheuristic particle swarm optimization (QLHPSO) is proposed as a dynamic rescheduling method to
solve the model. A set of low-level heuristics (LLHs) are designed by combining the learning operators in
particle swarm optimization and local search operators. AQ-learning-based high-level strategy is developed
to find a suitable LLH for each evolutionary state based on historical performance of LLHs. When
rescheduling is triggered, a response mechanism is incorporated to construct initial population by utilizing
the features of dynamic events and historical elites. Extensive experimental results on one real instance and
nine synthetic instances show that QLHPSO can react to the environmental changes rapidly, and reschedule
the vehicle routes with lower cost and carbon emissions compared to the state-of-the-art algorithms.

INDEX TERMS Waste collection, dynamic scheduling, energy-efficient, hyperheuristic, Q-learning.

I. INTRODUCTION
With the growth of global population and acceleration of
urbanization, the population gradually migrate to the city and
the living environment has been changed greatly, which lead
to more and more household waste. For instance, according
to the estimates released by the Waste Engineering Institute
of Japan in 2020, the amount of waste produced in the
world will reach 32 billion tons a year by 2050, 4.2 times
the amount in 2000. The accumulation of waste results in
the rapid deterioration of the global environment and rise
of the carbon emissions. It was reported by International
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Energy Agency (IEA) that global carbon emissions had
reached 33.143 billion tons during 2018, up 1.7 percent
from the previous year. Facing such a huge challenge, the
world attaches great importance to it and many countries
begin to implement the project of Integrated Solid Waste
Management (ISWM) [1]. ISWM includes generation of
waste, source-separation, storage, collection, processing and
disposal [2], among which waste collection plays a role of
bridge linking the fore-endwaste generationwith the terminal
waste treatment [3]. Waste collection typically involves
garbage vehicles starting from the depot and traveling in
certain routes to collect waste by visiting all waste sites,
which cost a large amount of budget. For example, the
annual waste management cost in the United States is about
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$ 20 billion, of which waste collection accounts for more
than half [4]. Furthermore, road traffic is a main contributor
to the large amount of daily carbon emissions. In particular,
heavy vehicles like garbage trucks take up a small part
of the vehicle population but a huge proportion of tailpipe
emissions [5]. In view of the problems caused by waste,
the rational energy-efficient vehicle routing is significant to
ISWM considering both the environmental protection and
economy.

So far, a lot of scholars have paid attentions to the waste
collection problem [6]. However, most of the related work
only studied the static vehicle routing. It was assumed that
the environmental information like the number of waste sites
and vehicle conditions can be obtained in advance and remain
unchanged. However, during actual waste collection, various
dynamic disturbances might occur, such as new collecting
requirements of waste sites, sudden vehicle breakdowns and
so on, which would lead to alterations of the waste collection
environment. When dynamic events happen, the original
best found route obtained based on static approaches might
be no longer the optimal in the new environment, which
might even cause the infeasible routes. To our knowledge,
dynamic vehicle routing for waste collection has been
scarcely reported in the existing literature. Thus, it would
be significant to consider waste collection as a dynamic
vehicle routing problem to tackle changing environments,
and design a suitable vehicle routing approach to cater
for environmental variations and decrease the influence of
random events on transportation cost and carbon emission.
In addition, most existing studies model waste collection as a
single-trip vehicle routing problem [6]. Nevertheless, the use
of each vehicle requires driver costs and maintenance costs in
real life. To fully utilize the driver and vehicle resources, each
vehicle must take multiple trips to collect waste during the
driver’s working hours. To address these problems, this paper
aims for constructing an energy-efficient multi-trip dynamic
vehicle routing model for waste collection (EMDVRWC).

Vehicle routing problem (VRP) has been proved to be
an NP-hard problem [7]. Exact algorithms are difficult to
generate satisfactory solutions within a limited time span for
the medium to large scale NP-hard problem [8]. Heuristic
methods are able to quickly construct solutions but incapable
of guaranteeing the solution quality for the lack of global
information [9]. Meta-heuristics are search-based approaches
inspired by the social behavior of biological population.
They are more suitable for the NP-hard problems since they
can produce good solutions in an acceptable computational
time. Optimization algorithms have substantial effect on
the quality of strategies [10]. Particle swarm optimization
(PSO) [11] is one of the meta-heuristics which simulates
the process of birds randomly searching for food. PSO
has the capabilities of memory, self-learning and social
learning. Thus, PSO is known for rapid searching and high
precision, and has been widely used in different types of
VRPs [12], [13], [14]. Apparently, a variety of velocity and

position update methods (i.e., learning operators) have been
designed in these PSO research works. Refer to the no free
lunch theorem, determining the operator ideally suited for
a specific vehicle routing model usually requires numerous
numerical simulations. Nevertheless, the customer demands
and the vehicle conditions might change with time, leading
to variations in the decision space dimension and the fitness
landscape. The learning operator that performs well in a
particular environment might deteriorate when facing another
case, which urges for an improvement in adaptability to
dynamic vehicle routing problems for waste collection.

With the aim of automatically identifying the appropriate
operators with the progress of evolution, the hyperheuris-
tic algorithm (HHA) was proposed [15]. HHA provides
a high-level strategy (HLS) to manipulate a group of
Low-Level Heuristics (LLHs). For its self-adaptation to
any environmental state without hand regulation, HHA has
been studied by a number of scholars [16]. According
to the characteristics of the search space, HHA can be
classified into heuristic selection and heuristic generation.
Among them, heuristic selection chooses an existing LLH
suitable for the current state by HLS, which tries to improve
the current solution through iteration until the termination
condition is met. Heuristic generation generates a new
heuristic algorithm from the components of existing LLHs,
which is more flexible but its design and use are more
complex.

Since the considered problem EMDVRWC has a dynam-
ically changing environment, with the purpose of improving
the robustness of HHA to different disturbances, a commonly
used value-based reinforcement learning algorithm named
Q-learning [17] is adopted in this paper as HLS to select
the ideal LLH. Based on the instant reward of a state-
action pair, the long-term reward preserved in Q-table is
updated [18]. Through the iterative training ofQ-learning, the
environment with different states gradually learn to choose
the most suitable search operators for themselves. There
are three main technique issues of Q-learning, including
divisions of the environmental states, design of right actions
and an update strategy for reward. Most existing literature
on Q-learning-based hyperheuristics divided the states based
on the time varying landscape [19], [20], [21]. According to
such a state partition, a heuristic that is beneficial to increase
diversity and enhance explorationmight not be selected as the
search operator, and premature convergence tends to occur.
Therefore, a new state division method considering both the
convergence and diversity needs to be devised. Moreover,
based on both the problem domain and the tasks of different
evolutionary stages, elaborate design of a set of LLHs is
required.

To solve the above problems, this study investigates a
predictive-rescheduling method based on Q-learning-based
hyperheuristic particle swarm optimization (QLHPSO) for
the energy-efficient multi-trip vehicle routing problem of
waste collection, with the aim of identifying the most
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appropriate LLH with the progress of evolution considering
the dynamic features of waste collection.

The main contributions are summarized as follows: (1) in
order to address the dynamic features of VRP in waste collec-
tion, two kinds of dynamic events including new collecting
requirements of waste sites and vehicle breakdowns are
introduced. Both the carbon emissions and the transportation
cost are minimized subjecting to the practical constraints.
Besides, to improve the resource utilization, each vehicle
is allowed to have multiple trips to collect waste, (2) with
the aim of reacting to the environmental changes timely and
promote convergence, a heuristic population initialization
strategy is presented by utilizing the characteristics of
dynamic events and memorizing the historical optimum,
and (3) eight LLHs are designed to enrich the search
mode of particles by combining four learning operators
and two enhanced local search operators, which focus on
different search functions. By defining states considering
both convergence and diversity, Q-learning-based HLS is
developed to determine an appropriate LLH under each state.

The remainder of the paper is organized as follows.
Section II reviews the related work. Section III formulates
the mathematical model of EMDVRWC. The proposed
algorithm for solving the model is described in Section IV.
Section V discusses experimental studies. The paper is
concluded in Section VI.

II. RELATED WORK
The notion of waste collection was first introduced by
Beltrami andBodin [22]. Since then, a lot of promising results
have been achieved, which can mainly be divided into two
aspects: problem modeling and the approaches to solve the
problem.

A. MODELS OF THE WASTE COLLECTION PROBLEM
In order to make the model more realistic, some studies
incorporate various practical factors during the waste collec-
tion into the model. Others attach much importance to the
environmental and ecological protection.

With regard to the practicability, Louati et al. [23] studied
a generalized waste collection vehicle routing problem,
which contained multiple transfer stations and time windows.
Mat et al. [24] constructed a vehicle routing model for waste
collection with a variable travel speed. Tirkolaee et al. [25]
considered uncertainties in waste collection, including uncer-
tain amount of waste and variations of the vehicle capacity.
Shi et al. [26]studied the waste collection problem with
multiple waste depots. Zafor et al. [27] applied sensor nodes
to monitor the collection of dry and wet waste separately and
determine if the dustbin is full or not. Shen et al. [28] studied
the model based on a route-related uncertain set to tackle
the uncertainty of customer demand and the weight-related
energy consumption of electronic vehicles. Tee and Cruz [29]
developed a model that extended the current developments of
VRP by considering wait times in specific nodes.

With the increasing emphasis of human society on the
ecological environment, more and more scholars consider
the energy-efficient related objectives besides the econ-
omy objectives like transportation cost, time or distance.
Tirkolaee et al. [25] modeled the green capacitated arc
routing problem (CARP), which aimed to minimize the
sum of the greenhouse gas emission cost and the vehicle
operation cost. Molina et al. [30] took eco-efficiency as a
performance indicator to design a waste collection routing
model for a single landfill to reduce carbon emissions caused
by waste collection. Wu et al. [31] formulated a model
for the green vehicle routing problem, taking the cost of
greenhouse gas emission into account. In Erdem [32], a fleet
of heterogeneous electric vehicles were assigned to carry
out a number of visits to the places to reduce the total
travel costs and harmful gas emissions. Pamukçu et al.
[33] developed a model based on Tier-I method in which
greenhouse gas emissions fromwaste collection and transport
have been calculated. Hu et al. [34] incorporated the lifecycle
carbon emissions of fuel and discussed the economic and
environmental impacts of vehicle idling.

Despite the existing studies on waste collection have intro-
duced some uncertainties into the waste collection model,
occurrences of dynamic events have not been considered.
Moreover, most existing models on waste collection are
based on the VRP model with a single trip. To cover the
above shortages, we formulate an energy-efficient multi-trip
dynamic vehicle routing model, which is different from the
previous work in that: (1) two kinds of practical dynamic
events, including new collecting requirements of waste sites
and vehicle breakdowns, occur during the waste collection
one by one following a Poisson distribution; and (2) more
practical factors such as multiple trips of each vehicle and
the maximum working hours of the drivers are incorporated.

B. APPROACHES TO SOLVE THE WASTE COLLECTION
PROBLEM
The VRP in waste collection involves two strongly coupled
subproblems: 1) vehicle selection referring to select the
minimal number of vehicles to work together on the waste
collection tasks; and 2) finding the most appropriate route for
each selected vehicle. It has been proved to be an NP-hard
problem [35], for which exact algorithms cannot get the
optimal solution within polynomial time for medium to large-
scale problems. Some heuristic algorithms have been applied
to this problem. Cortinhal et al. [36] adopted a two-stage
heuristic algorithm to optimize the household waste collec-
tion. Akhtar et al. [37] presented a modified backtracking
search algorithm for the capacitated vehicle routing problem
(CVRP) with the concept of smart bin. Louati et al. [23]
proposed a heuristic smart routing algorithm for municipal
solid waste collection. Shi et al. [26] solved the multi-depot
VRP in waste collection using a sector-scanning algorithm.
Jin et al. [38] proposed a single-solution based intelligent
heuristic search algorithm to solve an arc-routing problem
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with time-dependent penalty cost. Marseglia et al. [39] solved
the vehicle routes in waste collection in an optimal way by
developing an adaptive algorithm of overflow deviated to the
immediate neighborhood.

Meta-heuristic algorithms search on one or a set of
solutions iteratively to get the new approximate solutions,
which allows exploring a larger scope of the decision
space [40] compared to heuristic algorithms. In recent
years, more and more scholars have applied meta-heuristics
to the waste collection. Tirkolaee et al. [41] adopted a
hybrid simulated annealing algorithm based on an efficient
cooling equation to handle the CARP for waste collection.
Hannan et al. [42] developed a modified PSO in CVRP
which could determine the optimal vehicle routing plan for
waste collection. Wei et al. [43] presented an artificial bee
colony algorithm to handle a waste collection problem with
the midway disposal pattern. Wichapa et al. [44] designed
a hybrid genetic algorithm to solve the infectious waste
collection vehicle routing model. Qiao et al. [45] used a two-
stage algorithm, which included PSO and tabu search to solve
the CVRP. Tomitagawa et al. [46] presented an adapted ant
colony optimization algorithm to find the energy-efficient
paths of the waste collection robots.

Despite various meta-heuristic algorithms have been
applied to the waste collection problem, there are still some
open issues, e.g., the fixed search operators are unable
to adapt well to the environmental or model changes,
and might lead to a lack of diversity when creating the
offspring individuals. To solve the formulated dynamicmodel
and overcome the problems with the existing algorithms,
a predictive-rescheduling method based on a Q-learning-
based hyperheuristic particle swarm optimization is designed.
This approach differs from the previous ones in that: (1)
a dynamic response mechanism is developed by utilizing
the characteristics of dynamic events and memorizing the
historical optimum, (2) eight low-level heuristics (LLHs) are
designed by combining four learning operators with different
search tasks and two enhanced local search operators, and
(3) a Q-learning based high-level strategy is adopted to
control the LLHs, where the population with different states
gradually learn to choose the ideal operators through the
training of Q-learning.

III. MATHEMATICAL MODELING OF EMDVRWC
This section gives a description of the considered problem
EMDVRWC and constructs a mathematical model for it.

A. DESCRIPTIONS OF EMDVRWC
EMDVRWC can be defined as a directed network G =
(V, E), where V is the set of points including the depot,
disposal station and waste sites, and E = {(i, j)| i, j∈V} is
an edge set. With the aim of minimizing both the carbon
emissions and the transportation cost, EMDVRWC involves
selecting the minimal number of vehicles and finding the
most appropriate route for each vehicle, subjecting to the

constraints of drivers’ working hours and the vehicle capacity.
Assume that all the vehicles are homogeneous with both
the maximum capacity of each vehicle and the maximum
working hours of each driver being equal. Each vehicle
is allowed to have multiple trips, the number of which is
decided by the maximum available time and the capacity of
vehicles. In order to address the dynamic characteristics of
EMDVRWC, two types of dynamic events that often occur
in waste collection are introduced, which are described as
follows.

1) DYNAMIC EVENT 1: NEW COLLECTING REQUIREMENTS
OF WASTE SITES
During the waste transportation, the waste collection com-
pany might temporarily receive the new cleaning task from
the waste sites other than the ones they are previously
responsible for or a large amount of waste is suddenly
added to the sites that have been served. In this case, the
transportation cost and carbon emissions are likely to be
increased if the original route is still used. It needs to adjust
the vehicle routes through dynamic rescheduling after the
occurrence of such dynamic events.

2) DYNAMIC EVENT 2: VEHICLE BREAKDOWNS
Due to the lack of vehicle maintenance or complicated road
conditions, a vehicle might break down in transit. As a
result, the vehicle cannot continue to serve the following
communities. At this time, collecting the waste along the
old route would become infeasible, and a new vehicle route
should be obtained by dynamic rescheduling.

B. MATHEMATICAL MODELLING OF EMDVRWC
This section establishes the mathematical model of the
considered problem EMDVRWC.

1) NOTATIONS
The notations in the EMDVRWCmodel are listed in Table 1.

2) MATHEMATICAL MODELLING
Assume the initial time is t0. For any scheduling point
tl ⩾ t0, considering all the current information gathered
from the environment, which includes the waste sites to be
collected, a set of available vehicles with departure time,
the remaining capacity and the last visited site before tl ,
EMDVRWC consists in selecting the minimum number of
vehicles and determining the most appropriate route for each
selected vehicle (multiple trips are allowed in each route) by
optimizing the objective subjecting to a group of constraints:

min Ctotal(tl)

= Cfixed(tl)+ Cfuel(tl) + Ccarbon(tl)

= Cf ·
∑

k∈K (tl )

Uk (tl)

+ Cm ·
∑

k∈K (tl )

∑
b∈Bk (tl )

∑
i∈N (tl )

∑
j∈N (tl )&j̸=i

dij · xbijk (tl)
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TABLE 1. Notations of the EMDVRWC model.

+ Ce ·
∑

k∈K (tl )

∑
b∈Bk (tl )

∑
i∈N (tl )

∑
j∈N (tl )&j̸=i

ECk
ij · x

b
ijk (tl) (1)

s.t. ∀k ∈ K (tl),
∑

b∈Bk (tl )

∑
j∈N (tl )

xbsk (tl )jk (tl) = 1 (2)

∀i ∈ N (tl)\{1, 2},
∑

k∈K (tl )

∑
b∈Bk (tl )

ybik (tl) = 1 (3)

∀k ∈ K (tl), ∀b ∈ Bk (tl), ∀j ∈ N (tl)\{1, 2},∑
i∈N (tl )

xbijk (tl) = ybjk (tl) (4)

∀k ∈ K (tl), ∀b ∈ Bk (tl), ∀i ∈ N (tl)\{1, 2}, (5)∑
j∈N (tl )

xbijk (tl) = ybik (tl)

∀k ∈ K (tl), ∀j ∈ N (tl)\{2}, lk2j(tl) = 0 (6)

∀k ∈ K (tl), ∀b ∈ Bk (tl),∑
i∈N (tl )

∑
j∈N (tl )&j̸=i

qj · xbijk (tl) ⩽ Qbk (tl)

∀k ∈ K (tl), (7)

(tl − tk0)+
∑

b∈Bk (tl )

∑
i∈N (tl )

∑
j∈N (tl )&j̸=i

dij
v
· xbijk (tl) ⩽ Tmax

(8)

where Eq. (1) is the objective function, which minimizes
the sum of the fixed cost (Cfixed(tl)), the fuel cost
(Cfuel(tl)) and the carbon emission cost (Ccarbon(tl)) at
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tl . ECk
ij = FE · FCk

ij
, FE is the fuel emission parameter, and

FCk
ij
is the fuel consumption of the vehicle k traveling from

point i to point j. FCk
ij
can be obtained by Eq. (9) [47]:

FCk
ij =

[
αij(z+ lkij)+ βv2

]
dij (9)

where αij and β are parameters related to road conditions and
vehicle types. αij and β can be obtained by Eqs. (10) - (11).

αij = a+ g sin θij + gCr cos θij (10)

β = 0.5CdAρ (11)

where a is the acceleration of the vehicle, g is the acceleration
of gravity, θij is the road gradient from point i to point j, Cr
is the coefficient of rolling resistance, Cd is the coefficient of
traction, A is the frontal surface area of the vehicle and ρ is
the density of air.

Constraint (2) guarantees that the starting point of vehicle
k is its last visited site before tl ; Constraint (3) indicates
that each waste site should be served only once by just one
vehicle; Constraints (4) and (5) ensure that there is a vehicle
driving from another site to it when each waste site is served
and this vehicle departs from the waste site after completing
the work; Constraint (6) indicates that each vehicle empties
the waste it carries at the disposal station; Constraints (7)
and (8) guarantee that the load and the working hours of
each vehicle should not be greater than its maximum value,
respectively.

IV. Q-LEARNING-BASED HYPERHEURISTIC PARTICLE
SWARM OPTIMIZATION
With the aim of solving EMDVRWC, a predictive-
rescheduling method based on QLHPSO is proposed.
A dynamic response mechanism is introduced to quickly
react to the occurrence of dynamic events. Eight low-level
heuristics (LLHs) are designed, and a high-level strategy
(HLS) is adopted to find the right LLH for the population
with different states.

A. FRAMEWORK OF THE PREDICTIVE-RESCHEDULING
METHOD
EMDVRWC is solved in a predictive-rescheduling manner,
where the original routes can be adapted to the changing
environment caused by dynamic events. The main framework
of the predictive-rescheduling method is given in Fig. 1. First,
at the initial time t0, the optimal route is determined based on
QLHPSO. Next, the vehicles collect the waste according to
the initial optimal route until a dynamic event occurs. The
time when the lth dynamic event occurs is regarded as the
rescheduling point tl . At tl , a dynamic response mechanism
is introduced to generate a heuristic initial population and
the optimal route is rescheduled in the new environment by
QLHPSO. Then the new schedule is executed until the next
dynamic event triggers a QLHPSO-based rescheduling pro-
cedure. This process continues until all the waste collection

tasks are completed. The flowchart of QLHPSOis shown in
Fig. 2, which is mainly composed of initialization, objective
evaluations, updating the personal best and the global best,
selecting LLH by a Q− learning-based high-level strategy
(QHLS) and generating the new population by the selected
LLH. The pseudocode of QLHPSO is shown in Algorithm 1.

FIGURE 1. Framework of the predictive-rescheduling method for
EMDVRWC.

FIGURE 2. Flowchart of the proposed QLHPSO.

B. ENCODING AND DECODING OF INDIVIDUALS
To solve EMDVRWC, the integer encoding is used in the
proposed algorithm QLHPSO. For a problem containing n(tl)
points at tl(1: depot, 2: disposal station, 3∼n(tl): waste sites),
each individual is encoded as a sequence of length (n(tl)−2),
and each element takes a different integer from 3∼n(tl). The
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Algorithm 1Q-learning-based hyperheuristic particle swarm
optimization QLHPSO(FEmax , pop, N )
Input: FEmax− the number of objective evaluations, pop -

population, N − population size
Output: xbest− the global best solution
1: FE←0;
2: While FE ≤FEmax do
3: for i= 1 to N do
4: The objective is evaluated according to Eq. (1) for

the ith particle of pop;
5: FE← FE+1;
6: Updating the personal best of the ith particle;
7: Updating the global best xbest;
8: end for
9: Selecting LLH by the Q−learning-based high-level

strategy QHLS according to Algorithm 2;
10: newpop← Applying the selected LLH to pop to

generate a new population;
11: pop ← newpop;
12: end while
13: Output xbest

greedy decoding is adopted, where individuals are decoded
sequentially so that the vehicle utilization is maximized
within the working hours.

FIGURE 3. An illustration of the proposed encoding and decoding
method.

Fig. 3 shows an encoding and decoding illustration with ten
waste sites (numbered 3∼12). The waste weight of each site
is placed above the site number, and the value on each arrow
represents the time required to pass through the edge. Assume

that the maximum capacity of each vehicle is 20T and the
maximum working time is 8h. The method of decoding is
detailed as follows: first, Vehicle 1 starts its first trip (Trip1)
from the depot and serves the waste sites in the encoding
sequentially. If Vehicle 1 continues to serve waste site 3 after
finishing waste sites 4 and 11, its load will be 23T, exceeding
the maximum capacity of the vehicle. Thus, Vehicle 1 returns
to the disposal station for unloading after serving site 11.

Vehicle 1 then proceeds from the disposal station for its
second trip (Trip2). Waste site 3 will be the first site to be
served by Vehicle 1 in Trip 2, and the remaining waste sites
are served in sequence. If Vehicle 1 continues to visit waste
site 5 after completing waste site 6, the vehicle will work up
to 8.5 hours, exceeding the maximum working hours of the
driver. Therefore, after serving waste site 6, Vehicle 1 will
go to the disposal station to unload and then return to the
depot, where it ends its one day’s journey. Vehicle 2 serves
the remaining waste sites of the encoding in the same way.
In this example, all the waste in the ten sites is collected
by two vehicles. It can be seen from the above process that
our decoding method can ensure feasibility of the obtained
solutions since both the capacity and the time constraints are
satisfied. Thus, we can handle all the constraints ( Eqs. (2)
- (8)) through our decoding method, without the need to
design specific constraint handling methods. Moreover, the
two subproblems of vehicle selection and vehicle routing can
be handled simultaneously.

C. DYNAMIC RESPONSE MECHANISM
To provide a good search starting point for the algorithm, the
dynamic characteristics of EMDVRWC are utilized. When
a dynamic event occurs and the QLHPSO-based reschedul-
ing method is triggered, a dynamic response mechanism
(DRM) is introduced to generate the initial population,
which includes the schedule repair, reuse of the historical
information and random initialization.

1) SCHEDULE REPAIR
The following strategies are designed to repair the original
route plan by analyzing the characteristics of two dynamic
events in EMDVRWC.

When new collecting requirements appear in the waste site
W, each vehicle serves the original waste site according to
the previous schedule. For the waste site W, the approach is
shown in Fig. 4(a). First, the nearest original waste site O to
W is determined. Then, if the remaining capacity of Vehicle
V is enough to meet the collection requirements of W in the
current trip, and the total working time of V after serving W
does not exceed the maximum working time, Vehicle V will
serve W. If Vehicle V does not meet the above conditions,
judge whether Vehicle G can serve W within the remaining
working time after vehicle G has finished work and returned
to the depot. If it exists, Vehicle Gwill start a new trip to serve
W. If it does not exist, a new Vehicle T will depart from the
depot and serve W.
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FIGURE 4. Two schedule repairs based on characteristics of dynamic
events.

When a vehicle V breaks down at work, the order of
each working vehicle to serve the stations is kept unchanged.
For the waste site set A that cannot be serviced due to the
breakdown of V, take measures as shown in Fig. 4(b). First,
judge whether there is a Vehicle G that has not reached
the maximum working time after returning to the depot
(according to Part B of Section IV, no more than one car
meets this condition). If it does not exist, a new Vehicle T
will directly depart from the depot to serve A. If it exists,
Vehicle G will start a new trip after returning to the depot
to serve A. Thereafter, if Vehicle G or T has reached the
maximum working time but some waste sites of A have not
been completely collected, a new Vehicle Y will depart from
the depot to serve the remaining waste site set M.

2) REUSE OF THE HISTORICAL INFORMATION
At each scheduling point, the optimal routes generated at
the previous scheduling point can be reused as historical

information. At the current point, the service order of all
available vehicles for original waste sites can be referred to
the historical solution.

3) RANDOM INITIALIZATION
To introduce diversity, random individuals are introduced
in the initial population where waste sites and the order of
service are randomly generated.

In the initial population, repair solutions and their
variants account for 30%, the historical solution and its
variants accounted for 20% and random individuals account
for 50%.

D. FRAMEWORK OF THE HYPERHEURISTIC ALGORITHM
Framework of the hyperheuristic algorithm is shown in Fig. 5,
which is mainly composed of two levels: the problem domain
and the HLS [48]. The problem domain is composed of a
series of LLHs, problem definitions, evaluation functions
and initial solutions, etc. At the HLS level, a new heuristic
algorithm is constructed or an appropriate LLH is selected by
manipulating and managing the LLH library with the help of
domain knowledge. The two levels are independent of each
other. Once information on the problem domain is modified,
the hyperheuristic algorithm can be quickly adapted to the
new problems, which is generic and efficient.

FIGURE 5. Framework of the hyperheuristic algorithm.

E. LOW-LEVEL HEURISTICS
QLHPSO includes learning operators and local search
operators, the combinations of which are regarded as different
LLHs.

1) FOUR LEARNING OPERATORS
(a) Greedy learning (GL). At the early stage of evolu-
tion, the population is in a rapid convergence stage and
needs to approach the extremum quickly. For this, the
GL operator is designed according to the characteristics
of EMDVRWC. First, considering that EMDVRWC is an
asymmetric problem [49], the cost on the same path with
opposite directions might be different from each other. Thus,
the reverse mutation (arranging the routes between two
points of an individual in a reverse order) is adopted to
imitate the ‘inertia’ part of the PSO velocity update formula,
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where the unreversed parts of the individual are preserved
as inertia. Then, the greedy crossover operator is applied to
reflect the ‘self-learning ability’ and ‘social learning ability’
in the PSO velocity update formula. Since the crossover
operator allows the information interaction between two
discrete individuals, it can make the individual learn from
the personal best and the global best. Inspired by the idea
of greedy search, the information on vehicle capacity and
distance is introduced into the crossover operator so that the
transportation cost can be reduced. The proposedGL operator
not only makes PSO suitable for solving discrete problems
like EMDVRWC, but also accelerates the convergence of the
algorithm.

(b) Multi-operator Learning(ML). When the population
has evolved for a certain number of generations adopting
the GL operator, most particles concentrate in the same
region rapidly due to the use of heuristic information.
In this case, the searching range of the population is very
limited, leading to the premature convergence. Thus, at this
stage of evolution, learning strategies should be adjusted,
which canmaintain population diversity while producing new
individuals. With this in mind, a ML operator is designed.
The ‘inertia’ part of the PSO velocity update formula is
replaced by the multi-mutation operator, where one of the
three methods of swap mutation, reverse mutation and
insertion mutation is selected randomly to perform mutation
on each individual. Meanwhile, the multi-crossover operator
is employed as the way to learn from the personal best
and the global best, where one of the three operators of
the partially mapped crossover, sequential crossover and
cyclic crossover is randomly selected. Compared with the GL
operator, the ML operator provides a richer way to generate
new individuals, which improves the population diversity
effectively.

(c) Exploring learning(EL). It has been proved in
Liang et al. [50] that it is more conducive to global search
by making each dimension of an individual learn randomly
from the personal best of its own or other individuals.
Inspired by this, the EL operator is proposed, which still
adopts the multi-mutation operator to replace ‘inertia’ and
the multi-crossover operator to learn from the elite individual,
like those used ML. The difference in EL andML is that each
dimension of the current individual can learn stochastically
and independently from the personal best of any other
individual in the population, as long as it has a better fitness
than the current one. The EL operator enriches the sources of
information interaction among individuals, which diversifies
the searching directions of population while guaranteeing the
quality of individuals.

(d) Exploiting learning(EXL). With the aim of improving
the local search ability of the algorithm, the EXL operator
is proposed, where each individual only learns from the
personal best. The multi-mutation operator is used to replace
‘inertia’, and the partially mapped crossover is adopted to
realize the interaction between the individual and the personal
best. EXL makes full use of the useful information of the

individual itself, which is beneficial to mine a better solution
around the personal best.

2) TWO ENHANCED LOCAL SEARCH OPERATORS
Enhanced local search #1 (ELS1): In order to conduct a
fine search around the decoded individual, an enhanced local
search is designed based on the classical 2-opt operator [51],
which helps open up the intersection possibly existing in
the longest trip. The implementation of ELS1 is illustrated
in Fig. 6. First, the individual X is decoded according to
Part B of Section IV, where two vehicles are needed and
each vehicle has two trips. Then, for each vehicle, the trip
that contains the largest number of points (including waste
sites, depot and disposal station) is found out. Next, the 2-
opt operator is conducted on such trips (Trip 2 of Vehicle
1 and Trip 1 of Vehicle 2) to find new trips with lower cost.
Finally, the optimized trips (2-6-8-11-4-9-2-1), (1-13-16-10-
12-14-2) and the unselected trips (1-3-5-7-2), (2-18-15-17-
2-1) are recombined to form a new individual Xnew. Note that
the depot (marked as 1) and the disposal station (marked as 2)
should be removed before recombining. If Xnewis better than
X in terms of the total cost, then X is replaced by Xnew. The
above procedure is performed Y times around each decoded
individual.

Enhanced local search #2 (ELS2): The procedure of ELS2
is consistent with ELS1, while the difference is that ELS2
employs the point interpolation [52] instead of the 2-opt
operator on the trips with the most points. ELS2 is beneficial
to find a better solution in the case of no crossing of the route.

3) EIGHT LOW-LEVEL HEURISTICS
Combining the four learning operators with the two enhanced
local search operators, a total of eight LLHs are defined,
as shown in Table 2.

F. A Q-LEARNING-BASED HIGH-LEVEL STRATEGY
AQ− learning-based high-level strategy (QHLS) is designed.
Q− learning is a value-based reinforcement learning
algorithm which aims to produce a Q−table (i.e., a state-
action pair table) as shown in Table 3.Q−value in the table
is the maximum expected future reward that can be obtained
when each action is taken in each state. Q-learning selects
the best action for a given state based on the Q-table. The
implementation of QHLS is shown in Algorithm 2. If the
generation t = 1, all Q-values in the Q-table are initialized
to be 0, where state is the population state set and LLH_pool
is the LLH set (lines 1-2). Otherwise, the Q-table (lines 3-6)
is updated based on the reward obtained by performing the
action in the previous population state. Then, the current
population state is perceived (line 7). Finally, the selection
probability of each LLH in the current population state is
calculated (line 8) and the one to be employed is determined
through roulette selection (line 9). The state, the selection
mechanism of the LLH, the reward function and update of
the Q-table in QHLS are respectively introduced as follows.
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FIGURE 6. Implementation of the enhanced local search ELS1.

TABLE 2. Eight LLHs.

TABLE 3. Q-table.

1) DEFINITION OF THE STATE
QHLS selects the LLH for the population according to the
population state. Therefore, the division of the population
state is important for the selection of LLHs. We define the
population state considering the convergence and diversity,
both of which are the key performance indicators in

evolutionary algorithms. Convergence is defined as the
increment of the optimal fitness value between two con-
secutive moments. Assume xbest(t) and xbest(t−1) are the
optimal solutions in the tth and (t−1)th generation, respec-
tively. Let 1f (xbest) = f (xbest(t))−f (xbest(t−1)). Obviously,
1f (xbest) > 0 indicates the improvement of convergence,
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Algorithm 2 The Q-learning-based high-level strategy QHLS (t , S(t-1), LLH(t-1), xbest(t), Q)
Input: t- current generation, S(t−1)−state at the previous generation, LLH(t−1)−the LLH used in S(t−1), xbest(t)−the

current best solution at t , Q−Qtable
Output: LLH(t)−the LLH selected in the current state S(t), Q-the updated Q table
1: if tequals to 1
2: Q(S,LLHi)← 0, ∀S ∈ State,∀LLHi ∈ LLH_pool; // Initialize the Q−table
3: else
4: According to Eq. (17), the reward r(t − 1) for LLH(t − 1) under S(t − 1) is calculated;
5: Update Q(S(t − 1),LLH (t − 1)) according to Eq. (18);
6: end if
7: The current state S(t) of the population is perceived based on the current optimal solution xbest(t);
8: According to Eq. (16), the selection probability P(S(t), LLHi) of each LLH in S(t) is calculated;
9: LLH(t)←Roulette(P(S(t), LLHi)); //The low-level heuristic LLH(t) in S(t) is determined by roulette selection
10: Output LLH(t), Q.

while 1f (xbest) = 0 suggests the stagnation of the
population.

The population diversity is defined as the similarity of
population, where a higher similarity indicates a worse
diversity. Considering the characteristics of the solution to
EMDVRWC, the similarity between two routes is defined
based on the number of the same edges, as shown in Fig. 7.

FIGURE 7. Definition of the similarity between two routes.

First, an edge connection matrix G =
(
xij

)
n1×n1

is
established for an individual of length n1(Eq. (12)). If the
individual contains the edge from point i to point j, then
xij = 1; otherwise, xij = 0. Second, for any two edge
connection matrices G1 and G2, the set D(G1, G2) which
includes the same edges in them is obtained by Eq. (13),
and similar (G1,G2) ∈ [0, 1] is calculated according to
Eq. (14). Finally, the population similarity similarpop ∈ [0, 1]
is defined as Eq. (15), where PS is the population size. The
similarity between each individual and the global optimal
individual xbest is calculated, then the mean value is obtained
to describe the aggregation degree of the population.

G =
(
xij

)
n1×n1

=


0 1 0 · · · 0
0 0 1 · · · 0
0 0 0 · · · 0
...

...
...

...
...

1 0 0 . . . 0


n1×n1

(12)

D(G1,G2)

=

{
xG1
ij
|xG1
ij
= 1 & xG2

ij
= 1, ∀i, j ∈ {1, 2, · · · , n1}

}
(13)

similar(G1,G2)

=
|D(G1,G2)|
n1 − 1

(14)

similarpop

=

PS∑
k=1

similar(Gk , xbest)

PS
(15)

According to the population convergence and diversity, four
states are divided as listed in Table 4.

2) SELECTION MECHANISM OF LLHs
Assume that the current population state is S(t). The selection
probability of each candidate LLHi (i = 1,2, . . . , num)
is calculated from the Q− value of the state-action pair
in Q−table, as shown in Eq. (16). θ is set as 2 [19] and
the roulette selection is used to determine the LLH to be
employed in S(t).

P(S(t),LLHi)

=

exp(θQ(S(t),LLHi)/ max
i=1,2,...,num

Q(S(t),LLHi))

num∑
i=1

exp(θQ(S(t),LLHi)/ max
i=1,2,...,num

Q(S(t),LLHi))

(16)

3) REWARD FUNCTION
Reward function is used to confirm the search performance
of the most effective LLH in each state. The direct return of
a search operator applied to a certain state depends on the
degree to which the operator improves fitness of the optimal
solution and diversity of the population. Eq. (17) is designed
as the reward function. When the generated new solution
is superior to the previous optimal solution in terms of the
fitness value, the reward value is calculated according to the
improvement degree of fitness. When there is no difference
in fitness, but the population diversity is better than that of the
previous generation, the reward value is calculated according
to the improvement degree of diversity. Otherwise, the reward
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TABLE 4. Division of the state.

is 0.

r(t − 1)

=



f (xbest(t − 1))
f (xbest(t − 2))

if f (xbest(t − 1)) > f (xbest(t − 2))

similarpop(t − 2)
similarpop(t − 1)

if f (xbest(t − 1)) = f (xbest(t − 2))

and similarpop(t − 1) < similarpop(t − 2)

0 otherwise

(17)

4) UPDATE OF THE Q-TABLE
The Q−value of Q(S(t − 1), LLH(t − 1)) reflects the search
ability of the low-level heuristic LLH(t − 1)in state S(t − 1),
where the initial Q− value of Q− table is 0. In iterations,
Q−table is updated as Eq. (18).

Q(S(t − 1),LLH (t − 1))

= (1− α)Q(S(t − 1),LLH (t − 1))

+ α

[
r(t−1)+γ max

LLHi∈{LLH1,LLH2,...,LLHnum}
Q(S(t),LLHi)

]
(18)

where max
LLHi∈{LLH1,LLH2,...,LLHnum}

Q(S(t),LLHi) is the maxi-

mum Q−value of all the actions in the population state S(t),
which is obtained after executing LLH(t−1) in state S(t−1).
0 ⩽ α ⩽ 1 is the learning rate and 0 ⩽ γ ⩽ 1 is the discount
rate indicating the influence of future rewards on the current
state. γ = 0 suggests that Q− learning only pays attention to
immediate rewards.

G. COMPLEXITY ANALYSIS OF THE ALGORITHM
At the scheduling point tl , assume the population size isN and
the individual dimension is D(tl), then the time complexity
of the standard PSO is O(N* D(tl)). For QLHPSO, the
enhanced local search in LLHs needs to search Y times
around the neighborhood of each decoded individual, so the
time complexity of QLHPSO is O(N* D(tl)*Y). Although
the time complexity of QLHPSO is Y times than that of
PSO, the experimental results in Section V show that its
search accuracy is significantly improved. Since all the
original individuals in QLHPSO are replaced by the updated
individuals and no additional space is occupied, QLHPSO
has the same space complexity as standard PSO, which
is O (N* D(tl)).

V. EXPERIMENTAL STUDIES
Two groups of experiments on ten EMDVRWC instances are
performed to verify the effectiveness of the novel strategies
and the overall performance of the proposed algorithm,
respectively. All experiments are implemented in MATLAB
R2017b running on a personal computer with Intel (R) Core
(TM) i5-5500U and 16 GB running memory.

A. INSTANCE GENERATION AND PARAMETER SETTINGS
We make an investigation on the Green Ring Company of
Jiangbei New District in Nanjing of China and obtain a
real-world EMDVRWC instance on waste collection. This
instance includes the coordinates of 54 waste sites distributed
in 54 residential areas, one depot and one disposal station
in Jiangbei New Area. The daily waste amount of each
residential area is also covered. Besides, to measure the
scalability of the proposed algorithm to problems with
different sizes, nine synthetic instances ranging from 17 to
201 customer points are selected from CVRP datasets,
including set A, set B, set E and set CMT [53]. In the
original CVRP datasets, both the customer demands and
the distances between customer points are large, which do
not conform to the actual situation of waste collection in
residential areas. Thus, the coordinates and demands in the
nine synthetic instances need to be adjusted according to the
data acquired from the investigation on the real company.
All the coordinates are decreased by the same scale, which
not only reduces the distances between customers, but also
maintains their relative positions. The demands of customers
are processed in the same way. The depot and the disposal
station are respectively marked as Point 1 and Point 2, the
coordinates of which are generated randomly in a certain
range.

To further assess the algorithm’s robustness and adapt-
ability to various dynamic scenarios, two kinds of dynamic
events (new collecting requirements of waste sites and
vehicle breakdowns) are introduced into the real-world and
synthetic instances. At the initial time of each instance,
there are n points, including (n − 2) waste sites, a depot
and a disposal station. Then it is assumed that two kinds
of dynamic events occur one by one following a Poisson
distribution, i.e., the time interval between the occurrence of
two events is assumed to follow an exponential distribution.
In this way, the occurring time, the occurring order and
the number of dynamic events are all different on each
instance. Thus, different instances have various dynamic
scenarios. The x and y coordinates of the waste sites
with new collecting requirements are randomly generated
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within [10], [50], and the waste amount of such waste sites
is randomly generated within [0.5, 2]. Through the above
procedure, a total of ten EMDVRWC instances are generated
and each is named JTn−DTc (n is the number of points
at the initial time and c is the number of dynamic events).
Particularly, the real-world instance is named JT56-DT3.
Parameter settings in the EMDVRWC model are shown in
Table 5 [54].
The parameter values in the Q-learning and PSO compo-

nents of the proposed algorithm QLHPSO were set based
on the literature. The population size N is set to 200 and
the number of local search iterations Y is set to 10, which
are commonly-used in the standard PSO [50] and the 2-opt
operator [51]. The learning rate in Eq. (18) is set as
α = 1 −

(
0.9 ∗ NFE

/
NFEmax

)
[48], where NFE and

NFEmax are the current and the maximum number of
objective evaluations, respectively, and the discount rate γ is
set as 0.8 [48]. In the future, we can perform an orthogonal
experiment with specific levels to further determine the best
setting of each parameter on each instance.

B. PROCEDURE OF THE EXPERIMENTS
Assume that a EMDVRWC instance contains one initial
scheduling point and (L − 1) rescheduling points (different
instances might take different values of L). Nine algorithms
are adopted to solve the problem at each point (the proposed
algorithm, four comparison algorithms in validations of the
strategies in Part C of Section V, and four comparison
algorithms in validations of the overall performance of
the algorithm in Part D of Section V). Since dynamic
problems have multiple scheduling points, the performance
evaluation of each algorithm over all scheduling points
differs from static scheduling. The experimental procedure
of dynamic scheduling on EMDVRWC is detailed as
follows:

Step1: At each scheduling point (including the initial
scheduling point and the subsequent rescheduling points),
each of the nine algorithms performs 20 independent runs.
Each algorithm terminates until the number of objective
evaluations reaches the maximum value NFEmax = 50000,
i.e., different algorithms have the same number of objective
evaluations in one run. Population size of all the algorithms
is set as 200.

Step2: At each scheduling point, the optimal solution with
the minimum objective value is determined from all the
‘‘optimal solutions’’ obtained by nine algorithms in each of
the 20 runs, which is employed as the new waste collection
schedule after the current scheduling point. This manner
ensures that nine algorithms are compared at each scheduling
point in the same environment.

Step3: The waste collection tasks continue to be executed
based on the optimal schedule.

Step4: If the tasks have not been completed and new
dynamic events occur, then move to the next scheduling point

and go to Step 1. Otherwise, Step 5 is conducted after all the
tasks are finished.

Step5: Compare the overall performance of nine algo-
rithms across different scheduling points and runs. As shown
in Fig. 8, for the jth (j=1, 2, . . . ,20) run of the k th (k=1,
2, . . . ,9) algorithm, the optimal objective values (Eq. (1))
obtained at all scheduling points (t0, t1,. . . , tl ,. . . , tL) are
averaged to get meankj . The 20 mean values obtained from
20 runs form the vector Veck . The optimal and average
value of the k th algorithm in Veck are denoted as Bestk
and meank , which are regarded as the overall optimal value
and average value of the k th algorithm, respectively. Finally,
the Wilcoxon signed-rank tests with the significance level
of 0.05 are adopted to perform statistical tests on the
vector of the proposed algorithm and those of the other
eight algorithms. Comparison results of the nine algorithms
on all the ten EMDVRWC instances are presented in
Table 6.

C. VALIDATING THE EFFECTIVENESS OF THE NOVEL
STRATEGIES
This section performs an ablation study, which validates
the effectiveness of the three novel strategies introduced
in the proposed algorithm, including the dynamic response
mechanism DRM, definition of the population state and the
Q-learning-based high-level strategy QHLS.

1) VALIDATING THE EFFECTIVENESS OF DRM
To verify the effectiveness of DRM in Part C of Section IV,
the DRM in the proposed algorithm QLHPSO is replaced
with random initialization, which results in a comparison
algorithm QLHPSO_RI. The comparison results between
QLHPSO and QLHPSO_RI are listed in Table 6.

It can be seen from Table 6 that QLHPSO_RI obtains
the same ‘‘Best’’ and ‘‘mean’’ values as QLHPSO only
on two small-scale instances JT17-DT3 and JT33-DT2.
On other eight instances, including the real-world instance
JT56-DT3, the ‘‘Best’’ and ‘‘mean’’ values produced by
QLHPSO are better than those of QLHPSO_RI. Meanwhile,
the Wilcoxon rank sum test results show that QLHPSO is
significantly better than QLHPSO_RI on seven instances,
including the real-world instance JT56-DT3, and there is
no significant difference between them only on three small-
scale instances. These results indicate that the proposed
DRM-based population initialization behaves better, both
on the real instance and the synthetic ones. The reason is
that when rescheduling, a high-quality initial population is
regenerated by incorporating 20% historical solutions and
30% schedule repair solutions. It utilizes the features of
the dynamic events and elite information of the pervious
scheduling point, which reduces the blind search at the
initial stage. In addition, 50% random individuals are also
introduced into the initial population which guarantees the
population diversity.
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TABLE 5. Parameter settings of the EMDVRWC model.

FIGURE 8. The overall performance of the kth algorithm in an EMDVRWC instance.

2) VALIDATING THE DEFINITION OF POPULATION STATES
In QLHPSO, the population state is defined based on con-
vergence and diversity, as described in Part F of Section IV.
With the aim of verifying the proposed state division method,
it is replaced by the method in Gölcük and Ozsoydan [48],
which divides the population state based on fitness value. The
resulting algorithm is named QLHPSO_fit and it is compared
with QLHPSO. The comparison results are shown in Table 6.
Table 6 shows that QLHPSO_fit obtains the same ‘‘Best’’

values as QLHPSO on two small-scale instances JT17-DT3
and JT33-DT2, and produces the same ‘‘mean’’ value
only on JT17-DT3. On other eight instances, including the
real-world instance JT56-DT3, the ‘‘Best’’ and ‘‘mean’’
values searched by QLHPSO are better than those of
QLHPSO_fit. Meanwhile, theWilcoxon rank sum test results
show that QLHPSO is significantly better than QLHPSO_fit
on seven instances, including the real-world instance JT56-
DT3, and there is no significant difference between them
only on three small-scale instances. These results indicate
that our way to divide the state is more effective, both on
the real instance and the synthetic ones. Compared with the
dividing method based on fitness value, our method measures
the population state from two aspects of convergence and
diversity, both of which are critical to the accuracy of the
final solution. Thus, it can reflect the population status

more comprehensively, providing a good foundation for the
subsequent use of QHLS.

3) VALIDATING THE EFFECTIVENESS OF QHLS
In order to analyze the influence of QHLS on the algorithm
performance, QHLS in QLHPSO is respectively replaced
with the intelligent selection strategy of Moodi et al. [55]
and the adaptive strategy of Sabar et al. [56], obtaining
two algorithms named SSLPSO and APSO. The intelligent
selection strategy determines the frequency and priority of
using each learning strategy according to the number of
changes in personal best and global best at each stage. The
adaptive strategy encodes a set of configurations into the
individual, which contains parameters, the serial number of
each search operator, and the order in which each operator
is called. Then, individuals can adaptively provide the
suitable search method for the population by using different
configurations during the search process. The proposed
algorithm QLHPSO is compared with SSLPSO and APSO,
the results of which are shown in Table 6.
As shown in Table 6, QLHPSO gets the same ‘‘Best’’ value

as SSLPSO on JT17-DT3, JT81-DT3 and JT201-DT4, and
obtains a worse value than SSLPSO on JT65-DT4. On the
remaining six instances, including the real-world instance
JT56-DT3, the ‘‘Best’’ value of QLHPSO is better than that
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TABLE 6. Average performance values and the sign of statistical test results of nine algorithms across 20 different runs on the nine synthetic instances
and one real-world instance (The best value is in bold. The sign of ‘+/-/=’ in the comparison algorithm B indicates that the proposed algorithm QLHPSO
is significantly better than B, significantly worse than B, or there is no significant difference between QLHPSO and B. The ‘+/=/-’ column indicates the
number of instances which take ‘+’, ‘=’ or ‘-’).

of SSLPSO. In addition, the ‘‘mean’’ value of QLHPSO is
better than SSLPSO on all the instances except JT17-DT3.
The ‘‘Best’’ and ‘‘mean’’ values obtained by APSO are the
same as QLHPSO only on JT17-DT3, while worse than
QLHPSO on all the other instances, including the real-world
instance JT56-DT3. The Wilcoxon rank sum test results
show that QLHPSO is significantly better than SSLPSO and
APSO on five and nine instances, respectively, both of which
include the real-world instance JT56-DT3.

The above results indicate that QHLS is able to improve
the search accuracy of the algorithm, both on the real
instance and the synthetic ones. The reason for the success of
QHLS is that it can establish a mapping between the current
population state and the search operators (i.e., LLHs). At a
state, a largeQ−value indicates that the corresponding search
operator has a high probability to be chosen for generating

high-quality offsprings. QHLS helps the algorithm learn to
autonomously choose the appropriate evolutionary mode in
different population states during iterations of trial and error,
which takes full advantage of each LLH and enhances the
exploitation ability of the algorithm significantly. In addition,
owing to its practicability in self-adapting to any state without
manual adjustment, QHLS also improves the robustness of
the algorithm to various dynamic environments.

D. VALIDATING THE PERFORMANCE OF THE PROPOSED
ALGORITHM
In order to evaluate the overall performance of the proposed
algorithm QLHPSO in solving EMDVRWC, it is com-
pared with four recent meta-heuristic algorithms originally
designed for the classical dynamic vehicle routing problem
(DVRP). The four algorithms are replicated and applied
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to EMDVRWC, which include GA_TS [57], SAEA [56],
PSO [58] and 2MPSO [59]. GA_TS is a hybrid algorithm,
in which the solution generated by genetic algorithm is used
as the initial point of tabu search, and then the near global
optimal solution is further obtained. GA_TS uses the same
encoding and decoding method as our QLHPSO (see Part
B of Section IV). In SAEA, each individual is encoded as
an array, which has three parts: the path segment of each
vehicle, the parameter values involved in the operator and
the operator. SAEA adaptively evolves the configuration
(parameter values, the number of search operators and the
order to use search operators) of evolutionary algorithms.
PSO employs real encoding, which is mapped to an integer
sequence and decoded into a multi-trip route in the same
way as our QLHPSO. 2MPSO includes two stages. The first
stage assigns the nearest route to each of the k vehicles
by the greedy method. In the second stage, particle swarm
optimization starts searching from the results obtained by
the first stage, where individuals are converted to integer
sequences and decoded by the same method as our QLHPSO.
Population size of all the four comparison algorithms is
set as 200. Other parameters follow their original literature.
The comparison results of QLHPSO with the above four
algorithms are shown in Table 6.
As shown in Table 6, the ‘‘Best’’ and ‘‘Mean’’ values found

by QLHPSO are better than the four comparison algorithms
on all the medium to large-scale instances (JT33-DT2 to
JT201-DT4), including the real-world instance JT56-DT3.
The Wilcoxon rank sum test results show that QLHPSO is
significantly better than GA_TS, SAEA, PSO and 2MPSO
on eight, nine, ten and eight instances, respectively, all
of which include the real-world instance JT56-DT3. The
above results show that QLHPSO has better overall per-
formance than the comparison algorithms when solving
EMDVRWC. It can also be found that QLHPSO behaves
better not only in scalability to the problem size, but also in
adaptability to the environmental changes. Once a dynamic
event occurs, DRM provides a good starting point for the
search of QLHPSO by incorporating heuristic information,
which helps QLHPSO react to the changes quickly. In the
framework of Q-learning based hyerheuristic, eight LLHs
are designed to enrich the behavior patterns of particles,
helping the population jump out of the local optimum.
Meanwhile, QHLS provides a well-directed search in the
dynamically changing environment for it aims to determine
the most suitable LLH for different population states, which
are measured by convergence and diversity. All the above
strategies are beneficial to rescheduling a near global optimal
vehicle routing solution with better convergence accuracy in
the new environment. The better performance of QLHPSO
also shows its stronger robustness to the various dynamic
scenarios in different instances.

Particularly, QLHPSO performs better than the com-
parison algorithms in the real-world application (instance
JT56-DT3). That is to say, it can reschedule a near global
optimal vehicle routing solution with lower transportation

cost (including the fixed cost and the fuel cost) and less
carbon emissions (the carbon emission cost) in reaction to the
dynamic event. This demonstrates the practical utility of the
proposed algorithm QLHPSO.

VI. CONCLUSION
There are two significant advantages of this workwith the aim
of dealing with the dynamically changing waste collection
environment in real-world scenarios. The first one is that
an energy-efficient multi-trip dynamic vehicle routing model
is constructed for the waste collection problem. Two kinds
of dynamic events that often occur during waste collection
are introduced to address the dynamic characteristics of the
environment. In order to increase the economic benefits while
protecting environments, both the transportation cost and the
carbon emissions are minimized, subjecting to the constraints
of drivers’ working hours and the vehicle capacity. Besides,
each vehicle is allowed to have multiple trips to increase the
resource utilization.

The second one is to propose a predictive-rescheduling
method based on Q-learning-based hyperheuristic particle
swarm optimization, termed QLHPSO, to solve the estab-
lished model. Considering the problem features, including
dynamically changing environments, two strongly coupled
subproblems, complex constraints and multiple trips, four
strategies are designed: 1) the encoding and decoding
approach applicable for model is presented, which can
simultaneously handle the two subproblems, while guaran-
teeing feasibility of the decoded solutions; 2) by adopting
the dynamic response mechanism DRM, some high-quality
individuals, including schedule repair solutions and historical
solutions, are incorporated into the initial population to
provide a guidance for the search of the algorithm at the
early stage; 3) eight LLHs with different search functions
are devised by combining four learning operators with two
enhanced local search operators, which enriches the behavior
mode of particles; and 4) four kinds of population states
are defined based on convergence and diversity, and a
Q-learning based high-level strategy QHLS is trained to learn
to autonomously determine the most suitable LLH for the
population with different states.

Besides, a comprehensive experimental study of the
proposed algorithm QLHPSO is carried out. Two groups
of experiments are performed on one real-world case and
nine synthetic instances with different sizes. The first group
performs an ablation study, where effectiveness of DRM,
definition of the population state and QHLS is respectively
validated. Experimental results indicate that the solution
accuracy obtained by each new strategy is significantly
better than that of the comparison ones on most instances,
suggesting the feasibility and effectiveness of them. The
second group compares QLHPSO with four state-of-the-art
meta-heuristic algorithms to assess its overall performance.
Experimental results demonstrate that QLHPSO outperforms
all comparison algorithms with statistical significance in
terms of the convergence accuracy. Once a dynamic event
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occurs, it can react to it quickly and reschedule a near global
optimal vehicle routing solution with lower transportation
cost and less carbon emissions in the new environment.
Moreover, QLHPSO has a good scalability to the problem
size.

Although two kinds of dynamic events, working hours of
the drivers and multiple trips of each vehicle are introduced
in our model, some limitations still exist in our present
study. First, it is still far from capturing all the factors,
uncertainties and dynamic events which might affect the
real waste collection. For instance, our current work adopts
an average vehicle speed and assumes that the drivers can
continue to work without respite. Nevertheless, the vehicle
speed varies with road conditions, and the drivers need a
break time at noon. In the future, more actual factors should
be modeled. Second, more efficient LLHs could be devised,
which provide a diverse set of candidates for the QHLS
to choose, and further improve the search ability of our
algorithm.
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