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ABSTRACT The Generative Pre-trained Transformer (GPT) represents a notable breakthrough in the
domain of natural language processing, which is propelling us toward the development of machines that
can understand and communicate using language in a manner that closely resembles that of humans. GPT is
based on the transformer architecture, a deep neural network designed for natural language processing tasks.
Due to their impressive performance on natural language processing tasks and ability to effectively converse,
GPT have gained significant popularity among researchers and industrial communities, making them one of
the most widely used and effective models in natural language processing and related fields, which motivated
to conduct this review. This review provides a detailed overview of the GPT, including its architecture,
working process, training procedures, enabling technologies, and its impact on various applications. In this
review, we also explored the potential challenges and limitations of a GPT. Furthermore, we discuss potential
solutions and future directions. Overall, this paper aims to provide a comprehensive understanding of GPT,
its enabling technologies, their impact on various applications, emerging challenges, and potential solutions.

INDEX TERMS Generative pre-trained transformer, natural language processing, artificial intelligence.

I. INTRODUCTION
Language is the cornerstone of human communication and
plays a vital role in shaping our interactions with the world.

The associate editor coordinating the review of this manuscript and

approving it for publication was Okyay Kaynak .

With the advent of NLP, it has revolutionized the way we
interact with machines. NLP has become a game-changer
in the world of communication, enabling humans to interact
with machines in a more natural way. The evolution of
NLP has been fueled by the exponential growth of textual
data in the internet. Over the years, NLP has witnessed a
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significant transformation from simple rule-based systems to
complex deep learning-based models. Despite the advances,
natural language understanding and generation have long
been a challenging problem in the field of NLP, largely due
to the complex nature of human language. However, recent
advancements have paved the way for the new approaches
to tackle these challenges. One such breakthrough in NLP,
is the development of the GPT [1]. GPT became famous after
the launch of ChatGPT by OpenAI, a research company [2]
that focuses on developing AI technologies. GPT is a
deep learning model that is pre-trained on large corpora
of text data and can be fine-tuned for specific tasks like
language generation, sentiment analysis, languagemodelling,
machine translation, and text classification. The transformer
architecture used in GPT is a significant advancement over
previous approaches to NLP, such as RNN and CNN. It uses
a self-attention mechanism to allow the model to consider
the context of the entire sentence when generating the next
word, which improved the model’s ability to understand and
generate language. The decoder is responsible for generating
the output text based on the input representation [3].
GPT can perform a wide range of tasks in NLP. One of

its key strengths is in natural language understanding (NLU),
where it can analyze and comprehend the meaning of text,
including identifying entities and relationships in sentences.
It’s also proficient in natural language generation (NLG),
which means it can create text output, such as writing creative
content or answering questions in a comprehensive and
informative way. Alternatively, GPT is also code generator,
where it can write programming code in various languages,
such as Python or JavaScript. GPT can also be utilized for
question answering, which means it can provide summaries
of factual topics or create stories based on the input text.
Additionally, GPT can summarize a piece of text, such as
providing a brief overview of a news article or research paper,
and it can be used for translation, which makes it possible
to translate text from one language to another. Overall,
GPT’s ability to perform a wide range of NLP tasks with
high accuracy and precision, makes it an invaluable tool for
various industries, including finance, healthcare, marketing,
and more. As NLP technology continues to advance, we can
expect GPT and other language models to become even more
sophisticated and powerful, enabling us to communicate with
machines more naturally and effectively.

A. MOTIVATION
GPT has become a transformative technology in the field
of NLP, enabling the rapid development and growth of
a wide range of industries and applications. Despite its
wide adoption and numerous potential applications, there
is still much to be explored and understood about GPT’s
capabilities. Although there are studies on GPT in the
literature related to academia and libraries [4], education [5],
GPT models [6], banking and corporate communication [7],
advancements in chatGPT and its version [8], and on
generative AI’s [9], no existing reviews are dedicated to

TABLE 1. List of key acronyms only if it is repeated.

providing a comprehensive survey on GPT. Therefore, there
is a need for a comprehensive review that focuses on
GPT’s architecture, enabling technologies, potential appli-
cations, emerging challenges, interesting projects and future
directions. These limitations motivated us to conduct this
review. Hence, this review will not only help researchers
and practitioners in this field to gain a better understanding
of GPT but also provide valuable insights into its potential
applications and major limitations when conducting the
research.

B. RELATED SURVEYS AND CONTRIBUTIONS
The GPT model is a type of DL model that uses
self-supervised learning to pre-train massive amounts of text
data, enabling it to generate high-quality language output.
The recent advancements in GPT model research can be
attributed to the continual improvement of its architecture,
increased availability of computing power, and the devel-
opment of novel techniques to fine-tune the model for
specific tasks. These advancements have led to the creation
of larger and more powerful GPT models, enabling them
to perform a wider range of NLP tasks with unprecedented
accuracy and fluency. These GPT models have demonstrated
great potential in transforming various industries like health-
care [10], customer service [11], financial industry [12] and
so on. These applications are enabled by the generation of
high-quality and diverse data like large-scale corpora of text
data with different fast-growing enabling technologies [13],
[14]. There are numerous survey papers published to provide
a comprehensive overview of the latest developments in
GPTmodels, insights into the different architectures, training
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methods, evaluation metrics, and highlight the challenges and
future directions of this field. This literature survey aims to
review and analyze the key findings and contributions of
the most recent survey papers published on GPT models,
to provide a comprehensive and up-to-date understanding of
the state-of-the-art in this exciting and rapidly evolving field.

Lund and Wang [4] presents the potential effects of AI
and GPT models, specifically ChatGPT, on academia and
libraries. They discussed the capabilities of ChatGPT in
generating human-like responses and its potential applica-
tions. They examine how AI-powered chatbots and virtual
assistants based on GPTmodels can enhance student learning
experiences, assist with research tasks, and improve library
services. They also address concerns regarding data privacy,
biases, and the need for ethical guidelines. Overall, this
survey paper highlighted the transformative potential of
AI and GPT models while emphasizing the importance of
responsible deployment and human oversight.

Kasneci et al. [5] have reviewed the potential opportunities
and challenges of using large language models, specifically
ChatGPT, for educational purposes. They highlighted the
benefits and limitations of using such models by discussing
their implications for teaching and learning. In addition,
a defined strategy and pedagogical approach with a heavy
focus on critical thinking and fact-checking are required
while using such large language models in educational
institution. Thus, they concluded the paper by highlighting
the key technical challenges like copyright issues, biased
content creation, user dependency, privacy and security, and
high-cost language models when such language models are
used in the educational sector.

Qiu et al. [6] presented an exhaustive survey of various
types of GPT models by detailing their working architecture.
They discussed the evolution of pre-training methods for
NLP, from language modelling to TL and pre-training on
large-scale corpora. It also reviews the different types of
GPTmodels, including word embeddings, contextual embed-
dings, and transformer-based models, and discusses their
applications in various NLP tasks such as text classification,
Named Entity Recognition, and machine translation. They
highlighted the benefits of GPT’s models for the NLP
domain, such as its ability to improve model performance
with limited annotated data, reduce the need for task-specific
feature engineering, and enable TL across multiple tasks.
They discussed the major challenges and limitations of
PTMs, such as the risk of bias and the lack of interpretability.

George et al. [7] studied the potential impact of GPT-4,
the next iteration of GPT models, on communication within
corporate environments. They discussed how GPT-4 can
revolutionize business communication by enabling more
efficient and effective interactions. They explore various
applications of GPT-4 in corporate settings, such as automat-
ing customer support through AI chatbots that can provide
personalized responses and resolve queries in real-time.
They also addressed potential challenges and considerations
associated with implementing GPT-4 in corporate settings.

These include concerns about data security, privacy, and the
need for human oversight to ensure accurate and ethical
communication. Thus, they concluded by emphasizing the
transformative potential of GPT-4 in revolutionizing business
communication to fully harness the benefits of GPT-4 while
addressing any potential risks or limitations.

Zhang et al. [8] presents an extensive survey of generative
AI and evaluates the capabilities of the ChatGPTmodels, par-
ticularly from GPT-4 to GPT-5. They provided an overview
of generative AI, highlighting its significance in generating
realistic and creative outputs across various domains and
evaluate their advancements over previous iterations. They
analyze the architectural improvements, model size, training
techniques, and dataset considerations employed in GPT-4
and GPT-5. In addition to it, they presented a comprehensive
comparison of ChatGPTwith other state-of-the-art generative
AI models, such as OpenAI’s DALL-E and CLIP. Finally,
they concluded with valuable insights into the capabilities
and limitations of these models and highlights the broader
landscape of generative AI.

Zaib et al. [9] provides a survey on the latest advancements
in GPTS and PTMs for conversational AI applications.
They focused on PLMs and their approaches while building
dialogue-based systems. They also highlighted the potential
use of transformer-based models such as BERT and GPT,
which have demonstrated good performance in understanding
NLP generation, and dialogue management. Thus, they
concluded with the significant challenges in the field of
developing conversational AI systems using PLMs andGPTs.

Thus, the comparison of existing surveys on GPT models
highlighting the growing importance of these models in key
areas of NLP and other related fields are discussed here.
Hence, this is the first-of-its-kind survey that presents the
extensive information, by comparing existing surveys with
our survey and summarized in Table 2.

C. SYSTEMATIC LITERATURE SURVEY
In this review of GPT, we conducted a thorough literature
review using various reputable sources. Our search was pri-
marily focused on peer-reviewed journals, and high-quality
articles from reputed national and international conferences,
seminars, books, symposiums, and journals. To ensure the
credibility of our sources, we referred to well-known archives
such as Google Scholar and arXiv, and publications from top
databases like IEEE, Springer, Elsevier, Taylor&Francis, and
Wiley. To identify relevant GPT references and publications,
we used keywords such as NLPGPT, GPT architecture,
DL for GPT, Pretraining GPT, Fine-tuning AI GPT and
GPT vertical applications. We then screened all the retrieved
articles based on their titles, excluding any papers with poor-
quality material. Next, we reviewed the abstracts of the
remaining articles to determine their contributions. In the
final step of our literature review, we extracted the necessary
data for our analysis. By following these phases, we ensured
that our studywas based on high-quality and credible sources.
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FIGURE 1. Organization Chart of the survey.

D. PAPER ORGANIZATION
The structure of this paper’s organization is illustrated in
Fig. 1. Section II presents the preliminaries of GPT models
such as the definition of GPT, its evolution and architecture,
how it works and presents the comparison of various GPT
models. Section III discusses the key enabling technologies
for GPT models. The impact of GPT models in various
applications are presented in Section IV. In Section V,
we highlighted some of the exciting GPT projects that are
currently developed. Section VI includes open issues, other
technical challenges and future research directions in the
field of GPT. Finally, we conclude the paper in Section VII,
by summarizing the key findings and contributions of this
study. The list of key acronyms are listed in Table 1.

II. PRELIMINARIES
In this section, the evolution of GPT models, the archi-
tecture of GPT, working process of GPT models are
discussed and finally, different versions of GPT models are
compared.

A. GENERATIVE PRE-TRAINED TRANSFORMER
The GPT model produces enormous quantities of pertinent
and complicated machine-generated text from a small
amount of text as input. GPT models can be identified
as a language model that mimics human text using a
DL techniques and it acts as an autoregressive model
in which the present value is based on the previous
value [15].
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TABLE 2. Comparison of this survey with the existing surveys.

1) DEFINITION 1
GPTs are language models pre-trained on vast quantities of
textual data and can perform a wide range of language-related
tasks [16].

2) DEFINITION 2
A GPT is a language model relying on DL that can generate
human-like texts based on a given text-based input [17].

3) DEFINITION 3
GPT is a language model developed by OpenAI to help
give systems intelligence and is used in such projects as
ChatGPT [17].

B. EVOLUTION OF GPT
GPT models have evolved through multiple changes and
breakthroughs in NLP technology. These are some significant
turning points in the growth of the GPT model: Before
GPT, NLP models have been trained on large amounts of
annotated data that is related to a specific task. This had
a significant drawback because it was difficult to access
the quantity of labelled data required to train the model
precisely. The NLP models were unable to complete tasks
outside of their training set since they were restricted to
a particular set of data. To get around these restrictions,
OpenAI offered a Generative Language Model called GPT-1
that was created using unlabeled data and then given to users
to fine-tune to carry out subsequent tasks like sentiment
analysis, categorization, and question-answering [18]. This
indicates that the model attempts to produce an appropriate
response based on input and that the data used to train the
model is not labelled [19]. Fig. 2 shows the timeline of the
evolution of several pre-trainedmodels fromEliza, whichwas
created in 1960, to the more current 2022-ChatGPT.

GPT-1 was the first ever model that could read the text
and respond to queries [20]. OpenAI released GPT-1 in 2018.
GPT-1 was a major move forward in AI development because
it enabled computers to comprehend textual material in a

more natural manner than before. This generative language
model was able to learn a wide variety of connections and
gain immense knowledge on a varied corpus of contiguous
text and lengthy stretches [21]. This happened after being
trained on a huge BooksCorpus dataset. In terms of design,
GPT-1 employs a 12-layer decoder architecture transformer
with a self-attention system for training. GPT-1’s capacity to
execute zero-shot performance on different tasks was one of
its major success as a result of its pre-training. This ability
demonstrated that generative language modelling can be used
to generalize the model when combined with a successful
pretraining idea. With TL as its foundation, GPT models
evolved into a potent tool for performing NLP tasks with
minimal fine-tuning [22]. It paved the way for other models
to progress even more in generative pre-training using larger
datasets and parameters. [18].

To create a better language model later in 2019, OpenAI
created a GPT-2 using a bigger dataset and more parameters.
The model design and execution of GPT-2 are some of
the key advancements [23]. With 1.5 billion parameters,
it has 10 times the size of GPT-1 (117 million parameters),
and it has 10 times as many parameters and data [21].
By using only the raw text as input and utilizing little to
no training examples, it is effective in terms of resolving
various language tasks related to translation, summarization,
etc. Evaluation of GPT-2 on various downstream task datasets
revealed that it excelled by substantially increasing accuracy
in recognizing long-distance relationships and predicting
sentences [24].
The most recent iteration of the GPT model is GPT-3.

It is a sizable language prediction and production model
created by OpenAI that can produce lengthy passages of the
source text. GPT-3 eventually emerged as OpenAI’s ground-
breaking AI language software. Simply put, it is a piece
of software that can create lines on its own that are so
distinctive they almost sound like they were written by a
human [25]. The GPT-3 program is presently accessible with
limited access via a cloud-basedAPI, and access is required to
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FIGURE 2. GPT Road Map.

investigate the utility. Since its debut, it has produced several
interesting apps. Its capacity, which is about 175 billion
parameters big and 100 times larger than GPT-2, is a key
advantage. It is taught using a corpus of 500 billion words
called ‘‘Common Crawl’’ that was gathered from a sizable
content archive and the internet [26]. Its other noteworthy
and unexpected capability is its ability to carry out basic
mathematical operations, write bits of code, and carry out
clever tasks. As a result, NLP models can help businesses by
responding more quickly to requests and accurately keeping
best practices while minimizing human mistakes [27]. Due
to its intricacy and size, many academics and writers have
referred to it as the ultimate black-box AI method. Due to the
high cost and inconvenience of performing inference, as well
as the billion-parameter size that makes it resource-intensive,
it is difficult to put into practice in jobs [24].
GPT-4 was named as the successor of GPT-3. In the

meantime, several AI models built on GPT-3.5, an updated
version of GPT-3, have been surreptitiously released by
OpenAI [28]. GPT-3.5 was trained on a mixture of text and
code. From the vast amounts of data collected from the web,
which includes tens and thousand ofWikipedia entries, social
media posts, and news items, GPT 3.5 learned the relations
between words, sentences, and various components. It was
utilized by OpenAI to develop several systems that have been
tailored to complete particular jobs [26]. It collected vast
amounts of data from the web, including tens of thousands
of Wikipedia entries, posts on social media, and news items,
and used that information to learn the relationships between
sentences, words, and word components [29].
The latest version of the GPT model by OpenAI is GPT-4

which is a multimodal big language model. It was launched
on March 14, 2023, and is now accessible to the general
public through ChatGPT Plus in a constrained capacity.

A waitlist is required to gain access to the business API [10].
Using both public data and ‘‘data licensed from third-party
providers,’’ GPT-4 was pre-trained to anticipate the next coin
as a transformer. It was then adjusted with reinforcement
learning based on input from humans and AI for human
alignment and policy conformance. In comparison to GPT-3,
which had context windows of only 4096 and 2049 tokens,
respectively, the group created two variants of GPT-4 with
context windows of 8192 and 32768 tokens.

C. GPT MODEL’S ARCHITECTURE
GPT models are based on neural networks that are used for
NLP tasks, such as language modelling, text classification,
and text generation.

The GPT model’s architecture is based on the transformer
model [30]. The Transformer model uses self-attentionmech-
anisms to process input sequences of variable length, making
it well-suited for NLP tasks. GPT simplifies the architecture
by substituting encoder-decoder blocks with decoder blocks.
GPT model takes the transformer model and pre-trains it
on large amounts of text data using unsupervised learning
techniques. The pre-training process involves predicting the
next word in a sequence given the previous words, a task
known as language modelling. This pre-training process
enables themodel to learn representations of natural language
that can be fine-tuned for specific downstream tasks [31]. The
following are the components of the GPT architecture.

• Input Embedding layer: The embedding layer maps the
input tokens (e.g., words or subwords) to continuous
vector representations, which can be processed by the
transformer blocks [32].

• Positional encoding: Since the transformer blocks do
not have any notion of order or position, positional
encoding is added to the input embeddings to provide
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information about the relative position of tokens.
Masking: In some cases, masking may be necessary to
mask certain input tokens (e.g., in language modelling
tasks, the model should only use tokens that come
before the target token). Transformer blocks: GPT
models are based on the transformer architecture.
It is designed for NLP tasks and has been widely
used in applications such as machine translation, text
classification, and text generation. Transformers allow
the model to focus on different areas of the input while
processing [33].

• Linear and Softmax Functions: In the GPT architecture,
the softmax function is commonly used for classification
tasks. The softmax function is applied to the output of
the final layer of the model. It generates a probability
distribution over a set of output classes. The output of
the final layer is specifically converted into a set of logits
before being normalized with the softmax function.
The normalized values obtained from the model can
be interpreted as the likelihood or probability that a
particular input belongs to each of the output classes.
The query, key, and value vectors for each token in the
input sequence are frequently calculated using linear
functions in the attention mechanism. The output of the
multi-head attention layer is transformed using them in
the feedforward layers as well. The output layer also
employs linear functions to forecast the following token
in the sequence [34].

• Pre-training: Pre-training is a key component of the
GPT architecture. In pre-training, the model is trained
on a large amount of data in an unsupervised manner
even before fine-tuning the model for specific tasks like
classification and text generation.

• Fine-tuning: Fine-tuning is the process of adapting a
pre-trained neural network model, such as GPT, to a
new task or dataset by further training the model on that
task or dataset. Fine-tuning in GPT involves adjusting
the parameters of the pre-trained model to optimize
performance on a specific downstream task, such as text
classification or text generation [35].

• Language modeling: Language modelling is a key task
in the GPT architecture. In the case of GPT, the language
modelling task is performed during the pre-training
phase of the model. In pre-training, the model is trained
based on a large amount of data using a language model
objective. It is the task of predicting the next word in
sequence based on the previous words. It allows the
model to learn relationships between the words and their
meaning in the training data [36].

• Unsupervised learning: Unsupervised learning is an
ML algorithm which enables the model to learn form
unlabelled data without any human intervention. GPT
models use unsupervised learning in the pre-training
phase to understand the relationships between the words
and their context in the training data [37].

FIGURE 3. Transformer architecture.

D. HOW DO GPT MODELS WORK?
GPT models work by using a transformer which is a neural
network architecture that processes the input sequences of
natural language text [38]. The GPTmodel uses unsupervised
learning techniques to pre-train this transformer architecture
on a significant amount of text input [39]. The model gains
the ability to anticipate the subsequent word in a sequence
based on the preceding words during pre-training. Language
modelling is the process that enables a model to discover
the statistical connections between words and their context
in training data. Fig. 5 shows the various stages of GPT
operation. The first step entails supervised fine-tuning, the
second step involves producing optimal responses to input,
and the third step involves proximal policy optimization and
reinforcement learning.

The model can be fine-tuned for particular tasks, like
text classification or text production, after pre-training.
The model is trained on a smaller dataset that is unique
to the work at hand during fine-tuning, and the model’s
parameters are changed to maximize performance on that
task [8]. Fig. 3 shows the general transformer architecture of
GPT.

When used for text creation, GPT models create text by
anticipating the following word in a series based on the
previously created words. Depending on how it has been
modified, the model can produce text that is comparable
to the input text or that adheres to a certain theme or
style. Fig. 4 projects the GPT model’s transformer archi-
tecture and input transformations for fine-tuning different
tasks.

54614 VOLUME 12, 2024



G. Yenduri et al.: GPT—Review on Technologies, Applications, Challenges, and Directions

TABLE 3. Comparison of different versions of the GPT model.

FIGURE 4. Transformer architecture and input transformations for fine-tuning on
different tasks.

FIGURE 5. How does GPT work.

E. COMPARISONS OF GPT VERSIONS
There are several versions of GPT model, each having their
own features and capabilities. Table 3 presents a comparison
of various versions of the GPT model. The table presents
the following details like year of release of the GPT model,
parameters, tokens generated, input type, features of each
model, drawbacks of each model, and the size of each model.

GPT is a generative model known as Generative AI
(GAI) that focuses on creating or generating new content,
such as images, text, music, or other forms of data.
Unimodal, multimodal, and cross-modal generative AI are
distinct approaches within generative AI models that involve
handling and generating data from either a single modality
or multiple modalities. Unimodal generative AI focuses on
generating data from a single modality such as images,

text, audio, or video. Multimodal generative AI involves
generating data that integrates information from multiple
modalities at the same time, aiming to create outputs
from different modalities. For instance, if a multimodal
generative AI model is trained on a dataset containing
both images and corresponding textual descriptions, it can
generate novel image-text pairs that maintain coherence and
alignment between the visual and textual elements. Cross-
modal generative AI extends its capabilities by combining
multiple modalities and instead, focuses on generating data
across different modalities. It encompasses the task of
generating data in one modality based on inputs from a
different modality. In other words, it allows the generation
of data in a specific modality using information from a
separate modality as a reference or input. In general, GPT
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FIGURE 6. A comparison between unimodal, cross-modal, and multimodal modal
GPTs.

model adopts an unimodal approach, designed to generate
textual outputs based on the patterns and structures it has
learned from the training data. Fig. 6 shows the comparison
between unimodal, multimodal and cross-modal Generative
AIs. Thus, this section describes about the evolution, and
architecture of GPT models by comparing the different
versions of GPT models and its types.

III. ENABLING TECHNOLOGIES
GPT is a convergence of several technologies. It is enabled by
the latest technologies like Big data, AI, Cloud Computing,
EC, 5G and beyond networks, and HCI. In this section,
we provide an overview of enabling technologies related to
GPT. The major technologies that constitute the GPT models
are depicted in Fig. 7.

A. BIG DATA
Big data refers to the vast amounts of structured and
unstructured data generated by businesses, individuals, and
machines. The proliferation of new technologies, such as
the IoT, has led to an explosion of data production from
sources like social media, sensors, and transaction-based
systems [40].

The emergence of big data has revolutionized the way
organizations approach data analysis and decision-making.
The training provided by this massive amount of data has
yielded valuable insights for the use of advanced models like
GPT in the field of NLP [41]. The GPTmodels utilize DL and
big data for natural language generation, with GPT-4 being
the most advanced model to date [42]. The training data for
GPT models typically include millions or even trillions of
data from a diverse range of sources, such as books, articles,
websites, and social media platforms. This large and diverse
training data helps GPT models capture the variations in
language usage, making them more accurate and effective at
NLP tasks. As a result, GPTmodels may be used for a variety
of tasks, including question-answering, text summarization,
and language translation [43]. Moreover, since GPT models
can learn from a variety of data sources, they can be tuned
for certain tasks and domains, making them very adaptive
and versatile. GPT model has the potential to be utilized
for a variety of activities, including the creation of images

and videos in addition to its excellent language processing
capabilities [44].
While big data presents numerous benefits to GPT,

by enabling the models to get trained with large amounts of
data, it also presents several challenges [45]. GPT is trained
on a variety of data, large amounts of data, and also sensitive
data. Thus, ensuring data accuracy, privacy concerns, and
ethical use of data are some of the challenges that must be
considered. However, with the continuous growth of available
data, GPT models will become even more advanced and
capable of performing increasingly complex tasks [46]. The
future of big data as an enabling technology for GPT models
is promising, with the potential to revolutionize the field of
NLP. As technology continues to advance, organizationsmust
prioritize ethical considerations and data accuracy to fully
harness the benefits of big data and GPT models.

B. ARTIFICIAL INTELLIGENCE
AI refers to the simulation of intelligent behaviour in
machines that are programmed to learn from their experience
to reason, understand natural language, and perceive their
environment [47]. AI gives machines the ability to sense their
surroundings, deal with what they see, handle issues, and take
action to reach a particular objective. The importance and
capability of AI is growing all the time.

AI enables GPT models to allow machines to comprehend
and react to human language. There are several ways in
which AI can continue to help improve GPT and make
it more powerful and effective in its language generation
capabilities [48].
The following are the several ways through which AI can

make GPT models more powerful:
1) Fine tuning
2) Dialogue generation
3) Natural language understanding

GPT’s model performance on particular tasks can be
enhanced by utilizing AI approaches. For instance, it can
be trained on a large corpus of text from a particular field
such as legal documents or medical literature to better
grasp and produce language in that field [4]. Considering
dialogue generation, AI techniques such as reinforcement
learning and sequence-to-sequence models can be used to
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enable GPT generate more natural and engaging dialogue
in conversational contexts. Similarly, AI techniques such as
semantic parsing and named entity recognition can be used to
help GPT better understand the meaning of language and the
relationships between words and phrases. This can enable it
generate more accurate and coherent language [14].

The development and enhancement of GPT model lan-
guage production capabilities depend heavily on AI, and
GPT’s capabilities will continue to be growing by continuous
research and development in AI.

As GPTmodels become more advanced, there are growing
concerns about the potential for them in reinforcing biases
and propagate harmful or offensive content [49]. Some of
these concerns also include bias which can lead to unintended
discrimination and unfairness, lack of understanding of the
context that can lead to misunderstandings or incorrect
responses, poor data quality can lead to inaccurate or
biased models, ethical concerns like privacy and auton-
omy [50]. AI models like GPT require significant amounts
of computational power to train and run, which can have
a significant environmental impact due to their high energy
consumption [51].

Though AI has a great deal of promise, it’s critical to be
aware of the underlying issues and make efforts to fix them
to ensure that it is utilized responsibly and morally for GPT.

C. CLOUD COMPUTING
Cloud computing refers to the on-demand availability of
computer resources, such as storage, processing power,
and applications, delivered over the internet [52]. The
GPT model’s successes are possible not only because of
algorithmic evolution but also increased computational capa-
bilities i.e. exponential growth in hardware (computational
power, storage capacity), cloud computing, and related
operational software [53]. The applications for cloud and EC
working together such as natural language generation, image
completion, or virtual simulations from wearable sensors see
that the work is made more compute-intensive [54].
GPT models need a lot of computational power to analyze

a lot of data, and cloud computing offers the scalability
required to copewith demand spikes.Without worrying about
the constraints of on-premises hardware, GPT models can
rapidly and easily scale up or down as needed with cloud
computing [55]. Cloud-based platforms like Amazon Web
Services (AWS) or Google Cloud Platform (GCP) provide
access to distributed computing resources that can be used
to train GPT. Since cloud computing provides web-based
solutions and thereby does not require the purchase and
maintenance of costly hardware, it can be a cost-effective
choice for a GPT model. By utilizing cloud computing, the
GPT model can only pay for the computing resources it
uses [56]. The other added advantage of cloud computing
in GPT is, it gives GPT models the freedom to access
computing resources whenever it wants, from any location in
the world. This makes GPT models more accessible to users
by enabling smooth operation across a variety of gadgets

and platforms [57]. Cloud computing providers offer high
security and compliance standards, which can protect the
GPT model and its data from online dangers. Cloud service
providers also possess the knowledge and tools necessary
to effectively address security problems and stop data leaks.
Cloud-based storage services, such as Amazon S3 or Google
Cloud Storage, provide scalable and reliable storage for
GPT’s data.

Despite the advantages of cloud computing where it can
help GPT models to operate more efficiently, effectively, and
securely, there are also a few technological aspects where it
creates a drawback for GPT [58]. To function properly, the
GPT model needs a sizable amount of computing power and
data storage. These resources can be accessible online with
cloud computing. As a result, continued operation of the GPT
model requires a robust and dependable internet connection,
and any breakdown in connectivity may result in delays or
even data loss. There are some security concerns when storing
sensitive data, such as personal information or trade secrets,
in the cloud which can be risky if proper security measures
are not in place [53]. While cloud computing can be more
cost-effective than building and maintaining an in-house
computing infrastructure, it can still be expensive for long-
term use. It also suffers issues like performance variability,
limited availability etc.,

D. EDGE COMPUTING
The rapid growth of IoT, a large amount of data from several
IoT devices, and also cloud services have necessitated the
emergence of a concept called EC. EC is an open AI and
distributed design with decentralized computational power.
In EC, there is a lesser need for clients and servers to
communicate over long distances, which lowers latency and
bandwidth utilization.

Instead of depending on centralized data centers,
EC entails bringing computing capacity and data storage
closer to the consumer [59].

In GPT, where there is a need for real-time data analysis,
EC plays a major role in faster processing and better
efficiency in producing good results [60]. GPT models are
typically large and complex, requiring significant processing
power to run. By deploying GPT models on the edge devices,
closer to the source of data, latency can be reduced in replying
to users who seek information through the GPT models
by eliminating the need to move data back and forth from
end devices to the cloud. Since EC maintains data near the
periphery and away from centralized servers, it can offer
improved security and more privacy protections in the case of
the requests made by users through GPT [61]. GPT models
utilize a lot of data for learning and thereby the cost of
data transfer also increases with data volume. EC can aid
in controlling data transfer expenses. EC can also help in
lowering the amount of bandwidth by pre-processing the data
even before transferring it to the cloud. Particularly when
analyzing photos or videos, GPT models can produce a lot
of data [62]. EC accelerators, such as graphics processing
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FIGURE 7. Enabling technologies of GPT models.

units (GPUs) and field-programmable gate arrays (FPGAs),
can be used to speed up GPT model inference and training.
These accelerators can be integrated into edge devices or edge
servers, providing more efficient processing of GPT models.

EC and GPT models make a great combination. Com-
parative to cloud data centres, edge devices may have
constrained computation and storage capabilities [63]. This
might limit the scope of GPT models that can be installed
on edge devices in terms of size and complexity. Since GPT
models handle large and varied data, EC can also increase
security risks and data privacy concerns. Implementing
EC in existing infrastructure can be difficult and require
significant investment in hardware, software, and networking
components. This can be a barrier for many organizations
which are using the GPT model and EC [64].

E. 5G AND BEYOND NETWORKS
5G networks represent the latest generation of cellular
networks that promise faster data speeds, lower latency,
and the ability to connect a vast number of devices
simultaneously [65]. 5G and beyond networks enable faster
data transmission speeds than previous generations of cellular
networks, which can help in training and deploying larger
and more complex language models. This can result in
faster training times and better performance. 5G and beyond
networks can provide lower latency than previous generations
of cellular networks, which can reduce the time required
for communication between GPT and other devices, such
as servers or other language models [66]. This can improve
the real-time response of the GPT model for applications
that require quick and accurate language processing. 5G
and beyond networks offer improved connectivity options,

such as increased capacity and more reliable connections,
which can help in scaling up the deployment of the GPT
model for large-scale language processing tasks. With the
deployment of 5G and beyond networks, EC is becoming
more prevalent. This means that a GPT model can potentially
be deployed closer to the end-user, reducing the latency and
improving the response time for applications that require
real-time language processing [67]. Ultra-Reliable Low-
Latency Communication (URLLC) is a key feature of 5G
networks. In the context of GPT language models, URLLC
can enable real-time and reliable communication between
multiple devices, such as edge devices, cloud servers, and
end-users [68].
Though 5G and beyond technology offers potential advan-

tages toGPTmodels, it is also important to note that the actual
impacts of this technology may change depending on how it’s
implemented and used. 5G enables the access to uncontrolled
access to the Internet,it may attract cybersecurity risks and
privacy concerns [69]. Also, as GPT uses a large amount of
data for analysis it could also cause privacy concerns. 5G and
beyond networks in GPT models need high infrastructural
requirements which is a costly process.

F. HUMAN COMPUTER INTERACTION
HCI, which is multi-faceted, concentrates on the design of
computer technology and, in particular, on how people and
computers communicate with each other [70].

HCI has a greater influence over GPT models. As a
language model, GPT is designed to interact with humans
by generating natural language responses to input text. HCI
research can help designers create more effective input
mechanisms for the GPT model, such as natural language
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interfaces, that allow users to communicate more easily and
accurately with the model [71]. HCI also helps in enhancing
the GPT model’s user experience by creating interfaces that
are more intuitive and user-friendly. This makes it easy for
the users to interact with GPT models and understand their
responses [72]. HCI also estimates the performance of GPT
models by evaluating their responses with real-time users
and identifies the areas where the model needs improvement,
thereby improving its reliability and accuracy. HCI enhances
the usability of GPT models by reducing the time and effort
required for the users to interact with [73].

While HCI can be incredibly helpful in improving the
design and usability of GPT models, there are also some
potential drawbacks to consider. If the research is not
conducted with a diverse group of users, HCI can introduce
biases into the design of the GPT model. HCI techniques can
be expensive and time-consuming. As GPT models become
more complex, it may become more difficult to design
interfaces and input mechanisms that are both effective and
user-friendly [74]. HCI may not always be able to provide
the necessary insights or feedback to drive improvements in
GPT models. There are also ethical concerns around the use
of GPT models, including issues related to privacy, bias, and
the potential misuse of the technology [75]. As GPT models
become more complex, it may become more difficult to
design interfaces and inputmechanisms that are both effective
and user-friendly.

IV. IMPACT OF GPT MODELS ON VARIOUS
APPLICATIONS
GPTs have made significant progress, and its impact is
being felt across various industries like education, healthcare,
industry, agriculture, travel and transport, e-commerce,
entertainment, lifestyle, gaming, marketing, and finance. This
section provides valuable insights on the impact of the GPT
models in the aforementioned applications as depicted in
Fig. 8.

A. EDUCATION
1) INTRODUCTION
Education has been around for centuries, with traditional
education being the most common form. Traditional edu-
cation involves a teacher imparting knowledge to a group
of students in a physical classroom. While successful,
traditional education can be restrictive and inflexible, limiting
students’ ability to learn at their own pace and in their
preferred style. It can also be limited by geography,
as students need to be physically present in a classroom
to learn. Technology has emerged as a solution to some of
these issues, allowing for personalized learning experiences
and more engaging, accessible resources. Online learning
platforms, digital textbooks, and multimedia tools offer
students access to a vast array of resources from anywhere
in the world. Technology can also facilitate collaboration and
communication among students and teachers, leading to a

more dynamic and interactive learning experience. Distance
learning, hybrid learning models, and online classes are
examples of how technology can help break down the barriers
of traditional education, making learning more flexible,
efficient, and effective. By integrating technology into
traditional education, we can create a more personalized and
effective learning experience, benefiting students worldwide.

2) IMPACT OF GPT IN EDUCATION
The field of education is constantly evolving, with advance-
ments in technology playing a significant role in shaping
the way we learn and teach. One such technology that has
the potential to transform the education industry is GPT.
As a large language model trained on a vast amount of
data, GPT can generate human-like text that is coherent
and informative, making it a valuable tool in developing
educational content such as textbooks, study guides, and
course materials. Furthermore, GPT can be used to analyze
and summarize complex text, which can help educators and
students save time and increase comprehension. With its
ability to support NLP applications and create intelligent
tutoring systems, GPT has the potential to revolutionize the
way we learn and teach. In this context, following section will
explore the different ways in which GPT can contribute to the
education industry and transform the future of learning.

• Intelligent Tutoring: Intelligent tutoring is a teaching
approach that uses AI and ML to provide personalized
and adaptive instruction. It analyzes student perfor-
mance data, understands their strengths and weaknesses,
and generates customized learning paths. It provides
immediate feedback, personalized guidance, and reme-
dial support. It is effective in improving learning
outcomes, increasing student engagement, and reducing
learning time. With advanced natural language pro-
cessing capabilities, GPT can enhance the personalized
and adaptive instruction provided by intelligent tutoring
systems. It can analyze natural language input from
students, enabling intelligent tutoring systems to better
understand and respond to their queries, needs, and pref-
erences. It can also generate personalized feedback and
assessment based on the individual learning progress of
each student, helping them to identify and address their
knowledge gaps and improve their performance. GPT
can also analyze student performance data and generate
adaptive learning paths that provide customized instruc-
tion and remediation, ensuring that each student learns
at their own pace and achieves their learning objectives.
Additionally, it can create interactive dialogue systems
that simulate natural conversations between students
and virtual tutors, making learning more engaging,
interactive, and personalized [76]. The authors in [75]
have identified that GPT-4 model outperforms general-
purpose GPT-3.5 model as well as GPTs (Med-PaLM,
a prompt-tuned version of Flan-PaLM 540B) specailly
trained on medical data. The authors have tested
GPT-4 models’ ability to explain medical reasoning,
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FIGURE 8. The impact of GPT models on various applications.

personalize explanations to students, and interactively
craft new counterfactual scenarios around a medical
case.

• Learning assistance andmaterial development: Learning
materials are critical in education as they provide a
structured way for students to acquire knowledge and
skills. They can be tailored to meet the needs of diverse
learners and make learning more engaging and effective,
supporting teachers to create a more dynamic and
interactive learning environment. GPT can contribute to
creating learningmaterials by automating content gener-
ation, providing multilingual content creation, language
correction, personalized content creation, conducting

topic research, and generating assessments. It saves
time and effort for educators and publishers, improves
the accuracy and readability of material, and makes
learning more engaging and effective. GPT can generate
high-quality content such as summaries, quizzes, and
lesson plans based on specific learning objectives,
making learning accessible to a wider audience. It can
analyze written content and provide suggestions to
improve grammar, punctuation, and readability. GPT
can also assist in research writing by suggesting ideas
for structure, rephrasing and organizing content, and
identifying gaps in research [77]. Moreover, GPT can
also provide personalized feedback based on individual
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learning progress, enhancing the development of more
comprehensive and informative learning materials.

• Automated Assessments: Automated assessment in
education uses technology to evaluate students’ learning
outcomes, providing immediate feedback and reducing
potential bias in grading. It can also help teachers
identify areas where students may need additional
support, enabling them to tailor their teaching methods
to better meet individual needs. GPT with its advanced
natural language processing skills, can help in auto-
mated assessment by analyzing and grading student
responses to various types of assessment questions,
including essays and short answer questions. It can also
provide feedback to students [78], such as highlighting
areas for improvement and suggesting further reading or
resources. GPT’s natural language processing capabili-
ties can help to identify the meaning and context of stu-
dents’ responses, making automated assessment more
accurate and effective. Additionally, GPT can generate
personalized learning materials and exercises based on
students’ assessment results, supporting educators to
create more tailored and effective learning experiences.
The authors in [79] have usedChat GPT in evaluating the
students’ assignments such as quiz style questions, and
also in generating relevant practice problems to improve
content retention and understanding. The results were
promising in the classroom. The authors believe that
Chat GPT has the significant ability in reducing the load
of instructor without compromising students’ learning
outcomes.

• Fostering Creativity: Creativity thinking plays a vital
role in education by encouraging students to think
beyond traditional boundaries and develop innovative
solutions to complex problems. It helps students to
approach learning with an open mind and a willingness
to explore new ideas, leading to greater engagement
and motivation. GPT’s ability to generate human-like
responses and creative writing can aid in improving
creativity. It can help improve creativity by generating
new and innovative ideas based on vast amounts of
data and information. By analyzing patterns in language
and identifying connections between different concepts,
GPT can suggest novel approaches to teaching and
learning. Additionally, GPT can also generate creative
prompts or challenges for students, encouraging them to
think outside the box and approach problems in unique
ways [80]. GPT can also analyze and evaluate students’
creative work, providing feedback and suggestions for
improvement. So, GPT can be a valuable tool for
promoting and enhancing creativity among students and
faculty members.

3) CHALLENGES
There are several advantages to incorporating GPTs in
education, but it is essential to acknowledge the potential
limitations. While GPTs can quickly generate information,

they may impede students’ critical thinking and problem-
solving skills. Furthermore, learners who benefit from
personal interaction with instructors may find the lack
of human involvement disadvantageous. GPTs rely on
statistical patterns, so they cannot provide a comprehensive
understanding of the material being taught [78]. Privacy
concerns arise when using sensitive student data in GPTs
for educational purposes. Additionally, since GPTs cannot
provide citations, it is challenging to identify the source of
information generated. The cost of maintaining GPT may
be prohibitive for schools and educational institutions with
limited resources. Finally, distinguishing between reliable
and unreliable information generated by GPTs can be
difficult, so it is necessary to have human oversight to ensure
data accuracy and regulate access.

4) SUMMARY
GPT offers numerous advantages in the education sector,
including personalized and adaptive instruction, automated
assessment, creative writing support, and research writing
assistance. They have the potential to revolutionize teaching
by creating lesson plans and activities, responding to
natural language queries, and integrating multiple digital
applications. However, there are also challenges to consider,
such as the potential negative impact on critical thinking
and problem-solving skills, lack of human interaction, data
security and privacy concerns, inability to provide full
comprehension, lack of citations or sources, high cost of
maintenance, and potential for producing unreliable informa-
tion. Further research is needed to explore human-computer
interaction and user interface design to integrate GPT into
educational workflows while ensuring that the information
they provide is accurate and reliable.

B. HEALTHCARE
1) INTRODUCTION
Before technology became widespread in healthcare, health-
care services were primarily delivered through face-to-face
interactions between healthcare professionals and patients.
Traditional healthcare faced several challenges, including
limited medical instruments, paper-based health records,
patients receiving care mostly in hospitals or clinics, physical
travel requirements to receive medical attention, and lim-
ited medical research. Despite these challenges, traditional
healthcare still provided valuablemedical services to patients.
However, with the introduction of technology, healthcare
has become more efficient, accessible, and personalized,
resulting in improved patient outcomes and better overall
healthcare services. Technology has become an essential
aspect of society, as reflected in the significant investments
made in this sector. Despite the advancements in technology,
the healthcare industry still faces various new challenges,
including access to healthcare, high costs, personalized
medicine, data privacy and security concerns, and an aging
population. However, technology has the potential to address
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these challenges and improve the efficiency of healthcare
services.

2) IMPACT OF GPT IN HEALTHCARE
Recent years have seen significant advancements in tech-
nology, including in the healthcare industry. Biotechnology,
medical devices, and pharmaceuticals have undergone trans-
formations through the use of cutting-edge technologies like
DL [81] and ML [82]. Currently, the healthcare sector is
utilizing various forms of AI techniques for medical research
and providing medical services. One such technique is the
GPT features of NLP, which hold immense potential for
the healthcare industry. GPT can help to overcome several
challenges in healthcare in multiple ways. For instance,
it can be used to develop intelligent systems that assist
doctors in making accurate diagnoses and providing clinical
assistance [83], [84]. GPT can also analyze large volumes
of medical data and generate reports. Furthermore, it has
potential applications in drug discovery [85], [86], person-
alized medicine, patient diagnosis, medical image analysis,
analyzing electronic health records, clinical decision support
systems, and disease prediction.

• Drug Discovery: Recent AI and machine learning tech-
niques [87], [88] are having the potential to contribute to
the growth and development of drug discovery. GPTs are
capable of learning new patterns and relationships [89]
in the dataset they were trained on. This capability can
be used in drug discovery to aid in the identification and
design of potential new drugs with desired properties
[90]. One of the key challenges in drug discovery is
finding compounds that can interact with specific parts
of the body. GPT can help in this process by learning
the patterns and relationships from large databases of
known compounds [85]. GPT can be trained on large
sets of chemical databases to analyze chemical reactions
and their outcomes. This can help suggest potential
combinations of new drugs using the analyzed data.
These new drugs can also be analyzed using GPT to test
their efficacy and toxicity.

• Diagnosis: GPT can be used in medical diagnosis
by analyzing patient data. It can help to analyze
medical records and extract information such as patient
demographics, symptoms, and medical history. This can
help medical professionals provide effective patient care
and improve outcomes. The recent release of GPT-4 has
the ability to support multimodal information, allowing
it to analyze images as input and produce text results
as output [91]. It is recommended to use AI systems
such as a GPT, as clinical support tools to assist medical
professionals in diagnosing and treating patients, but
they should not be relied upon as the sole source of
medical advice or decision-making. GPT can also be
used to identify rare diseases by analyzing patient’s
complete information. The authors in [92] have used a
general-purpose GPT based on GPT-3 model for patient
diagnosis and triage. The model has given a triage

accuracy of 70%which was worse than a physician. But,
in next subsequent weeks, the accuracy has improved to
92% which is close to the performance of a physician.
In diagnosis, GPT-3 model has given 88% accuracy.
For emergency cases, GPT-3 has given 75% accuracy
whereas physician has given 94%.

• Disease prediction: GPT has great potential in disease
prediction [93]. By analyzing large amounts of medical
data, including patient records, medical images, and
clinical trials, these pre-trained language models can
learn patterns and make predictions about the likelihood
of a patient developing a particular disease. For instance,
trained healthcare GPTs can be used to predict the
occurrence of diseases such as diabetes, heart disease,
and cancer by analyzing various parameters, including
the patient’s medical history, age, family history, and
lifestyle. It can also be used to predict the likelihood of a
rare disease This helps in the early detection of high-risk
patients so that medical personnel can take necessary
measures and suitable medicines to reduce the risk of
developing the disease. The medical practitioner and
author in [94] have recommended using GPT-4 models’
ability of NLP in bariatric surgery.

• Personalized medicine: The COVID-19 pandemic has
highlighted that not all body systems are clinically
similar. For instance, during the pandemic, medicines
like Remdesivir and Tocilizumab have been effective
for one category of patients but do not affect another
category of patients with similar clinical metrics, as they
progress from a mild or moderate level of infection
to a severe stage [95]. This highlights the need for
personalized medicine in today’s world. GPT can be
used to identify variable patterns of data to predict or
classify hidden or unseen patterns, which can be used for
exploratory data analysis. GPT provide the possibility
of identifying personalized medicines [96] based on the
clinical, genomic, and nutritional data of patients. The
dietician and the author in [97] have observed that the
utilization of Chat GPTs has significantly decreased
obesity rates among patients by offering personalized
recommendations regarding nutrition plans, exercise
programs, and psychological support. This approach
allows for the development of customized treatment
plans that cater to the specific needs of individuals,
leading to a more efficient method of treating obesity
with the assistance of Chat GPT.

3) CHALLENGES
While GPT is a powerful language model with numerous
applications in healthcare, it is not without its challenges.
The primary challenge is data bias. As GPT models are also
learning models, the significant drawback of biasing is also
applicable to GPT. GPT can be susceptible to bias. If the
data used to train the model is biased, the model will learn
from it and replicate the bias. This leads to incorrect treatment
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and predictions. Another challenge is the transparency of the
model. GPT is complex to understand and interpret. This lack
of transparency in technology can make doctors and medical
personnel not believe in the predictions, which may result
in a hesitancy to trust and adopt technology [98]. Another
important concern is security and privacy issues. As it is
a model to be trained on data, there is a huge amount of
sensitive information about the patients to be used to improve
the algorithm and its performance. This results in significant
security and privacy concerns related to the use of GPT
in healthcare. The final and important challenge is limited
clinical validation. GPT are showing promising improvement
in various fields of healthcare, such as drug discovery, and
disease prediction. But still, their effectiveness and accuracy
in medical research and clinical settings have yet to be
validated. More research and clinical trials are required to
prove that GPT can transform the medical industry with full
trust.

4) SUMMARY
GPT have the potential to revolutionize the healthcare
industry by contributing to drug discovery, personalized
medicine, clinical support in making decisions, diagnosis
support, and disease prediction. This can be helpful for
human beings to predict the disease in advance and treat
it through proper medicine. However, there are significant
challenges that are to be addressed, such as technology
adoption, data bias, regulatory challenges, and security and
privacy issues. It is so important to analyze and evaluate the
benefits and risks of using GPT in healthcare and to continue
to monitor their development and implementation.

C. INDUSTRY
1) INTRODUCTION
An important economic transition from agriculture and
handicrafts to large-scale industry and automated production
was achieved by the industrial revolution. Efficiency and
productivity were raised as a result of modern equipment,
energy sources, and labour arrangements. New opportunities
and challenges have been created as a result of the quick
development of new technologies in both the workplace
and other industries [99]. The utilization of big data is a
well-known technology-driven trend. Nowadays, companies
have access to enormous volumes of data that may be
examined to uncover insightful information. Big data can
help businesses make wise decisions and discover areas
for development. AI is another innovation that is changing
industries. AI systems have the ability to analyse complex
data, automate procedures, and make wise conclusions [100].
This improves production by increasing its dependability,
adaptability, and efficiency. The process of ‘‘digitalization,’’
which includes incorporating digital technologies into every
element of business, is creating industries to become more
flexible, efficient, and valuable. Businesses may automate
tedious work, improve client experiences, and streamline

operations by implementing digital solutions. In today’s
digitally-driven world, adopting technological advancements
is essential for maintaining competitiveness and promoting
growth.

2) IMPACT OF GPT IN INDUSTRY
In industrial scenarios, GPT has the potential to be applied
as a sustainability tool, assisting businesses in evaluating
and enhancing their sustainability goals. Companies can
improve supply chain tracking and query response by
integrating pre-trained transformer models like ChatGPT
with supply chainmanagement platforms [101]. Additionally,
GPTs can offer modifications to the production process that
might increase efficiency [102]. GPT can also help users
make knowledgeable decisions about how to use resources,
allowing businesses to remain competitive while reducing
their environmental effect. For example, the GPT-2 model
has demonstrated efficacy in sentiment analysis, providing
insightful data for numerous applications [103].

• Hospitality sector In the hospitality industry, hotels
place a high focus on providing satisfying guest
experiences. To ensure that every tourist is satisfied
during their stay, this necessitates adapting to their
requirements and preferences. Hotels may improve the
guest experience in a number of ways by integrating
GPT into their website or mobile application. Hotels
may respond to consumer inquiries in a timely and
precise manner by utilizing GPT [104]. Customers do
not have to wait for human assistance when looking
up information about facilities, booking procedures,
or room availability. Customers’ overall satisfaction
with the hotel’s services is increased as a result of the
large reduction in client wait times. GPTs can also make
it easier for visitors who speak multiple languages to
communicate [105]. Hotels can offer a more inclusive
and welcoming experience for visitors from other
countries by removing linguistic obstacles. Hotels may
provide their visitors with immersive and engaging
experiences by combining GPT with AR technologies.
For instance, customers can use their mobile devices to
get AR guided tours of the hotel or nearby attractions,
offering a distinctive and entertaining way to explore
the surroundings and learn more about the hotel’s
amenities.GPTs integration into various aspects of the
hospitality industry gives hotels the ability to deliver
streamlined, tailored, and effective services, increasing
client happiness and loyalty.

• Fashion: By providing highly customized user recom-
mendations based on personal style, brand preferences,
and particular clothing or accessory demands, collab-
orative filtering and AI algorithms have undoubtedly
revolutionized the fashion business. The amount of
personalization has been further increased in this context
by the incorporation of GPT, dramatically altering the
purchasing experience for customers [106]. Fashion
platforms may analyse a significant quantity of user
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data, such as browsing history, purchasing behaviour,
and style preferences, using the advanced capabilities
of GPT to produce tailored recommendations. Fash-
ion platforms can direct consumers towards clothing
options that fit their desire for sustainable fashion
by including eco-friendly fabric selections into the
system. GPT improve users’ general fashion knowledge
and confidence while enabling users to keep up with
the most recent trends. The image-text retrieval skills
of GPT significantly improve visual search capability
in fashion platforms [107]. Users may make more
confident shopping decisions and minimize the need for
returns by visualizing how various clothing items and
accessories would appear on them without physically
trying them on. The model may recommend the proper
size for various brands and apparel products by taking
into account a user’s measurements, preferred fit styles,
and historical data. The overall purchasing experience
is enhanced and the frustration of wrong size is
decreased.

• Sustainability: Sustainable development means address-
ing current demands without sacrificing the capacity
of future generations to address their own needs.
Goals for sustainable development can be attained by
implementing GPTs in a variety of sectors, including
manufacturing and corporate operations [108]. The
models can estimate where energy saving measures
would bemost useful by analyzing past data and patterns
to provide insights into energy usage, pinpoint problem
areas, and recommend opportunities for improvement.
GPTs can aid in identifying sustainability-related prob-
lems, creating plans and strategies to solve them, inves-
tigating brand-new sustainable activities, keeping track
of advancements, and conducting routine reviews. Com-
panies can choose activities that will have the biggest
positive impact by grading tasks and actions according
to their impact on sustainability [109]. The models can
optimize supply chains for decreased carbon emissions,
minimized waste, and improved resource efficiency
by assessing elements including transportation routes,
packaging materials, and supplier practises [110]. This
results in more environmentally friendly production,
distribution, and sourcing procedures.

3) CHALLENGES
There are many different industrial fields where GPT models
can be applied; the three areas mentioned above are only a
few. However, for optimal use, the industrial sector needs
to be ready to adapt to a constantly changing environment.
Public and corporate policies must be developed over the long
term to promote the use of sustainable production techniques.
For enterprises, deploying pre-trained GPT models can be a
costly task. Continuous development and training are also
required to accommodate new and evolving inquiries as
client expectations change. Companies have to carefully

assess the benefits and costs before implementing the GPT
model because these continuing efforts raise the deployment
cost [111]. For industries to fully benefit from GPT models,
it is crucial to address issues with interpretability, data
reliance, and ethical considerations. Industry may therefore
take advantage of these GPT models’ advantages, make wise
decisions, and promote sustainable development.

4) SUMMARY
GPTs have the ability to have a positive impact on society
and business operations. They can speed up operations like
accounting, sales, andmarketing, increasing productivity. But
before they are widely used, ethical problems need to be
fully investigated. Technology products will change as GPT
models develop. To reap the benefits and reduce dangers, it is
essential to solve interpretability and data concerns. GPTs can
have a tremendous positive impact on businesses, society, and
the economy when they are used responsibly.

D. AGRICULTURE
1) INTRODUCTION
Traditional agriculture, a time-honored practice passed down
through generations, sustains civilizations with its crop
cultivation and livestock rearing methods. Rooted in a
deep connection to nature, it emphasizes sustainability
and local ecosystem understanding. Beyond providing sus-
tenance and livelihoods, traditional agriculture preserves
cultural heritage. However, it also faces challenges such as
labor-intensive processes and shortages, inefficient resource
utilization, vulnerability to pests and diseases, and limited
access to real-time data and environmental impact. Today,
by merging tradition with modernity, we have the oppor-
tunity to leverage technological advancements to enhance
productivity, sustainability, and resilience while honoring
the profound legacy of traditional agriculture for future
generations.

2) IMPACT OF GPT IN AGRICULTURE
GPTs have the ability to overcome the challenges of agricul-
ture. It offers valuable advantages to the agriculture sector.
It acts as a comprehensive knowledge source, providing
information on crop cultivation, pest management, and soil
health. By analyzing real-time data, GPT assists farmers
in making informed decisions regarding optimal planting
times and resource allocation. It plays a crucial role in
identifying and addressing crop diseases and pests accu-
rately. Moreover, GPT enables precision farming practices
by utilizing sensor data and satellite imagery, ensuring
precise irrigation, fertilization, and pest control. Additionally,
it provides market analysis and price prediction, empow-
ering farmers to navigate market conditions and optimize
pricing strategies. GPT also supports farm management
and planning, optimizing crop rotation and resource usage.
By facilitating agricultural research and innovation, GPT
contributes to advancements in crop breeding and sustainable
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practices. Embracing GPT in agriculture enhances decision-
making, efficiency, and sustainability, ultimately promoting
improved productivity and food security. For instance, GPT-
4 can educate farmers about new methods and goods and
warn them of potential issues or possibilities by analyzing
data from many sources [112].

• Improving Crop Yields:
With its data analysis capabilities and real-time rec-
ommendations, GPTs plays a crucial role in enhancing
crop yields. By examining historical yield data, weather
patterns, soil conditions, and crop management prac-
tices, GPT identifies valuable patterns and correlations,
providing insights and suggestions for optimal crop
management techniques [113]. It enables precision
farming by integrating data from sensors, satellites,
and IoT devices, granting timely guidance on resource
allocation for improved efficiency. Additionally, GPT
aids in the early identification and management of crop
diseases and pests, minimizing yield losses through
precise and prompt recommendations. Moreover, GPT
supports crop breeding and genetic optimization by
analyzing genetic data and plant characteristics, expe-
diting the development of high-yielding and resilient
crop varieties. Therefore, GPTs data analysis and
decision support capabilities significantly contribute
to enhancing crop yields and maximizing agricultural
productivity [114].

• Pest Control:
GPT offers significant support in the realm of pest
control in agriculture. By analyzing extensive data
on pests, including their behavior, life cycles, and
characteristics, GPT can provide valuable insights for
effective control measures. It aids in early pest detection
by analyzing sensor data and satellite imagery, enabling
proactive interventions to prevent pest spread and
minimize damage [115]. GPT also assists in determin-
ing suitable pest control methods tailored to specific
crops and pests, considering factors like environmental
impact and sustainability. Additionally, it contributes to
precision pest control by leveraging real-time data to
optimize timing and dosage of interventions, reducing
chemical usage and resistance risks. It also aids in
identifying natural enemies and beneficial organisms,
promoting natural pest control mechanisms such as
habitat diversification and companion planting. Through
GPT’s data analysis and recommendation capabilities,
it empowers farmers with informed decisions, leading to
more effective and sustainable pest management strate-
gies, ultimately reducing crop losses and enhancing
agricultural productivity.

• Identifying Diseases and Soil analysis:
GPTs offer valuable assistance in disease identification
and soil analysis within the field of agriculture. With
its ability to analyze extensive data sets, GPT can accu-
rately identify crop diseases by processing information
such as symptoms, historical data, and disease patterns.

This enables timely and effective disease management
strategies [113]. Additionally, It plays a significant
role in soil analysis by analyzing diverse soil-related
data, including nutrient levels, pH, organic matter
content, and soil composition. By interpreting this data,
It provides insights into soil health and fertility, empow-
ering farmers to make informed decisions regarding
nutrient management, soil amendments, and cultiva-
tion practices. Moreover, GPT can identify complex
interactions between soil conditions and crop diseases,
helping farmers understand the relationship and take
preventive measures accordingly. It also supports pre-
cision agriculture practices by integrating sensor data
and satellite imagery to assess soil variations across
fields, allowing for site-specific management strategies
and optimized resource allocation. Furthermore, it also
facilitates knowledge sharing and collaboration by
analyzing and disseminating research findings, best
practices, and disease outbreak information among
agricultural communities. This collective intelligence
enhances disease monitoring and control efforts on a
broader scale.

3) CHALLENGES
While GPT, provides significant benefits to agriculture, there
are challenges to its implementation. GPT’s effectiveness
depends on the availability and quality of data, making
insufficient or biased data a limitation. The interpretability
of GPT’s decision-making process is challenging due to
its black-box nature, hindering trust and understanding.
GPT’s computational requirements and infrastructure can
be demanding, posing difficulties for resource-constrained
farmers. Language and domain-specific nuances can affect
its performance, impacting accuracy and relevance. Ethical
considerations surrounding data privacy and ownership need
careful attention to ensure responsible use. By addressing
these challenges, researchers and practitioners can unlock
GPT’s potential while ensuring its practicality and ethical
implementation in agriculture.

4) SUMMARY
GPT holds immense potential in agriculture, offering
numerous benefits alongside notable challenges. Its data
analysis capabilities empower farmers with informed
decision-making in disease identification, soil analysis,
and precision farming, leading to improved crop yields
and sustainable practices. However, the effectiveness of
GPT relies on data availability and quality, while its
interpretability remains a challenge due to its black-box
nature. Additionally, computational requirements, language
nuances, and ethical considerations require careful attention.
By addressing these challenges, the agricultural sector
can harness the full potential of GPT, paving the way
for more productive, efficient, and responsible farming
practices.
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E. TRAVEL AND TRANSPORT
1) INTRODUCTION
Historically, animals have been used by people as their
main source of transportation. But as the world’s popula-
tion increased, the demand for more effective transporta-
tion systems increased. Transportation-related technological
advancements have fundamentally changed the sector in
several ways. Business operations like order tracking, freight
management, and customer support can be streamlined by
automation employing AI-driven technologies. Companies
can enable their employees to concentrate on more beneficial
and profitable duties by automating these tasks [116]. With
better transportation networks and logistics management
systems that optimize routes and reduce transit times, tech-
nological developments also enable speedier delivery times.
In terms of product development, technical advancement
has paved the way for the development of innovative
vehicles, infrastructure, and logistics systems, leading to the
production of more sophisticated and effective transportation
choices. Another noteworthy benefit of technology advance-
ment in logistics and transportation is increased customer
service. Inquiries and problems can be handled quickly
and efficiently by chatbots and customer support systems
powered by AI, improving the entire customer experience
[14].

2) IMPACT OF GPT IN TRAVEL AND TRANSPORT
Companies can learn about customer preferences in real time
by usingGPTs in logistics and transportation, which results in
better personalization and more customer satisfaction. GPTs
leverage NLP approaches to interpret customer requirements
and preferences, enabling customized suggestions as well as
guidance in the logistics and transportation processes. The
most effective routes and forms of transportation can be
recommended using GPTs, which can analyse a large amount
of data, including traffic patterns, weather conditions, and
delivery requirements [117]. In addition, GPTs can be used as
travel planners, allowing visitors to enter their travel budget,
duration, and destination to create customized itineraries.
For travel agencies, this personalized approach increases
consumer satisfaction and revenue [118].

• Logistical Management: GPTs can be quite important in
the context of shipping logistics. They can automate the
creation of shipping labels, eliminating up manual entry
and lowering the possibility of mistakes. Additionally,
GPTs can have access to real-time tracking data and can
integrate GPS data and sensors to provide businesses
and customers with precise and up-to-date shipment
status information. Companies can successfully monitor
shipments withÂ the use of GPTs, geographic infor-
mation systems (GIS), and routing algorithms [14].
Organizations can track shipments in real-time and
ensure visibility throughout the supply chain by utilizing
GPS data and sensor technology [119]. Customers can
receive precise updates on their shipments using this

real-time information, which will improve their expe-
rience overall. Overall, the use of GPTs into shipping
logistics results in increased automation, efficiency, and
client satisfaction.

• Intelligent Fleet Management and Tracking: Companies
can get real-time fleet updates by utilizing GPT models,
which enables them to track vehicles quickly and
precisely. GPT models’ underlying technology also
supports proactive fleet management. GPTs can identify
possible problems or maintenance needs before they
develop into expensive breakdowns or accidents by
analyzing data from a variety of sources [120]. With
this knowledge, companies may take preventative mea-
sures, such as planning maintenance or quickly fixing
developing problems, ultimately saving time and money
by preventing unintended delays. Additionally, GPTs
can provide clever alerts and notifications. Businesses
can receive alerts when vehicles arrive at specified
areas by setting up specific triggers, which enables
better coordination and customer service [121]. For
instance, businesses can alert clients or storage facilities
in advance of a truck’s arrival, allowing for effective
unloading and loading procedures.

• Real-Time Inventory Tracking: GPTs enable businesses
to manage their inventory levels while on the road
with a cloud-based platform that makes it simple to
access inventory data from anywhere in the world. Better
inventory management and decision-making are made
possible by this real-time accessibility. This ensures that
the appropriate quantity of stock is accessible when
needed to fulfil consumer requests, while minimizing
carrying costs and preventing lost sales as a result of
stockouts. GPTs can streamline inventory management
procedures by eliminating the need for human data entry
into spreadsheets, saving time and cutting overhead
costs [116]. With the advent of 5G technology, the
cost of connected devices has dramatically decreased,
making it more practical and affordable for businesses
to set up and operate connected inventory monitoring
systems. This may make real-time inventory tracking
solutions more widely adopted, thereby increasing
the effectiveness and precision of inventory manage-
ment [122].

• Streamlining Delivery Operations: GPTs are able to
estimate traffic trends and improve routes for both
drivers and passengers using real-time data [14]. These
models can produce effective routes that reduce travel
times and enhance overall delivery performance by
taking into account aspects like traffic congestion, road
conditions, and delivery schedules. Route optimization
not only reduces travel time but also benefits the
environment. In order to improve air quality and create
a more sustainable delivery process, it is possible to
cut down on idle times and trip distances. Businesses
may streamline operations, improve the overall cus-
tomer experience, and contribute to a more sustainable
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and environmentally friendly approach to logistics by
automating procedures, optimizing routes, and utilizing
real-time data [123].

• Tourism: GPTs have the potential to significantly
improve a number of tourism-related aspects. GPTs
can offer customized solutions that suit the individual’s
preferences by understanding their needs and interests,
resulting in a more pleasurable travel experience. GPTs
are excellent at understanding and creating text that is
human-like [4]. This functionality can be used in the
travel and tourism sector to enable chatbots or virtual
travel assistants to communicate with users in natural
language [124]. Trip planning and information retrieval
are made more simple and user-friendly by the ability
of travelers to ask questions, look for advice, and obtain
full details about destinations, modes of transportation,
customs, and more. GPTs are capable of producing
in-depth and interesting descriptions of tourist sites,
attractions, lodging, restaurants etc. GPTs can provide
time-efficient routes that guarantee a complete travel
experience [125]. Including advice on local legislation,
emergency contacts, medical facilities, and potential
risks, GPTs can offer helpful information and direction
regarding travel safety.

3) CHALLENGES
Privacy issues may occur when using sensitive data in travel
GPTs. It is essential to manage user data sensibly and
putting up strong security measures to safeguard private data.
The quality of the model’s outputs is directly influenced
by the correctness and completeness of the data utilized
during the training phase. Ethical considerations should be
taken into account when creating AI-powered applications
employing GPTs. It’s crucial to check that the models
are truthful, unbiased, and free from harmful presumptions
or discriminatory procedures [126]. Although the models
contain advanced features, they are difficult to tailor for
specific use cases, need a lot of data to train, and have built-in
limitations.

4) SUMMARY
Emerging GPTs have the potential to enhance productivity,
communication, and the calibre of goods and services,
which will benefit many aspects of people’s life. GPTs
can offer real-time updates, effective route optimization,
and customized recommendations in the travel and trans-
portation industries, enhancing the overall travel experience
and increasing operational effectiveness. Adopting them,
however, comes with some difficulties. As specific roles are
replaced by automation, GPTs may result in job displace-
ment [127]. Additionally, the computational and memory
requirements for GPTs make their deployment on compact
or low-power devices difficult. GPTs may not be accessible
to growing businesses due to the high costs associated with
obtaining and using them. Despite these obstacles, attempts

are being done to overcome them and improve the usability
and value of GPTs for a larger range of users.

F. E-COMMERCE
1) INTRODUCTION
Electronic commerce, commonly referred to as e-commerce,
is a way for conducting economic transactions and create rela-
tionships between groups of people and entities using digital
information processes and electronic communications [128].
Globally, this type of trade has experienced substantial
growth, particularly in the retail sector. The preference for
internet shopping, especially among younger millennials,
is a prominent trend in consumer behaviour. Mobile devices
have consequently taken over as the main method for
carrying out internet transactions [129]. Therefore, it is
crucial for e-commerce companies to give the customer
experience in their mobile applications top priority. The
provision of brief text summaries for titles and reviews is an
essential component of this. These summaries are essential
for optimizing search results, helping consumers identify
appropriate items, and ultimately raising customer happiness
in the online purchasing space [130].

2) IMPACT OF GPT IN E-COMMERCE REALMS
The e-commerce sector could significantly advance with
the introduction of GPTs. GPTs can be accessed by users
or customers and are intended to answer commonly asked
questions and give in-depth details about many elements of
the e-commerce process, such as products, delivery, refunds,
and more [106]. One of the main benefits of GPTs is their
capacity for quick responses, which decreases the amount of
time customers must wait to hear back from businesses [131].
By taking care of an important number of client inquiries,
this function not only increases customer happiness but also
lessens the workload on support workers. Customers will
ultimately have a better purchasing experience as a result of
being able to quickly acquire the information they require and
interact with GPTs [105].

• Proofreading: To improve the calibre and accuracy of
written content in e-commerce, GPTs can be used for
proofreading. Written content is essential for product
descriptions, marketing materials, customer reviews,
and other text-based components in the e-commerce
sector [104]. For the purpose of projecting profes-
sionalism, fostering trust, and delivering a satisfying
user experience, this text must be devoid of errors,
well-written, and grammatically correct. E-commerce
companies can automate the process of identifying and
correcting these problems by using GPTs for proof-
reading, which saves time and effort as comparison to
manual proofreading [132]. This can be especially help-
ful in situations when users are writing product reviews
or interacting with customer service. An improved user
experience is facilitated by the early detection and
rectification of errors, which also helps to avoid potential
misunderstandings or miscommunications.
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• Order Processing: GPTs are useful in many areas of
order management and customer service because they
can comprehend and produce text that looks like human
speech. GPTs can help with handling consumer ques-
tions about orders [133]. GPT is capable of interpreting
the queries, providing important details like order status,
tracking information, and expected delivery time, aswell
as suggesting corrections for frequent problems [134].
By delivering real-time information, GPTs can assist
customers in tracking their orders. Customers can
customize their purchase with the help of GPTs. GPTs
can help in the identification of possibly fraudulent
orders by examining past transaction data, consumer
behaviour patterns etc [135]. Based on a customer’s
past purchases, browsing habits, and preferences, GPTs
can offer tailored product recommendations. When a
consumer puts a purchase, the model can examine the
information and produce recommendations for related
or supplementary products that the customer might find
interesting.

• Generating titles for products: Companies can use
GPTs to produce interesting and educational material
to improve the appeal of their product listings [116].
Based on a product’s category, brand, and special
characteristics, GPTs can come up with attractive
titles for it. The model can produce imaginative and
memorable names that aid in brand awareness and
differentiation by receiving relevant information such as
the characteristics of the product and the target market.
GPTs are trained to produce in-depth and interesting
product descriptions [112]. These summaries can offer a
thorough summary that aids clients in selecting products
wisely. GPTs are capable of coming up with clever and
appealing captions for product images. GPTs can be
adjusted to better reflect the tone and aesthetic of a
certain brand [136]. As a result, the brand identity is
consistent and unified throughout all product listings.

• Strategy Planning: GPTs have the ability to come up
with original and distinctive concepts for marketing
campaigns [137]. The model can provide recommenda-
tions for different campaign aspects, such as slogans,
taglines, themes, contests, social media strategies, and
more by taking into account relevant information about
the product, target audience, marketing objectives, and
desired outcomes. GPTs can help with email writing
that encourages readers to become partners, investors,
or customers [138]. To increase the likelihood of a
favourable response or interaction, these emails can be
customized to address the needs and potential benefits
for the receivers. To improve their comprehension
and production of appropriate material, GPTs can be
trained on domain-specific knowledge bases, such as
e-commerce [106]. The models can offer more precise
and situation-specific recommendations for advertising
strategies, product positioning, and target audience
interaction because of this specialized training.

• Data analysis: There are numerous ways to use GPTs
for data analysis in e-commerce. E-commerce data
preparation can be aided by GPTs [24]. Data nor-
malization, cleansing, and formatting are a few of
the duties involved. GPTs can produce summaries,
identify significant topics, and extract appropriate data
by studying textual descriptions, reviews, and consumer
feedback. This helps you know the data more thor-
oughly, identify trends, and find insightful information.
Customer reviews and social media comments from
e-commerce can be analyzed for sentiment using GPTs.
The sentiment expressed in text can be evaluated
using GPTs and categorized as either positive, negative,
or neutral [106]. Understanding client views, recog-
nizing product strengths and deficiencies, and making
data-driven decisions all benefit from this analysis,
which also helps to increase customer happiness. Seg-
menting consumers based on preferences, behaviours,
or past purchases can be aided by GPT models [139].
For the purpose of detecting fraud in e-commerce
transactions, GPTs can be used. GPTs can support
the identification of potentially fraudulent actions by
examining past transaction data, user behaviour patterns,
and recognized fraudulent tendencies [140].

3) CHALLENGES
While GPTs have a lot of potential for numerous e-commerce
applications, they also have several drawbacks. In order to
produce responses, GPTs mostly rely on the context given in
the input text. They could, however, find it difficult to fully
understand the broader context or details that are unique to
e-commerce. GPTs provide replies using training data and
prior knowledge. They are unable to access real-time data
or carry out real-time calculations [141]. They might not be
appropriate for giving current information, such as pricing,
product availability, or dynamic promotional offers. GPTs
gain their knowledge from a wealth of training data, which
includes text taken from the internet, which may be biased,
stereotyped, or otherwise offensive [142]. The models may
unintentionally provide biased or unsuitable replies if they
are not rigorously managed and monitored, which could be
harmful to the customer experience and brand reputation. The
use of ethical principles and the training data must both be
given careful thought.

4) SUMMARY
The conversational interface offered by GPTs customizes the
purchasing process and makes interactions with clients more
interesting and appropriate to their individual requirements.
GPTs can also be utilized to get insightful customer feedback.
Businesses can learn about customers’ preferences, issues,
and opinions regarding their products and services by
conversing with them. In order to better serve their target
audience, organizations can use this information to discover
areas for improvement, increase customer happiness, and
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make data-driven decisions. It’s essential to recognize that
GPTs might occasionally make mistakes or give poor
answers, particularly when dealing with complicated or
ambiguous queries. This highlights the necessity of continual
model training, thorough testing, and modification to guaran-
tee that they consistently meet consumer needs. To confirm
the efficacy and dependability of using GPTs specifically in
the e-commerce area, more research and testing are required.
When implementing GPTs, it’s critical for businesses to
take into account the particulars of their own e-commerce
businesses, their target market, and the type of the client
enquiries. Regular monitoring and feedback analysis, along
with a systematic and iterative approach, can help make sure
that the outcomes of using GPT models are in line with the
objectives of e-commerce enterprises.

G. ENTERTAINMENT
1) INTRODUCTION
In the ancient days, the Entertainment meant about playing
games with neighbors covers all outdoor games, indoor
games and chatting with neighbours through telephone.
As digitization has bought greater advancements in com-
putation and communication, in turn access to internet is
also much easier. This has changed the way people are
entertained. as people are connected and fully engaged in
completing the target for the day. And there was a radical
shift from traditional employment to employment in the
Industrial Revolution age. Stress and pressure are common
factors hindering people of different age groups. The different
forms of entertainment serve as stress busters. Entertainment
and mental health are interrelated; the former transfers
happiness, bringing harmony and peace to mental health.
Some common forms of entertainment include playing
games, watching TV series or movies, or funny videos,
shopping, debugging, coding, browsing the internet, listening
to music, dancing, chatting, painting, crafting, reading books,
cooking, and many more, which can lessen the stress
carried [143]. Entertaining and getting entertained is the
biggest motivation and medicine for all mental illnesses.
Entertainment helps to improve the motor skills of humans,
thereby inducing a positive cognitive effect towards the
work.

2) IMPACT OF GPT ON THE ENTERTAINMENT INDUSTRY
GPT is a potential game-changer in the entertainment field,
delivering endless entertainment. Since its evolution, GPT
models have been adopted as an entertainer crosschecking
their ability to produce content on funny and illogical
questions. GPTs entertain people in many ways, and of
course, using GPT itself an entertainment as it reduces the
burden of overthinking by providing immediate feedback to
queries in seconds [144]. The results are amazing and have
been utilized for many purposes today. When the GPT model
was probed to complete a scene from the movie ‘‘Frozen,’’ it
responded with an entertaining writeup [145], [146]. Some of

the impacts of GPTs on Entertainment applications are given
below:

• Solitude with GPT: As the GPT itself is an entertainer,
one can feel better alone with the GPT, which helps
to come out of loneliness by exploring its savors
[147]. GPTs assist in providing soothing poems, mental
healing quotes, and funny riddles. Peoplewith loneliness
may feel anxiety, especially with older ones at home.
In this case, GPT-4 helps people with its Voice
Technology feature, enabling users to input their audio
[147]. In turn, the GPT model responds to user-specific
speech output using NLP algorithms embedded with it.
The elderly can feel safe and attentive at home. GPT-4
is multilingual and can understand various dialects and
accents for personalized user experience.

• Enhanced Customer Interaction: The advent of Chat-
GPT and Bard has improved customer interactions on
content such as movies, Over-the-Top (OTT) platforms
like Netflix, Hulu, Disney+ Hotstar, and prime video,
sound recordings, song lyrics, pictorial works, comics,
jokes, memes, viral videos, and other entertaining
factors. Further, GPTs provide human-like recommen-
dations on user-specific fun activities based on user
interactions for an immersive experience. This has dra-
matically improved the interactions in the engagement
industries. User engagement can be further improved by
providing dynamic and more realistic responses to user
queries, such as creating virtual actors for interacting
with real actors [148].

• Personalized Content Creation: GPTs can help generate
user-specific personalized content by analyzing the
user preferences and generating content like predicting
future scenarios tailored to the user’s interest. GPTs
can be used for creating personalized, engaging, and
high-quality content for online business advertising,
ideas for content generation, marketing messages for
attracting customers, descriptions for selling products,
and captions for social media [149]. In addition, it can
be used for optimizing the contents for search engines,
i.e., GPTs will provide relevant terms for search, thereby
avoiding traffic to the web sources.

• For the Film and TV industry: GPT-powered virtual
assistants assist users in booking tickets and generating
content and personalized recommendations using AI
models. The evolution of GPT-4 with advanced NLP
and DL algorithms helps the scriptwriter to generate
AI-driven content without the human author named
virtual storytelling [150]. GPTs create interactive sto-
ries, dialogues, and characters, recommending suitable
characters. Furthermore, GPTs can be used to create
content for video games, voice-enabled applications,
AR applications, and other VR experiences in virtual
worlds [151].

• For Social media influencers: GPTs can generate
personalized marketing ads for each customer based
on their previous interactions and provides relevant
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suggestions for customer viewing experiences. Youtu-
bers and other social media content creators will
potentially benefit from generating channel content
based on demand and realistic societal activities.

• Realistic Gaming Interactions: GPT helps to generate
the players, gaming narratives, dialogues, user interface,
and user-specific gaming recommendations and new
game creation. Powerful HCIs can render a better user
experience for game developers and players. Assistance
to the game developers in debugging and enhancing
the code developed. GPT uses various NLP and AI
algorithms trained with massive data to predict the next
phrase/movements and provide human-like experiences
in 3D gaming environments. ChatGPT has been inte-
grated with AR and VR to provide an immersive gaming
experience.

3) CHALLENGES
Latency is the major issue connected with rendering the
voice-based response to the voice input. As well, plausible
misinterpretations may mislead the responses, and interrup-
tions to the relayed output are difficult. Enabling technologies
like EC and 5G can help overcome this issue. Also, GPTs
must be capable of storing the facts with audio conversations
to relay them while conversing the other day. Furthermore,
the AI system must be built in such a way that it can
continuously learn (lifelong machine learning) and enhance
over time. The major ethical concern with virtual storytelling
is the bias exposed in the training data and the obscurity of
reproduced content on the generated stories. Another issue
with the generated content is plagiarism (i.e., producing
content similar to the content in the published articles or
books), raising disputes with intellectual property rights.
In addition to this, the source of the content generated remains
unexplored. The language barriers in using GPT must be
lessened to improve user experience and utilize the features of
GPT [112]. The implication of the user to provide inputs in a
certain format to GPTs can be further improved by providing
different options in addition to voice-based inputs GPT4,
like braille screen input for visually disabled people. The
user authentication can also be further enhanced to safeguard
user-specific content generation and avoid repeated content
generation for users with similar requests. One of the primary
concerns with theGPTs adoption is job loss. Content creators,
bloggers, and poets may lose their jobs.

4) SUMMARY
The entertainment industry is the one which will be in
demand always, as it is a lifeline for many individuals leading
a stressful work environment or personal life. Despite the
stress, entertainment has become part of routine life due
to its immersive nature, creating harmony in the mind and
the environment. GPTs have made a major contribution to
enhancing the entertainment industry, but the job security of
many professionals in this field remains unanswered. GPTs
must be trained on unbiased data and ensure transparency

in source content generation to provide a secure, robust, and
efficient contribution to the entertainment industry. To attract
all types of users, the multilingual capability and content
rendering of GPTs can be further enhanced. The issues con-
strained by providing user inputs to GPTs can be alleviated to
all extent. Furthermore, safer user content generation without
plagiarism and relating facts with previous conversations can
be guaranteed by abiding by the storage requirements to deal
with a more personalized user experience.

H. LIFESTYLE
1) INTRODUCTION
Lifestyle, the way of our living, is one of the prominent
areas most people in today’s digital era of AI, are bound to
and look for constant improvement. The ‘‘modus vivendi’’
is a Latin expression that semantically means a way of
living and should be understood in terms of values and
attitudes. These two terms manifest self, influenced by
family, society, and global media. Directly or indirectly, these
influence an individual’s lifestyle. Adopted from a socio-
logical perspective, an individual expresses oneself through
different practices, viz., eating ways, drinking behaviours,
mode of travel, travelling places, costume designs, body-
shaping cloth to wear, media preferences, education choices,
job preferences, entertainment modes, managing leisure
time, means of communication and so [152]. In all these
practices, individuals would like to explore and learn about
what, where, how, and when factors for reading sustainable
development [153]. The concept of lifestyle is all about
‘‘how one wants to live one’s life.’’ Consumerism is the act
of purchasing artifacts for societal status and is one of the
thriving lifestyle factors. Certain standard indicators like job,
wealth, and physical and mental health determine the quality
of one’s life. Also, the choice of a healthy lifestyle moderately
determines the health of an individual [154]. Furthermore,
few people believe that lifestyle reflects their socioeconomic
status. Many epidemiologic studies state that better lifestyles
have dramatically reduced the risk of various chronic diseases
and are the primary cause for their prevention [155]. The
lifestyle has been defined on different societal levels from
individual, positional, and national to global [153]. At the
global level, lifestyle is adopted by general world-class
influencers. In contrast, at the national level, the influencing
factors will be the government and different cultural patterns
across the country. The positional level concerns influence
from different status groups, age categories, gender groups,
and social classes. And the individual level is influenced
by a closely moving group of individuals concerned about
self-identity. The major source of information about these
influencers is the Internet through social media networks and
personal development advertisements.

2) IMPACT OF GPT IN LIFESTYLE
The most remarkable application of AI, the GPT, paves the
way for the betterment of mankind in offering human-like
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intelligent conversation on all whereabouts. People will
always prefer to interact with other peers to learn their
attributes and tweak them for societal status. Various GPTs
have flourished for different lifestyle indicators, and they
provide human-like assistance to all queries on fine-tuning
the lifestyle by harnessing the power of AI [156]. The
advanced reasoning capability of GPT-4 serves the purpose
better [147].

• Diet Planner: Free GPT applications for maintaining
a balanced diet, helping the individual with a weight
loss diet plan, followed by a brief list of meal plans,
required shopping lists, physical activity plans targeting
particular body parts [157], motivational messages, and
personalized sleeping patterns. These apps act more
like personalized training assistance and help to track
progress with visualization charts or graphs. Fitness
level, available free hours, medications taken, and
available exercise equipment will be given as input to
GPT.

• Travel Guide and Trip Advisor: Harnessing AI models,
GPT provides an individual’s travel plan itinerary
based on information like the place(multiple cities),
budget, and the number of days. These GPTs provide
local recommendations on restaurants, hotels, and other
attractions. RoamAround, Roamr, and VacayChatbot are
some of the travel planning GPTs [158].

• Personalized Stylist and Beauty Advisor: GPTs can act
as personalized stylists for an individual by generating
occasion-specific clothing and costume preferences.
GPTs can assist in organizing wardrobes based on
seasonal outfits and provide recommendations on
e-commerce fashion stores for purchasing favorite
brands. GPTs can provide tailoring design options,
fabric choices, and design materials. Furthermore,
GPTs can provide updates on a stock based on the
preferred searches and provide insight into fabric
types suitable for weather conditions that suit personal
style.

• Personalized CookBook: GPTs can serve as cook-
ing assistants by recommending new curated recipes
suiting the family dietary plan, ingredients available,
time, individual’s cooking skills, and new flavoured
ingredients. ChefGPT, PantryChef, and MacrosChef are
some GPTs that generate unique and delightful recipes
[159]. Consequently, GPTs can assist in shopping list
recommendations and the nutritional value of the recipe
generated.

• Hobby Curator: GPT assists an individual in identifying
one’s enjoyable leisure time activity by learning new
skills [160]. Having a list of interests and ideas ready, the
GPT helps narrow down various options, instructional
videos to proceed, chatting and sharing with online
communities, and researching the cited hobby to explore
more fun. Budget will also be an important factor
in this perspective, as learning new hobbies may
require joining paid classes or courses. GPT provides

step-by-step instructions and guidelines to learn a new
skill faster.

• Dream Maker: GPTs with multimodal learning helps
to search for a job based on one’s qualifications and
experience. In turn, it assists in preparing the job-
specific resume, cover letters, training for the interviews
(coding and technical queries), and grooming sessions
and can redirect to the training place where knowledge
can be acquired [161]. The futurist GPT models can
assist in phase-by-phase questionnaires in the interview
process

3) CHALLENGES
The recent version of the GPT uses both reinforcement
and supervised learning models so it can learn based on
the interaction with the user and can use existing data to
derive personalized decisions. In the context of lifestyle,
GPTs offer the most promising solution for almost all
lifestyle influencers, but the still challenging part is the
trustworthiness of the data and copyright issues. Also, relying
more on GPT as it solves all our problems may insipid
human intelligence in upcoming generations. Though the
GPT provides weight advice, it can never be a substitute
for the medical practitioner, as some information can be
misleading. Travel planning GPTs sometimes require users
to update information in a specific format and may have
outdated databases. GPTs cannot access specific job open-
ings’ websites but can still provide insights into acquiring
them. At times, it can produce nonsensical information [118].
Therefore, before adopting the GPT recommendations fully,
further instigation is recommended. Furthermore, developing
a large multimodal learning model abiding huge and dynamic
datasets will be costly.

4) SUMMARY
GPT is a personalized assistant for improving an individual’s
lifestyle from various prospective influencers. Generating
personalized recommendations alleviates an individual’s fear
of survival in the digitized society. Individuals will be
personally trained to adapt to different cultural and techno-
logical shifts in the sustainable development of themselves
and the economy as a whole. On the other hand, more
stringent recommendations may incur huge budget overruns
and sometimes provoke the individual tomisinterpret, leading
to dreadful consequences. GPTs provide both positive and
negative recommendations based on the input fed. So, for the
effective adoption of a GPT for lifestyle practices, adverse
training and testing on extreme behaviours must be carried
out. GPTs must be trained in the realistic and dynamic
perception of individuals in real life.

I. GAMING
1) INTRODUCTION
Before the advent of technology and the gaming industry,
entertainment was primarily centred around activities such
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as reading, listening to music, watching plays and movies,
participating in sports and physical games, and socializing
with friends and family. People also engaged in traditional
board games and card games, which were often played
in groups and provided a fun and social way to pass the
time. After technology stepped into the gaming industry,
the way games are created, and the experience it has
given users have transformed tremendously. Technology has
enabled developers to create more immersive and engaging
experiences for players. It has contributed in various ways,
like improving graphics, performance, online play, and
mobile gaming. ImprovedGPUs and other technologies allow
for more detailed and realistic graphics, making games more
visually stunning. Faster processors and higher amounts
of RAM allow for smoother gameplay and faster loading
times, reducing lag and improving overall performance.
Technologies like AI, AR, and VR have created a new
dimension of game development and experience. Players
can now immerse themselves in gaming worlds in a way
that was not possible before. With the help of advanced AI
techniques, game developers can create more sophisticated
and challenging opponents for players, as well as NPCs with
more realistic behaviours. Technology has greatly expanded
the possibilities of gaming and enabled developers to create
more immersive, visually stunning, and engaging experiences
for players.

2) IMPACT OF GPT IN GAMING
GPTs have the ability to contribute to all sectors, including
the gaming sector. GPT are not specifically designed for
creating and playing games, but they have the potential
to improve the gaming experience by improving enhanced
dialogue and story telling, creating dynamic and personalized
gaming worlds, generating more realistic and engaging char-
acters [162], game content creation, chatbot development.

• Chatbot development: GPTs have been used in gaming
through the development of chatbots that use NLP to
communicate with players [163]. Because it allows the
chatbot to understand and respond to a wide range
of user inputs and queries related to the game. GPTs
have been pre-trained on a large corpus of text data,
which makes them adept at NLP. It can understand
and respond to user queries in a way that feels natural
and intuitive. It can also understand the context of a
user’s query, which means they can provide relevant
and useful responses even when the user’s query is
ambiguous or incomplete. It can also generate game-
related content, such as descriptions of game characters
or settings, that can help to enrich the user’s gaming
experience. Furthermore, it can also personalize the
user’s experience by learning from their previous
interactions with the chatbot and tailoring its responses
accordingly.

• Game content creation: GPTs are used in game design.
They are used to create game content such as levels,
items, and quests. If the game designer is working on

a new role-playing game, GPT can be used in creating
characters to be used in the games. To generate new
character classes in the games, the developer has to
give inputs that contain information about the game
environment, game settings, player abilities, and game
play mechanics. GPTs has the ability to analyze the
text and expectations given by the developer, and it can
generate a list of potential character classes based on the
expectations given as text. The designer then refines the
ideas and chooses a more suitable character to develop
further with unique abilities and game mechanics.
The authors in [164] have used GPT2 and GPT3 to
procedurally generate role-playing game with video
game descriptions. The resultant quest was evaluated by
349 online RPG players. The results concluded that one
of the five quest descriptions was accepted for game
development.

• Analyze player’s ability and skill: GPTs can detect
and analyze players’ abilities and skill levels and tailor
the game accordingly. This analysis helps in making
dynamic modifications to the game environment based
on the player’s abilities and skill levels. This feature
helps achieve dynamic difficulty balancing. GPTs can
also assist in identifying the player’s intent. Thus, when
players ascend to higher levels, it can assist in making
the games more challenging based on the player’s
abilities and skill levels in the previous levels

• NPCs: NPC stands for ‘‘Non-Player Character.’’ In AI
games, NPCs refer to characters or entities in a game
that are not controlled by a player. NPCs can take on
a variety of roles within a game, such as enemies to
fight, quest givers, merchants, or friendly characters that
provide helpful information. They are often controlled
by AI algorithms that determine their behaviour and
actions within the game world. GPTs are not specifically
designed for creating NPCs, but they can be used to
generate dialogue and other character interactions that
can be incorporated into NPCs. Additionally, It can be
used to generate character backstories and personalities,
which can inform the development of NPCs. The authors
in [165] have trained and used GPT-2 for text generation
of video games. They have trained GPT-2 on a large
corpus of video game quests and used a GPT model
to generate the dialogue for quest-giver NPCs in role-
playing games. The output has shown that GPT can learn
the structure and linguistic style of the games, and the
quality of the content it has generated is high, making
it a good alternative to writing new RPG quests by
hand.

3) CHALLENGES
GPTs are computationally expensive and require high
computing resources to do their purpose. This means that
implementing them in a game would require powerful
hardware and this could have an impact on the performance
of the games. Lack of training data: GPTs require large
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amounts of high-quality training data to be effective. In the
gaming industry, this could be difficult to obtain, as gaming
data are likely to be fragmented and less structured than the
kind of data used to train GPT models [131]. In addition,
GPTs can perform content creation based on patterns they
have learned from their training data, which means that
they can be unpredictable. The content generated by GPT
may be nonsensical or inappropriate content to the game.
In the context of gaming, this lack of control could lead
to undesirable or even offensive game content. GPTs can
generate text based on user input, they can’t interact with the
game environment in the same way a human player can. This
limits their usefulness in gaming and may make them less
effective than other AI technologies.

4) SUMMARY
GPTs can transform the gaming industry by contributing
to improved game dialogue creation, enhanced non-player
characters, personalized gameplay, procedural content gen-
eration, chatbot generation, and analyzing players’ abilities.
However, it also has potential challenges that are to be
addressed, such as the need for high computing resources,
a lack of control over content creation, and restricted
interaction with the game environment. In addition, the most
important challenge in adopting a GPT model in gaming is
a lack of training data. If the challenges are addressed and
the gaming industry evolves with properly structured data to
train a GPT model, then GPTs can revolutionize the field of
gaming.

J. MARKETING
1) INTRODUCTION
Traditional marketing primarily relied on traditional media
channels, such as television, radio, newspapers, and mag-
azines, to reach consumers. Companies used to develop
marketing campaigns based on demographic data, and mass
media channels were used to broadcast these campaigns to a
broad audience. However, the advancements in technology
have brought about significant changes in the market-
ing industry, and companies are increasingly integrating
new marketing strategies evolved through technologies to
reach and engage with customers. One of the significant
transformations has been the rise of digital marketing
channels such as social media, search engines, Email, and
mobile applications that allow companies to target specific
populations with precision and provide real-time feedback
on campaign performance, allowing for more effective
and efficient marketing. Technology has also given rise to
marketing automation tools such as customer relationship
management systems, chat-bots, and personalized email
marketing, which have made marketing more efficient and
effective. Another significant transformation has been the
use of big data and analytics to better understand customer
behaviour and preferences. This has allowed companies to
create more personalized and targeted campaigns based on
specific customer needs and preferences.

2) IMPACT OF GPT IN MARKETING
The marketing industry has evolved with various AI-powered
techniques. This revolution started in marketing by providing
businesses with powerful tools for generating insights,
automating processes, and improving customer experiences.
GPTs are also being used in marketing to generate engaging
and personalized content. Some of the applications of GPT
in marketing include content creation, customer service, and
personalized advertising.

• Content creation: GPTs can contribute to marketing
in various ways, such as by improving speed and
efficiency in content creation, ensuring consistency and
quality of content, generating personalized content,
creating multilingual content, and repurposing existing
content. It can be trained on a company’s existing
marketing materials and customer data, allowing it to
create new content, such as blog posts, social media
updates, and product descriptions, in a fast and efficient
manner. Despite its speed, it maintain high standards
for quality and consistency. Moreover, GPTs [118] can
generate personalized content based on customer data,
such as search history and past purchases. This helps
create content that is relevant to the users’ desires,
leading to better engagement and conversion rates.
GPTs can also generate content in various languages,
allowing marketers to expand their reach across regions.
Copy.ai [166] has used GPT-3 to generate human-like
text that is optimized for marketing purposes such
as website copy, social media posts, advertisement
copy, and email campaigns. This means that marketer
personnel no longer focus on content creation. Instead,
they can spend productive time improving the other
aspects of marketing.

• Customer service: GPTs can be trained on customer
service conversations and chat logs to generate more
natural responses, like humans. This can help business
personnel provide better customer service 24/7 and
save time and resources. It can be trained to generate
automated responses for frequently asked questions,
providing faster responses to customers and ensuring
consistency in the quality of replies. GPTs can also
analyze customers’ emotions and sentiments, enabling
businesses to proactively address negative feedback.
This is particularly helpful in maintaining customers’
trust. The authors in [167] have used GPT-3 model
for automated drafting of responses for incoming
mails. They used it to understand the mail, and then
software engineering and business studies were used to
understand the challenges encountered and finally, the
response generated after a thorough understanding of
the context of the mail. The authors have concluded that
applying GPT-3 to rationalize email communication is
feasible both technically and economically.

• Personalized advertising: GPTs can generate person-
alized content such as product descriptions, blog
posts, and social media captions tailored to individual
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customers’ preferences and interests. This can help
businesses create content that resonates with their target
audience, leading to higher engagement and conversion
rates. By analyzing customer data, GPTs can segment
customers according to their behaviour, interests, and
preferences. As a result, businesses can tailor their
marketing campaigns to each segment and provide
personalized messaging and offers that are more likely
to connect with each customer group. The authors
in [168] have proposed a generative model to identify
the name of the product from the product text and
use this information filter to improve the product
recommendation based on the product retrieval model.
This method has been implemented in the dynamic
product advertising system of Yahoo. It is observed
that the recommendation system has recommended the
product based on the user’s interest, and it was evaluated
using an A/B test to serve similar products in an ad
carousel, which can help the system to explore more
products efficiently.

• Forecast analysis: Using customer data analysis, GPTs
can forecast future behaviour and buying patterns.
This allows businesses to customize their marketing
campaigns to each customer’s desires based on their pur-
chase patterns, increasing the likelihood of conversion
or purchase. The authors in [169] have used chatGPT to
perform predictive modelling based on past data. They
have used the GPT model to predict the future based
on the customer’s behaviour and buying pattern. This
primarily helps the system to recommend the products
to the customers as per their desires.

3) CHALLENGES
GPTs are designed to generate content that imitates human
writing, but the content generated may not align with the
brand’s image or message. This lack of control can be a
potential challenge for marketers. Another challenge that
applies to all learning technologies is that data bias is possible
in GPTs [138]. Based on the large dataset of text used for
training, if the data is biased, it will affect the generated
content, which may also exhibit the same biases. GPT is
complex and difficult to interpret, making it challenging to
explain how the model arrived at its conclusions. This lack
of transparency can lead to a lack of trust in adopting GPTs,
and marketing teams may struggle to make improvements
in their strategies. As like every AI technology, there are
ethical concerns associated with GPT models. For instance,
the use of GPT in marketing could raise concerns about the
use of personal data and privacy, particularly if the model is
used to generate targeted advertising or personalized content.
To avoid any negative consequences, companies must ensure
they use these models ethically and transparently.

4) SUMMARY
Using GPTs in marketing can provide various benefits,
such as better content creation, personalized messaging,

increased efficiency, competitive advantage, and enhanced
customer experience. However, this strategy also involves
potential challenges, such as limited control, data bias,
lack of transparency, and ethical considerations. Therefore,
companies must consider the advantages and drawbacks of
GPT adoption in marketing, and implement these models
ethically and transparently to avoid negative outcomes.
Successful integration of GPTs in marketing requires proper
planning, a skilled workforce, and continuous monitoring to
ensure the desired results and mitigate any potential risks.

K. FINANCE
1) INTRODUCTION
The finance industry, also known as the financial sector, is a
broad term that encompasses a wide range of institutions
and businesses that provide financial services to individuals,
businesses, and governments. The finance industry plays
a critical role in the global economy, facilitating the flow
of funds between savers and investors, managing risk,
and providing financial services and products to support
economic growth. The finance industry has been the leader
in technology adoption in recent years, with a focus
on improving efficiency, reducing costs, and delivering
better customer experiences. The adoption of technologies
like big data and analytics, mobile and digital payments,
blockchain and distributed ledger technology, AI and ML,
and cloud computing make the sector more flexible, scalable,
trustworthy, transparent, secured, and easier to access.

2) IMPACT OF GPT IN FINANCE
GPT has greatly influenced finance by automating customer
support using chatbots and virtual assistants, enhancing fraud
detection, offering investment insights and recommendations
based on financial data and news, assisting with risk
assessment for investments and loans, impacting algorithmic
trading strategies, simplifying compliance with regulations
by analyzing legal documents, improving credit scoring and
loan processes, and emphasizing the importance of handling
sensitive financial data securely and transparently.

• Sentiment analysis: Sentiment analysis is a technique
used in the finance industry to evaluate the sentiment
of investors [170] and the general public towards
specific companies, industries, or markets by analyzing
news articles, social media posts, and other text-based
sources of information. GPT has the potential to
improve sentiment analysis in finance by providingmore
accurate and detailed analyses of financial data. With
sentiment analysis, the industry can predict stock prices
by assessing the sentiment of news articles, social media
posts, and other sources of information about a particular
company or industry to make informed investment
decisions. By utilizing sentiment analysis, GPTs can
aid financial institutions in identifying potential risks
and taking appropriate action to mitigate them. The
authors in [171] have investigated how incorporating a
lexicalized ontology can enhance the performance of
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aspect-based sentiment analysis by extracting indirect
relationships in user social data. The investigation
results show that the analysis has given 98% accuracy.

• Financial forecasting: GPTs can be trained on past
financial market data to predict future trends in the stock
market, exchange rates, and other financial metrics.
This can help investors and financial organizations
make more accurate predictions and reduce their risk
exposure. With the ability to analyze and process
the natural language, GPTs can be used to analyze
and interpret financial data, news, and other related
information. Financial analysts and researchers can use
the ability to analyze natural language to extract insights
from unstructured data like news articles, social media
content, and other information that is relevant to fore-
casting. This can help improve the accuracy of financial
forecasting models by providing a more comprehensive
view of market trends and sentiments. This analysis
may help improve the accuracy of prediction. Financial
analysts can use the model to identify the relationship
between the financial parameters that could change the
market conditions in advance. This prediction may be
helpful for investors as they make investment decisions.

• Trading strategies: GPTs can also be used to analyze
market trends and historical data to develop trading
strategies. This can help traders make better decisions
in terms of trading to increase their profitability. GPTs
can be used to identify the potential risks in trading
portfolios. By analyzing the large volume of information
related to trading, GPT will get the potential to identify
the risk parameters and provide insights into how to
mitigate these risks. The authors in [172] have used
a popular GPT for stock market trend prediction. The
results show that the method used is simple but the
efficiency and accuracy of the method are very effective.
The prediction it has made is very close to the reality.

• Risk prediction and management:The adoption of GPT
can enhance the process of risk prediction and manage-
ment in several ways. It can improve data analysis by
detecting patterns that may pose a risk. It can also help in
enhancing fraud detection by analyzing transaction data
and identifying fraudulent activity based on patterns.
Additionally, GPT can be utilized to make better
portfolio management decisions by analyzing historical
industry data, company financial statements, and news
articles, as well as social media feeds. This portfolio
management process can provide valuable information
about the investment risk of a given organization,
enabling informed investment decisions and effective
risk management.

3) CHALLENGES
GPTs have more challenges in the finance sector. Primarily,
they demand significant computational resources to train and
deploy, which can be expensive and time-consuming for
financial organizations to implement. Another challenge is

that, even though GPTs are capable of producing precise
predictions, they can be challenging to interpret, which
can present a problem for financial institutions seeking to
comprehend the reasoning behind specific predictions [173].
This lack of interpretability can harm risk management
objectives.Implementing GPT in finance sector can be
vulnerable to adversarial attacks, which are designed to
manipulate the model’s output by injecting false data. This
can be particularly problematic for financial institutions that
rely on GPTs for risk management and investment decisions.
It also require large amounts of training data to achieve
high accuracy. However, in some cases, financial institutions
may not have access to sufficient data to train the model
effectively. GPTs can also be biased if the training data used
to develop the model is biased. This can lead to inaccurate
predictions and unintended consequences.

4) SUMMARY
The use of GPTs in the finance industry has promising
benefits such as improved risk management, enhanced
fraud detection, better portfolio management decisions, and
increased efficiency. However, it also has potential challenges
that need to be addressed, such as high computational
requirements, the complexity of implementation, limited
interpretability, vulnerability to adversarial attacks, limited
training data, and bias in training data. So, the use of GPTs
in the finance industry presents significant benefits but also
requires careful consideration of the challenges involved
to ensure the effective and secure deployment of these
models.

L. SUMMARY ON IMPACT OF GPT MODELS IN
APPLICATIONS
The impact of GPTs in various applications and challenges
was highlighted. GPT with its varied usage has changed the
way people perceive facts such as content creation, enhanced
user interfaces, personalized learning, item tracking, self-
awareness, market risk analysis, business forecasts and
introspection. However, there are concerns about the potential
negative impact of GPTs, such as the spread of fake news,
bias in data and decision-making, not domain specific, ethical
issues, data reliability, the complexity of implementation,
multimodal and multilingual support, security and privacy
concerns, vulnerable to data attacks, limited input data,
explainability of results, largemodel size, high computational
requirements and job loss. Despite these concerns, it is clear
that GPTs will continue to be a powerful tool for industries
seeking to leverage the power of NLP and generative AI.
As the technology improves and new applications emerge,
it will be interesting to see how GPTs continue to shape the
future of industries around the world.

V. PROJECTS
This section presents the exciting projects developed using
GPT model technologies for the applications mentioned
above. Table. 4, Table. 5 shows the different levels of such
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TABLE 4. Project summary table.

TABLE 5. Project Summary Table (continued).

projects along with different parameters to compare their
characteristics leveraging the capabilities in many real-life
applications.

A. SIRIGPT
Siri [174] is a smart digital assistant that allows Apple device
users to complete tasks in a more efficient manner, and
often anticipates their needs before making any requests.
SiriGPT [175], [176] is a voice-enabled assistant enabled
by a GPT model and completely developed using shortcuts.
Apple device users can use ChatGPT with an API key
provided by OpenAI. This novel fusion offers the best
of both realms, allowing users to use SiriGPT for voice
commands and ChatGPT to generate text. SiriGPT uses an
optimized tokenizer, developed by Apple, for processing
natural language tasks. It is to be noted that SiriGPT’s
training data is not publicly available because it is exclusive
to Apple. However, it is found that the language model is
trained on distinct text data from different sources such as
books, news articles, web pages, and other text sources.

As a result, SiriGPT can perform various natural language
tasks more accurately and efficiently. SiriGPT is one of the
largest language models available, with an immense number
of parameters.

B. AI DUNGEON
AI Dungeon is a revolutionary online game developed
by Latitude, which is a startup based in Utah [177].
It presented a novel collaboration between humans and
machines. This top-rated adventure game is free-to-play,
having both single-player and multiplayer options. It blends
fantasy elements with cutting-edge AI to create limitless
possibilities. For instance, an individual can immerse himself
in commanding a military operation against aliens or become
a renowned detective investing assassination attempts on the
queen of the fairies. Unlike traditional games with predeter-
mined storylines, this game allows users to generate unique
characters and scenarios to interact with their characters. The
game incorporated the GPT-3 text generator. However, it was
found to generate unsettling narratives later on. [178].
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C. COPY.AI
Copy.ai [179] is a renowned AI startup that was founded
by Paul Yacoubian in 2020. Powered by GPT-3, this
project mainly focuses on business andmarketing campaigns.
It caters to the following use cases: (i) It assists teams in
creating customized sales copy, drafting extensive articles
and pages on a bigger scale, reusing content on distinct
platforms, and generating product descriptions; (ii) The
AI-powered email writer tackles the most challenging aspects
of marketing by producing highly effective email campaigns
that efficiently convert leads; (iii) By creating outlines for
content and crafting unique SEO-optimized blog articles
every month, businesses can save a significant amount of
money. Moreover, it’s possible to create basic structures,
outlines, and initial drafts in just a few minutes. This can be
an excellent source of inspiration for writers to produce high-
quality content; (iv) Copy.ai is a helpful tool that can quickly
and efficiently generate social media posts. This allows
rapid expansion of the social media following. Moreover,
it includes various other tools, such as a headline analyzer,
a language translator, and a content rephraser.

D. BOND.AI
Bond.AI [180] is a company that is focused on AI for
financial institutions having its headquarters in Little Rock,
Arkansas. It was established by Uday Akkarajuin in 2016.
This innovative project offers a product, BondBot, powered
by Empathy Engine 3.0 and ChatGPT for improving clients’
financial health. It assists financial institutions and employers
in promoting a connected financial ecosystem by providing
various tools that enhance the institution’s profitability and
clients financial well-being of its clients within a single net-
work. It uses customer data to generate personalized profiles
for each bank customer or small business by considering
their behaviors, strengths, and potential requirements. This
approach allows the platform to create tailored strategies to
improve clients’ financial health holistically.

E. VIABLE
Viable [181] is a platform driven by GPT-4 that utilizes
cutting-edge advancements in NLP and AI to provide
businesses with intelligent insights to assist in their decision-
making procedures. Viable can assist companies in extracting
actionable insights from unstructured data sources, such as
social media posts, customer reviews, and survey responses.
GPT plays a vital role in understanding the sentiment
and context within the data, leading to valuable insights
that can greatly improve a company’s services, products,
and customer satisfaction. Viable’s ‘‘Insight Explorer’’ is
a unique feature that enables users to interact with and
visualize their data via an intuitive interface. Moreover,
the platform presents advanced analytics features such as
entity recognition, topic modeling, and sentiment analysis.
The GPT-based technology of Viable is continually growing,
which provides the platform to deliver more precise and

insightful data. Furthermore, Viable provides customized
integration and solutions to address the unique requirements
of individual businesses.

F. AI CHANNELS
AI Channels [182] is a platform that provides a compre-
hensive set of tools for developers, ML experts, and data
scientists to develop, launch, and efficiently manage their
AI models. The platform offers a complete solution for
creating personalized AI models, from data preparation and
model training to deployment and monitoring. Users can
train their models using their own data or pre-trained models
provided by AI Channels. These models can be deployed
as APIs or Docker containers on different infrastructures,
such as different cloud platforms. Moreover, it provides a
dashboard for monitoring model performance and handling
configurations. It caters to a wide range of applications, such
as computer vision, NLP, and speech recognition. In addition,
it includes built-in models designed for different tasks,
such as image and text classification, object detection, and
sentiment analysis. Furthermore, users can build their own
models using popular frameworks. This platform’s primary
objective is to develop and launch AI models for developers
and businesses without having specialized AI skills.

G. FIREFLIES.AI
Fireflies AI [183] is a California-based company that was
founded by Krish Ramineni and Sam Udotong. Fireflies AI
software is designed to ease meetings by offering unique
features of taking notes and collaborating. To save time
and effort, the tasks are automated by employing GPT-
4 technology. Fireflies can be used with various video
conferencing platforms, such as Zoom, Google Meet, and
Microsoft Teams. Moreover, it can transcribe meeting audio
and video content in real-time. Its unique speech-to-text
technology can generate a searchable transcript of the
meeting, which can be used for later review and to recall
key details along with proposed actions. Additionally, the
software employs NLP capabilities to identify important
keywords and phrases within a conversation. Furthermore,
it includes collaboration tools for task assignments and note-
sharing notes. It can be integrated with project management
and task monitoring tools to automatically create tasks based
on the identified action items discussed during the meeting.
The software can be configured to automatically join specific
meetings or capture audio only from particular speakers.
It allows users to choose specific words and phrases to
highlight in the transcript, which helps them easily identify
important points during the later review. Thus, Fireflies AI
aims at simplifying the meeting process and save the time
and energy required for note-taking and collaboration.

H. UBER’S PLATO RESEARCH DIALOGUE SYSTEM
Uber’s AI Lab introduced Uber’s Plato Research Dialogue
System in 2020 developed by a team of researchers and
engineers to enable intelligence in the riding experience.
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PLATO - Pre-trained Dialogue Generation Model with
Discrete Latent Variable [184]. Uber’s Plato Research
Dialogue System uses GPT-2, a large-scale language model
developed by OpenAI in 2019. Uber’s Plato Research
Dialogue System project used several datasets to train and
evaluate their conversational agents, such as Persona-Chat
contains 160,000 conversational dialogues, Cornell Movie-
Dialogs Corpus, with 200,000 movie conversations, Daily-
Dialog over 13,000 dialogues, and EmpatheticDialogues over
25,000 user dialogues. The main components in developing
the GPT-powered PLATO project are language modelling,
dialogue modelling, discrete latent variable modelling and
response ranking. The Plato Research Dialogue System
was trained on a massive corpus of text data consisting
of over 40 GB of uncompressed text while Bleu score,
Perplexity and Distinct n-gram are the evaluation metrics
used for training and testing the PLATO project. Uber’s AI
PLATO has addressed many key challenges like customer
service by personalizing user feedback with conversational
AI agent, user experience using the Uber platform for
scheduling rides, navigating routes, and providing real-time
updates, and increasing operational efficiency by reducing
the need for human customer service representatives and
enabling faster and more accurate communication between
riders, drivers, and the Uber app.

I. JUKEBOX
Jukebox, a GPT-powered music creation, was developed
in 2020 as an extension of Open AI’s GPT language
model [185]. Jukebox’s goal is to push the boundaries of
what AI can accomplish in the world of music creation and
to investigate fresh applications for AI. A variation of the
GPT architecture, the ‘‘Multi-Scale Transformers for Music
Modeling’’ (MST) model, was created specifically to handle
the intricate and multi-scale nature of musical data. Addition-
ally, Jukebox can produce lyrics that match the music’s tone
and style. A sizable and varied dataset of musical recordings,
lyrics, and related metadata was used to train Jukebox such
as 1.2 million songs sourced including Lakh MIDI Dataset,
Free Music Archive, Spotify and Tidal, 600,000 pieces of
sheet music were sourced from IMSLP (International Music
Score Library Project), and 45,000 MIDI files from Lakh
MIDI Dataset and the MIDIworld collection. Faster training
times and more effective use of computational resources
were made possible by the distributed computing setup
with 2048 TPU(Tensor Processing Unit) cores used to train
the Jukebox model. Training the model required significant
computational resources demanding faster training times by
the distributed computing setup with 2048 TPU (Tensor
Processing Unit) cores used to train the Jukebox model.
A combination of subjective and objective metrics was
used to assess and test Jukebox. In a large-scale subjective
assessment, more than 1,000 participants listened and rated
each one individually determining the overall score for each
song produced. On the other side, objective assessments were
conducted by evaluating Frechet Audio Distance (FAD) and

Pitch and Rhythm Similarity. Overall, Jukebox revolutionizes
with its significant advancement in the music industry
through creative inspiration, music production, music educa-
tion and preservation of music heritage.

J. MEENA
Google’s Meena project was developed by Google Research
Team in 2020 for providing personalized product recom-
mendations [186]. The primary goals of the Meena project
empowered the lifestyle sector to enhance the user experience
and customer service by recommending goods and services
on a personalized basis. The project designed a GPT using
the seq2seq transformer-based neural network architecture,
in particular for open-domain conversational agents. The
architecture was pre-trained over 341 GB of text captured
from Reddit and other social platforms containing over
40million words and called this massive collection as ‘Meena
Dataset’. Meena was tested using the automated performance
metrics known as Bleu score and perplexity on a cluster of
HPC nodes with a total of 2048 NVIDIA V100 GPUs. One
of the biggest challenges solved Meena was building trust
and generating reliable engaging human-like conservation
that typically enhances user satisfaction and personalization.
Meena has achieved state-of-the-art performance compared
to other open-domain chatbots and revolutionized the
wide range of applications in the lifestyle industry and a
way beyond by providing natural and engaging responses
through virtual assistants, customer service bots and personal
shoppers.

K. DEEPSCRIBE
DeepScribe was a GPT-based medical project developed in
2019 by the student team at the University of California
by partnering with giant US-based healthcare providers
such as One Medical, Stanford Medicine, Mount Sinai and
Sutter Health [187]. The DeepScribe’s technology aims at
transcribing medical conversation allowing doctors to treat
the patients rather than noting down the patient’s history,
enhancing the doctor-patient relationship and targeting the
overall quality of patient care. Although DeepScribe used
the customized variants of Open AI, the technical details
of the GPT model used for customizing the model were
not disclosed which was optimized for medical transcription
tasks.

L. POLYGLOT AI
Polyglot AI is a communication platform designed to
generate text in multiple languages and process the data by
performing several tasks such as advanced NLP techniques,
text translation, and sentiment analysis. The potential features
of Polyglot AI have been exploited in the following
application areas such as language translation, chatbots,
language learning tools, content creation, customer support,
and data analysis across different languages and regions.
Polyglot AI is built based on different variants of GPT
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models, and state-of-the-art language model architecture
for NLP tasks, which uses the self-supervised learning
approach.

The Polyglot AI was pre-trained using a large amount
of textual data on multiple languages simultaneously in
an unsupervised environment using a shared architecture,
Multilingual Universal Sentence Encoder (MUSE). MUSE
developed by Google, is a pre-trained DL model used for
cross-lingual TL, that encodes the text into common vector
space for multiple languages. Thus, the Polyglot language
model was created with the following pre-training techniques
as Masked Language Modeling (MLM), Translation Mod-
eling Language (TML), sequence-to-sequence modelling
and cross-lingual TL. The pre-trained language model is
fine-tuned and evaluated by standard benchmarks andmetrics
such as the BLEU score (Bilingual Evaluation Understudy),
METEOR (Metric for Evaluation of Translation with Explicit
ORdering) or F1-score. Remarkably, Facebook used new
Polyglot AI to translate between 100 languages [188]. Thus
Polyglot AI enables absolute communication irrespective
of the language barrier across different regions and cross-
culturalism.

Thus, this section focused on several exciting real-life
projects which are developed and used for humankind. These
projects were discussed by presenting Table 4 and Table 5
highlighting the details of the project withmodel architecture,
datasets used, training and testing, and evaluation metrics
involved with the challenges addressed. The next section will
discuss the open research issues and future directions for the
potential benefits of GPT models.

VI. OPEN RESEARCH ISSUES AND FUTURE DIRECTIONS
This section highlights the various open research issues con-
cerned with the implementation and adoption of sustainable
GPT models. It also provides insights into future research
directions for the betterment of researchers in the field of
GPT development. Fig. 9 outlines the many issues that can
developwhile usingGPTmodels, as well as the various future
approaches that need to be considered for the effective usage
of GPT models.

A. DOMAIN SPECIFIC GPT MODELS
Domain-specific GPT models are mandated in almost all
applications; developing these models is still challenging and
an open issue within GPT. While the current GPT models
have been developed to understand natural language and
generate content effectively, their performance may not be
equally effective when handling specific domains, such as
medicine, agriculture, etc. One of the key challenges in
adapting to a particular domain is the availability of domain-
specific data. It is well known that the performance of
GPTs is directly proportional to the quality and quantity
of data used for training the model. So, obtaining such
quality data for a specific domain is expensive and time-
consuming, as the data are heterogeneous. Also, these
data accumulations may even make these models much

larger, sometimes catastrophic too, leading to forgetting the
knowledge attained during the process. To overcome this
issue, pre-training tasks and domain-specific model gener-
ation are integrated by data augmentation [189]. Another
challenge is fine-tuning the model to accustom to the unique
characteristics and vocabulary of the domain. A few domain-
specific GPT models have been developed and implemented
despite these challenges. There is a growing interest in
creating more domain-specific GPTs for various domains.
Moreover, these models will be trained using the knowledge
acquired from large language models specific to domains.
Therefore, these models can be fine-tuned for specific tasks
or domain-specific requirements with gradually improving
performance. GPT models have the potential to be trained in
any context, and researchers are exploring new approaches
and methods to address these challenges. Furthermore, these
models will be more efficient, enhanced interpretability,
and domain generability than the existing Large language
models as they are customized to specific domain concerns
and can provide more concise and informative solutions.
TL can be used for developing domain-specific GPT models.
Domain-specific GPT models were developed to summarize
products based on customer reviews on an E-commerce site,
where the language model is pre-trained on the Chinese-short
summarization dataset and has obtained fine-tuned results
[130]. Besides these challenges, domain-specific models
require higher computation costs for the resources and time
spent in pre-training and relearning in downstream tasks
during fine-tuning of pre-trained domain-specific models.
Therefore, domain-specific model development must focus
on optimizing resource consumption and fine-tuning the pre-
trained model to alleviate the forgetting problem involved in
existing models.

B. HIGH COMPUTATIONAL REQUIREMENTS
As the Transformer model utilizes varied heterogeneous
datasets for training and learning from the knowledge
acquired, one of the key challenges of GPT models is
high computational resources for pre-training and inference.
The computational requirement continuously increases as
the models become more complex and larger. Depending
on the size and complexity of the model and the available
resources, the time required to train the model can take days,
weeks, or even months. Moreover, the inference time for
these models is typically slower, making it challenging to
use them for real-time applications. This poses a signifi-
cant obstacle to adopting GPT models for many practical
applications. Despite these challenges, significant efforts are
underway to overcome them. To accommodate the increasing
data size and pre-training computational requirement, data
enhancement-based GPT models were developed [189] by
joining the downstream tasks and pertaining process by
reconstructing the domain-specific text before proceeding for
pre-training and utilizing the empirical knowledge rather than
learning for falsy domain data. Researchers are exploring
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FIGURE 9. Challenges and future directions.

various ways to optimize and speed up the training and
inference process, such as using specialized GPUs and
TPUs. They are also developing more efficient algorithms
and attempting to reduce the model size without sacrificing
performance. In addition, ChatGPT has evolved to include
plugins [190] that enable statistical analysis for real-time
applications. By integrating these plugins with the help of
third-party services, ChatGPT can now be used for analyzing
real-time applications as well.

1) INCREASING MODEL SIZE AND SPACE CONSTRAINTS
Developing and training large language models, such as a
GPT model, can be a challenging task due to significant
technical and computational difficulties as discussed. The
size of GPT models presents a major challenge, as the
computational resources required for training and inference
increase with the number of parameters that need to be
trained. As the model size increases, it also requires more
memory to store and manipulate parameters during training
and inference [75]. Acquiring and processing vast amounts
of high-quality training data is another challenge in training
large language models like GPT. For instance, GPT-4, which
is the largest GPT model to date with 1 trillion parameters,
demands a massive amount of computational resources,

such as specialized hardware like GPUs and TPUs, spatial
requirements, and high-speed network connections to transfer
data between different parts of the system. Model evaluation
and interpretation are also critical challenges. Since large
language models like GPT are trained on a massive scale,
understanding how the model makes predictions and why it
generates specific outputs is difficult. Evaluating the quality
and accuracy of the model’s output and identifying and
addressing biases or errors in its performance can also be
challenging.

As these and other significant efforts continue, we can
expect the challenge of computational resource requirements
for GPT models to transform into a strength in the
future.

C. EXPLAINABILITY AND INTERPRETABILITY
Explainability and interpretability are currently major chal-
lenges for GPTs for specific applications. Explainability
refers to providing a clear and understandable explanation
of how the model has arrived at any output. Interpretability,
on the other hand, refers to the ability to understand the
internal processes of the model. GPT models are highly
complex and difficult to understand and interpret due to their
size and architecture. The outcomes and decisions of the
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model are based on previous learning and training, and the
models learn from vast amounts of data to make decisions.
These decisions may not be easily explainable to humans.
This lack of transparency and interpretability raises concerns
about the reliability and safety of the model, particularly
in critical applications such as healthcare and finance.
Researchers are currently conducting much research to make
GPT models more explainable and interpretable [191] by
utilizing EXplainable Artificial Intelligence (XAI) to provide
explanations for the decisions arrived at, specifically to differ-
ent users at stake. As well, XAImodels enable interpretability
by providing detailed explanations for the internal process.
As GPT can generate any type of unconstrained output for
instance code generation for the given problem, it requires
proper justifications and explanations for the output. So,
to assure these codes by GPT are reliable, a metric model
to evaluate and validate this GPT code was developed using
NLP metrics and XAI for model interpretability [192]. Also,
some domain-specific GPT models of GPT-3 have evolved
with solutions [193], [194] to ensure that the GPT model’s
decisions are understandable, explainable, and trustworthy
enough to be used for critical applications like healthcare and
finance.

D. DATA BIAS
Data bias is an open issue concerned with the adoption
of any advancements in AI, till GPT [195]. This is also a
prominent challenge for GPT and other machine-learning
models. It refers to patterns or relationships in the data
that do not accurately reflect the true distribution of the
target population or domain. GPT models are trained on vast
amounts of text data which may contain bias in language
use or cultural assumptions. Still, the source of data remains
undeclared, considering GPTs are trained using internet data
which may have faulty, fake, and error data, GPTs may
generate biased texts or information imitating the training
data [196]. Such biases can be amplified in the model’s
output, resulting in false or unfair results. Data bias can arise
from various sources, such as selection bias, labelling bias,
concept drift, confounding variables, and changes in input
data distribution over time. For example, suppose a dataset
used to train a GPT model is dominated by a particular
demographic group. In that case, the resulting model may
be biased in its predictions towards that group, leading
to inaccurate or unfair predictions when applied to new
data. This bias can have serious consequences, especially
in healthcare, finance, and law enforcement, where biased
results can significantly impact human lives. To mitigate
these issues, researchers have developed strategies such as
diversifying the training data, debiasing the training data,
modifying the model architecture, and using post-processing
methods to normalize the data and create more fair and
inclusive GPT models. The authors in [197] have made an
in-depth analysis of the most downloaded text generation
model GPT2. By examining the intersections of gender

with religion, sexuality, ethnicity, political affiliation, and
continental name origin, the authors evaluated prejudices
associated with occupational associations among various
protected categories. These biases may have inaccuracies in
climatic data prediction or global warming [198]. Therefore,
data bias must be of greater concern in GPT model
development as the data quality of the internet is limited to
avoiding producing disturbing content.

E. MULTIMODAL SUPPORT
The challenge of developing multimodal learning ability in
the GPT model remains unsolved. Multimodal support refers
to the GPT model’s ability to process and generate text along
with other modalities, such as audio, images, and videos.
GPT models have shown impressive results in generating
high-quality text andNLP tasks, but it was primarily designed
for text-based tasks and cannot handle other modalities.
However, due to its success in text processing, users expect its
integration with other modalities, such as speech recognition,
video summarization, and image or video captioning [199].
Several research initiatives have been proposed to integrate
multimodal support to address this issue. One approach is to
feed the visual and audio information with the corresponding
text to the model as input. The other is to handle this
input modality process as a separate model and use the
output as input to GPT. Multimodal video captioning is
done using GPT in the unlabelled videos [199]. Multimodel
learning has been applied for information retrieval [200] and
image generation for illustrating the news [201] to assist the
GPTs. However, the primary challenge in both approaches
is effective integration, requiring architectural changes and
techniques to handle various modalities. Recently, OpenAI’s
GPT4 has launched with multimodal support, enabling it to
read images, analyze the input, and generate text as output.
It cannot create images as output, though. Nevertheless, the
field of multimodal processing is still an active area of
research, and much work must be done to effectively and
efficiently process and understand multimodal data.

F. ROBUSTNESS
The robustness is a major requirement to be imposed by
any type of GPT model, and it is a global problem for all
learning-based prediction technologies. Robustness refers to
the ability of the model to maintain high performance and
accuracy even in the face of unexpected or adversarial inputs.
Although GPT models have shown impressive performance
in a wide range of NLP applications and have set a benchmark
for high-quality text generation, they are still vulnerable to
certain types of errors and attacks. In particular, handling
adversarial inputs is a challenging task in GPT models. GPT
models are particularly susceptible to adversarial attacks
[202]. Adversarial inputs are specifically designed to make
a learning model collapse and misbehave. GPT models
can be highly prone to these attacks because they are
trained on a large volume of text. As a result, they may
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be influenced by subtle patterns or biases in the training
data. If such biases or patterns exist in the data, the GPT
model may amplify or perpetuate existing biases, leading to
unfair outcomes. A few techniques may be used, such as
adversarial training [203], [204], defensive distillation [205],
and regularization techniques [206] such as dropout, weight
decay, and batch normalization, to mitigate and handle
adversarial inputs. Therefore, GPT development must focus
on developing models with more robustness, enabling them
to be tolerant of various vulnerabilities, and thus to be used
reliably and susceptible in a wide range of applications.

G. MULTILINGUAL SUPPORT
While GPT models have demonstrated remarkable profi-
ciency in NLP tasks for individual languages, achieving
multilingual support remains a significant challenge. The
primary difficulty in developing multilingual GPT models
lies in the significant differences in syntax, grammar, and
vocabulary across various languages. As the number of
internet users day by day increasing irrespective of literacy
rate, multilingual support will target all types of end users.
To create models that can effectively process multiple lan-
guages, researchers need to train GPT models on extensive,
diverse datasets that span a broad range of languages and
language families. Additionally, designing language-specific
pre-processing techniques to prepare input data for the
model is another obstacle to overcome. Various languages
possess distinct writing systems, word orders, and linguistic
features, necessitating specialized pre-processing techniques
to ensure that the model can process the input data effectively.
Despite the challenges, researchers continue to explore new
methods to improve the multilingual capabilities of GPT
models. Some techniques involve training separate models
for each language or developing language-specific fine-
tuning techniques. Others include developing cross-lingual
TL techniques that allow themodel to transfer knowledge and
skills learned in one language to another.

H. LIMITED UNDERSTANDING
GPT models have a limited understanding of context and
meaning, despite their ability to generate coherent text. This
problem arises due to issues such as a lack of semantic
understanding, bias, stereotyping, and handling nuances and
figurative language. As a result, the outputs generated by
the model may contain errors or inaccuracies, even if they
are grammatically correct. Researchers are exploring various
techniques to enhance the model’s contextual understanding.
Understanding GPTs will be more reactive and may attract
more users for accurate results [207]. These methods include
incorporating external knowledge sources like knowledge
graphs and ontologies into the training process, developing
common sense reasoning capabilities, and improving the
model’s ability to handle nuances and idiomatic expressions.
By enhancing the contextual understanding of GPT models,

their outputs will be more accurate, relatable, sequential, less
biased, and more useful for a variety of applications.

I. ETHICAL CONCERNS
The ethical concerns in GPT models are an active area of
discussion and debate due to the potential negative impacts
that the use of GPTs could have on society. Although GPT
models have demonstrated remarkable abilities in generating
coherent and realistic text, there are concerns about the
perpetuation of biases and stereotypes, the possibility of
malicious use, and the effects on employment and eco-
nomic inequality. Some of the ethical characteristics to be
possessed by GPT include functional Morality, operational
morality, abiding by the right for explanation law, improved
transparency with human involvement, unbiased data, and
adhering to government regulations on data usage [195]. The
responsibility of developers and companies to address these
ethical concerns and ensure the ethical use of a GPT model is
also a topic of debate. The ethical implications of GPTmodels
are being actively researched and discussed in the fields of AI,
computer science, and philosophy.

J. SECURITY AND PRIVACY CONCERNS
GPT models raise concerns about security and privacy,
particularly as they become more widespread. One of the
main concerns is that GPT could be used for harmful
purposes, such as creating fake news or deep fakes, as it
can generate text that looks real and convincing, making it
difficult to distinguish between genuine and fake content.
Another concern is the potential for privacy violations when
using a GPT model. Large language models like GPT require
a significant amount of training data, which could contain
sensitive or personal information. This raises concerns about
privacy and data protection as per European Union’s General
Data Protection Act [208], particularly if the training data
is not properly anonymized or if the models are used to
generate text based on user data without their explicit consent.
Some of the problems concerned with confidentiality related
to the pre-training dataset are Data tracing, Membership
Inference Attacks, reconstruction attacks, and property infer-
ence attacks and the vulnerabilities concerned with a model
encoder are hyperparameter stealing attacks and encoder
parameter stealing attacks. Poisoning, Backdoor, and evasion
attacks are the vulnerability related to the integrity of self-
supervised learning. Resource depletion attack is one major
issue with data availability, which may lead to tremendous
effects incorrect results, and may cause greater deviations
too [208]. Additionally, the GPT model’s ability to generate
text based on user input could inadvertently disclose sensitive
information, such as personal or financial details, or trade
secrets. This could happen if a GPT model is used in an
insecure environment or if it is targeted by malicious actors
seeking to obtain sensitive information. Researchers and
developers should focus on assuring authenticity in using
users’ data in case of interactive information generation
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TABLE 6. Various lessons learned and future research directions.

based on privacy data shared. These include using differential
privacy to protect training data privacy [209], implementing
secure hardware or software protocols to protect models from
cyberattacks, and developing techniques to detect and prevent
the malicious use of GPT models. It’s crucial to adopt and
follow these measures to ensure the ethical and safe use of
GPT models before using them in various applications.

Therefore, GPT model development must focus on devel-
oping more robust, reliable, safest, multi-lingual, multimodal
support-enabled solutions for delivering domain-specific or
human-specific solutions with optimal resource utilization.

VII. CONCLUSION
The impact of GPT and other large language models have
a significant and far-reaching effect. As these technologies
continue to develop and advance, they have the potential
to revolutionise how we interact with technology and one
another. From personalised recommendations and customer
service to language translation and text generation, the
possibilities are endless. However, there are potential ethical
and societal issues that must be addressed. As we continue
to rely more heavily on these language models, we must
ensure that we use them responsibly and with consideration
for the impact they have on the entire society. These
challenges include biases in the data used to train the models,

ensuring privacy and security, understanding the implications
of human creativity, and the potential impact on employment
and job displacement. We must continue to evaluate and
reflect on the impact of GPT and other language models in
order to ensure that they are being used to the benefit of
society as a whole. By doing so, we can help to ensure that
these technologies are utilised to their utmost potential while
minimising any negative effects they may have.
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