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ABSTRACT Forest fires constitute a widespread and impactful natural disaster, annually ravaging millions
of hectares of forests and posing a severe threat to human life and property. Accurate quantitative prediction
of forest fire spread is essential for devising swift risk management strategies and implementing effective
firefighting approaches. In response to this imperative, this study introduces a Forest Fire Spread Behavior
Prediction (FFSBP) model, encompassing two integral components: the Forest Fire Spread Process Pre-
diction (FFSPP) model and the Forest Fire Spread Results Prediction (FFSRP) model. The FFSPP model
involves the prediction of the direction and speed of forest fire spread, achieved through a fusion of the
Cellular Automata model and the Wang Zhengfei model. On the other hand, the FFSRP model focuses on
forecasting the extent of the burned area, leveraging machine learning methods. To validate the efficacy of
the proposed models, a real case study is undertaken using the ‘‘3.29 Forest Fire’’ incident in China. The
FFSPP model is validated against this case, while the FFSRP model is assessed using a real fire dataset
obtained from Montesinho National Forest Park in Portugal. Results from the validation process reveal that
during the natural development period of the ‘‘3.29 Forest Fire,’’ the FFSPP model predicts a burned area
of 286.81 hm2, with an associated relative error of 28.94%. This relative error is notably smaller than those
observed in the Farsite and Prometheus fire behavior simulation models. Additionally, the FFSRP model
demonstrates commendable predictive performance, particularly in the context of small and medium-sized
fire scenarios. These findings underscore the potential of the FFSBP model as a valuable tool in enhancing
forest fire prediction accuracy and facilitating more robust risk mitigation and firefighting strategies.

INDEX TERMS Forest fire prediction, forest fire spread, cellular automata, Wang Zhengfei model, machine
learning.

I. INTRODUCTION
The escalating frequency and magnitude of global forest
fires, exacerbated by factors like global warming and height-
ened extreme weather events, pose severe threats to human
lives, property, and ecological environments [1], [2]. Annu-
ally, millions of hectares of forests succumb to flames,
incurring substantial financial costs and casualties. Accurate
prediction of forest fires plays a pivotal role in averting
numerous calamities. Forest fire prediction typically falls
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into three categories: fire risk weather prediction, forest
fire occurrence prediction, and forest fire behavior predic-
tion. These categories consider specific factors: (i) fire risk
weather prediction focuses on meteorological elements [3],
[4]; (ii) forest fire occurrence prediction involves meteoro-
logical factors, combustibles, and fire sources [5], [6], [7];
(iii) forest fire behavior prediction incorporates meteorologi-
cal factors, combustibles, and terrain conditions [8], [9], [10].
While weather and occurrence predictions assess the poten-
tial for, or likelihood of, forest fires, behavior prediction,
encompassing weather, combustibles, and terrain, delves into
the direction, speed of spread, and burned area—crucial for
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effective firefighting [11], [12]. This study concentrates on
forest fire behavior prediction, forecasting both the process
and outcomes of forest fire occurrences. The predicted data
for the occurrence process includes direction and speed of fire
spread, visually presented. Outcome predictions encompass
the anticipated burned area.

Forest fire spread, a facet of forest fire behavior, pertains
to the characteristics exhibited by combustibles from igni-
tion to extinction. Employing mathematical methods under
simplified conditions, the forest fire spread model establishes
quantitative relationships between key parameters (e.g., fuel
properties, terrain, meteorological factors) and forest fire
behavior, including spread speed [13]. These relationships
facilitate the prediction of impending or ongoing forest fire
behavior, guiding firefighting and daily forest management.
Since W.R. Fons introduced a mathematical model in 1946,
scholars worldwide have proposed various models based
on different assumptions for combustible materials. Notable
models include the Canadian forest fire spread model [14],
the Australian McArthur model [15], the American Rother-
mel model [16], [17], the Chinese Wang Zhengfei forest fire
spread model [18], and the modified models based on these
models [18], [19], [20]. Despite their utility, each model has
limitations, especially when assumptions are absent, leading
to potential errors. Therefore, understanding the applicability,
conditions, and pros and cons of a model is crucial before
utilization. These models fall into empirical, physical, and
semi-empirical/semi-physical categories based on principles.
Empirical models rely on statistical analysis of actual data
without considering physical mechanisms. Physical models
are based on energy conservation and heat conduction laws
but may face challenges in collecting input parameters. Semi-
empirical/semi-physical models, like the Wang Zhengfei and
Rothermel models, incorporate experimental data guided by
specific physical mechanisms. However, the 11 input items
of Rothermel model with complex relationships and practical
acquisition requirements pose challenges to its application.

Traditional forest fire spread models, often grounded in
mathematical or physical laws, lack inherent self-organizing
mechanisms. As system complexity rises or disturbances
occur, the challenge of solving differential equations or
estimating numerical values intensifies [21], [22]. The intro-
duction of Cellular Automata (CA) addresses this limitation,
offering a remedy for the absence of self-organization in
conventional models and providing a more vivid depiction of
forest fire spread [13], [23], [24]. To create a user-friendly
and self-organizing model, this study integrates the Wang
Zhengfeimodel with the Cellular Automata (CA)model. This
integrated approach aims to predict the direction and speed
of forest fire spread, ultimately achieving a visually intuitive
representation.

Furthermore, as computer computing power has advanced
and Machine Learning (ML) has evolved, ML has garnered
attention for its ability to discern nonlinear relationships
among diverse input parameters. Researchers have applied
ML to forest fire prediction, utilizing methods such as

backpropagation neural networks, random forests (RFs),
deep learning, and ensemble learning [6], [24], [25], [26].
While various ML techniques have demonstrated superior
results in fire risk prediction compared to probability and
statistical methods, the emphasis has primarily been on pre-
dicting the likelihood of forest fire occurrence rather than
the burned area. In recent decades, ensemble learning has
gained prominence in the ML field due to its efficacy in
addressing practical application challenges [26], [27], [28].
Consequently, this article opts for ensemble learning to fore-
cast the outcome of forest fire occurrences, specifically, the
burned area. This choice aims to enhance the prediction of the
fire situation and facilitate timely response measures.

In this context, the focus of this paper is on investigat-
ing the prediction of both the forest fire spread process
and its outcomes, leading to the establishment of a For-
est Fire Spread Behavior Prediction (FFSBP) model. This
model comprises two integral components: the Forest Fire
Spread Process Prediction (FFSPP) model and the Forest
Fire Spread Results Prediction (FFSRP) model. The FFSPP
model involves combining the Wang Zhengfei model with
the Cellular Automata (CA) model to predict the direction
and speed of forest fire spread, while the FFSRP model
employs ensemble learning methods to predict the burned
area. To validate the forest fire spread prediction model, the
‘‘3.29’’ forest fire in Anning, Southwest China, serves as an
illustrative example. Additionally, the burned area prediction
model is verified using a real fire dataset from January 2000 to
December 2003 obtained from Montesinho National Forest
Park in Portugal. The research outcomes hold significant
practical implications for forest fire response: (i) predicting
and visualizing the direction and speed of forest fire spread
offers valuable insights for deploying firefighting resources;
(ii) forecasting the burned area provides guidance for aggre-
gating total firefighting resources; (iii) the proposedmethod’s
straightforward calculation process, coupled with its adapt-
ability to different datasets, facilitates easy application and
optimization of the model.

The rest of this paper is organized as follows. Section II
critically reviews previous studies pertaining to the primary
concerns of this research, namely forest fire impact factors,
forest fire spread prediction, and burned area prediction,
with a focus on identifying research gaps. In Section III,
the FFSBP model is introduced, along with the devel-
opment of the corresponding methodology. Additionally,
Section IV presents a case study featuring computational
results to validate the effectiveness of the proposed model.
Finally, SectionV concludes the research by offering valuable
insights into forest fire prediction and delineating potential
future directions.

II. LITRTATURE REVIEW
A. FOREST FIRE IMPACT FACTORS
Numerous studies have investigated the influencing factors
of forest fires. Wu, Li [29] conducted a study on the driving
factors of forest fires in different provinces of China. They
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comprehensively considered anthropogenic factors, meteoro-
logical conditions, topography, and vegetation. Additionally,
they established an artificial neural network model to predict
the probability of forest fire occurrences in the research area.
Guo et al. [30] applied the classic logistic regression model
and the geographically weighted logistic regression model
to ascertain the relationship between human-induced forest
fires in northern China and their potential driving factors. The
research findings confirmed the significance of distance from
railways, elevation, fire line length, and vegetation coverage
in the occurrence of forest fires in northern China. Preisler
and Westerling [31] studied the strongly impact of meteo-
rological factors such as air temperature, precipitation, and
humidity on the occurrences and dynamics of fire. College
of Forestry, Forestry University [32] conducted research on
the trends and driving factors of forest fires based on MODIS
satellite fire point data, integrating meteorological, human,
topographical, and vegetation factors. Trend analysis and
a Logistic regression model were employed in the study.
Ma et al. [33] analyzed the impacts of climate, topographic,
vegetation and socioeconomic variables on forest fire occur-
rence in six geographical regions in China. The results show
clear regional differences in the forest fire driving factors and
their impacts in China. Among them, climate variables are the
forest fire driving factors in all regions. Li et al. [34] investi-
gated the quantitative effects of factors such as forest location,
species type, fire occurrence date, temperature, and wind
speed on the degree of forest fire disaster. The results indi-
cate that forest location has significant impacts on forested
area burned. In summary, the principal factors influencing
forest fires encompass the combustible state, meteorologi-
cal factors, and topographical conditions. However, existing
research on predicting forest fire behavior often falls short
in either integrating all these factors or relies heavily on
long-term historical data, resulting in a lack of comprehensive
and specific predictions. Consequently, this paper aims to
bridge this gap by integrating the aforementioned three fac-
tors and utilizing short-term historical data for a more precise
prediction of forest fire behavior.

B. FOREST FIRE SPREAD PREDICTION MODEL BASED
ON CA
It is well known that the CA is characterized as a dynamic
system undergoing evolution within a discrete, finite state
cellular space, guided by specific rules in a discrete time
dimension, which has undergone thorough exploration and
widespread application. Besides, the CA modeling method
is straightforward and practical, enabling the prediction of
forest fire behavior from a microscopic perspective. The
algorithm’s swiftness adds to its appeal. Aleixo et al. [35]
employed site percolation and SIR epidemiology rules within
a CA to simulate local fire dynamics. Notably, phase tran-
sitions were identified for various combinations of fire risk
within each class, and these values were utilized to parameter-
ize the resulting landscape network. Hui, Rui [36] proposed a
simulation algorithm that couples a geographic CA to address

the issues of high errors and low efficiency in traditional for-
est fire spread simulationmodels when simulating large-scale
forest fires. Mahdizadeh and Navid [37] utilized a CA model
to simulate the spread of wildfires. The model considered
the most influential spatial and temporal driving factors for
wildfire propagation, including wind speed and direction,
vegetation type and density, as well as topographical con-
ditions. Jellouli et al. [38] explored the application of CA
methods for simulating forest fire phenomena. The model
considered key parameters such as natural vegetation, density,
humidity, wind force, and elevation. Li et al. [39] proposed
a forest fire spread simulation model using CA with long
short-termmemory (LSTM) based on the interaction between
wind and fire. Xu et al. [40] propose a newmethod combining
least squares support vector machines (LSSVM) with forest
fire CA framework, namely LSSVM-CA, in which the effects
of adjacent wind on the law of fire spread are considered.
Although these models perform well in predicting the spread
of forest fires, the single forest fire factors considered may
not be effective in practical applications. Besides, the factors
considered in a given study are contingent upon the data
accessibility for the specific application region. Given the
inherent complexity arising from the multitude of factors,
applying the model to real-case scenarios may pose chal-
lenges. Consequently, this paper aims to enhance predictive
accuracy by integrating the Wang Zhengfei model with CA.
It selects easily obtainable factors, including combustible
state, meteorological conditions, and topography, to predict
the direction and speed of forest fire spread and visualize the
results.

C. FOREST FIRE BURNED AREA PREDICTION BASED
ON ML
In recent years, ML has gained widespread attention for its
capacity to discern nonlinear relationships among diverse
parameters. Consequently, ML methods have been increas-
ingly applied to predict the burned area of forest fires.
Frédéric et al. [41] proposed a hybrid architecture deep neural
network that can simultaneously process different types of
input data for estimating fire spread under different envi-
ronmental conditions. The input data of the model includes
two-dimensional images of the surrounding landscape and
combustion parameters, and the final output is the fire area.
Cortez and Morais [42] proposed a support vector machine
regression model to predict the area of forest fires. The
input data of this model includes temperature, humidity, wind
speed, and precipitation. The radial basis kernel function
and ϵ-insensitive loss function are used to optimize and
obtain a complete model for predicting the area of fire.
Bisquert et al. [43] selected 12 forest fire impact factors to
form a feature vector, established a 3-layer backpropagation
neural network to predict the burned area of forest fire, and
determined the fire risk level based on the burned area of fire.

Nevertheless, existing studies exhibit limitations in accu-
rately predicting the burned area of forest fires. Certain
models, as illustrated by Frédéric et al. [41], incorporate
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TABLE 1. Summary of the literature pertaining to pedestrian evacuation.

intricate input data, such as combustion parameters, which are
often challenging to obtain. Conversely, other models [42],
[43] grapple with an excess or insufficiency of input data,
leading to either an increased data collection workload or
suboptimal prediction performance during application. Rec-
ognizing the potential of ensemble learning, which enhances
model performance by amalgamating multiple ML mod-
els, especially when confronted with intricate data and
tasks, this paper adopts ensemble learning methods. The
approach involves combining multiple learners to predict the
burned area of forest fires, incorporating multicollinearity
tests for data screening and grid search methods for model
optimization.

D. SUMMARY
In addition, a comprehensive summary of studies in recent
years is provided in Table 1, where the main concerns of
the FFSBP model are compared with the previous studies
to illustrate the research gaps and novelties of this study.
As presented in Table 1, what emerges from the recent lit-
erature survey is that CA and ML methods can effectively
predict forest fire behavior. Still, many studies only consider
a portion of the factors affecting forest fires. Besides, the
input data for most forest fire spread models is hard to obtain
in practical applications. Finally, the research on the burned
area of forest fires mainly focused on monitoring which only
provides fire information from a certain moment in the past.

According to the main concerns and research gaps iden-
tified in Table 1, this study makes three main research
contributions. First of all, this study uses CA andMLmethods
to predict forest fire behavior, aiming to enhance firefighting
efforts for the preservation of life and property. Notably,
the factors influencing forest fires, particularly combustible
state, meteorological conditions, and topography, are integral
components of this predictive approach. Besides, this study
integrates the CA model with the Wang Zhengfei model to
predict the direction and speed of forest fire spread, providing
a visual representation of the results. Furthermore, the ML
method was used to predict the burned area of forest fires,
including using multicollinearity tests to screen data and grid
search methods to optimize the model. Subsequently, a real-
case study is conducted using the ‘‘3.29 Forest Fire’’ in China
and a genuine fire dataset from Montesinho National Forest
Park in Portugal, to validate the efficacy of the proposed
methodology.

III. METHODOLOGY
A. FFSPP MODEL
1) MAIN SETTINGS OF CA
The forest fire spread model based on CA is a discrete event
model that divides forest land into numerous discrete cells,
simulating the fire spread process according to a defined
set of rules [25], [44]. Each cell denotes a location on the
forest land, and the model simulates the fire propagation by
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FIGURE 1. Moore-type neighboring cells.

updating the status of each cell. The key settings for a forest
fire spread model based on CA include:

(1) State definition: Each cell can possess distinct
states. This paper adopts four states: ‘‘unburned,’’ ‘‘partially
burned,’’ ‘‘fully burned,’’ and ‘‘end burned.’’ Initially, the fire
source status is assigned to one or more cells based on the
actual situation.

(2) Proximity definition: The adjacent cells of each cell
are defined. Typically, four or eight neighborhoods represent
cells adjacent to each other, with this paper opting for eight
neighborhoods to accurately represent units adjacent at the
top, bottom, left, right, or diagonal.

(3) Update rules: Rules for updating the status of each
cell are defined based on the status of adjacent cells and
environmental factors like wind direction, wind speed, fuel
humidity, and terrain. For instance, when a cell is in a burning
state, surrounding unburned cells can be ignited.

(4) Iterative update: The spread of fire is simulated by
iteratively updating the status of each cell. Discrete time
steps control the frequency of updates. Each update considers
the current state and the state of surrounding cells, updating
according to predefined rules.

(5) Boundary condition handling: Special handling of
boundary conditions is required for boundary cells to prevent
the fire from spreading beyond the simulation range.

2) IMPROVEMENT OF CA FOR FOREST FIRE SPREAD
The fundamental components of CA encompass four
elements: cell, state, neighborhood, and rule. Presently,
research predominantly focuses on one-dimensional and two-
dimensional CA. This study opts for a two-dimensional CA,
akin to a regular grid. Each grid serves as a cell, possess-
ing its state at every moment. The transition of cell states
is contingent upon dynamic rules: functions reliant on the
current state of the cell and its neighboring cells to ascer-
tain the subsequent state. Throughout the simulation process,
dynamic iterations and calculations are executed, incorporat-
ing changes in the neighborhood based on the transformation
rules.

TABLE 2. Partial notations used in this study.

TABLE 3. Wind speed level W table.

TABLE 4. Combustible correction factors Ks.

In two-dimensional CA, rules are defined within a local
spatial range, meaning that the state of a cell at the next
moment is determined by its own state and the state of its
neighboring cells. Therefore, before specifying rules, it is
necessary to define certain neighbors and clarify which cells
belong to the neighbors of that cell. This paper adopts Moore
type neighborhood.

In a Moore-type neighborhood, the four adjacent cells on
top, bottom, left, and right of a cell, along with four sub
adjacent cells in the diagonal direction, are the neighbors of
that cell. As shown in Fig. 1, adjacent cells are cells that share
a common edge with the central cell (i, j), represented by (i-1,
j), (i+1, j), (i, j-1), and (i, j+1), respectively. The sub adjacent
cells are four positions located diagonally, represented by
(i-1, j-1), (i-1, j+1), (i+1, j-1), and (i+1, j+1), respectively.
The state of the cell (i, j) at time t in this paper is defined as
(1), as shown at the bottom of the next page:

Its value range is: 0 ≤ Atij ≤ 1. If Atij = 0, indicating that
the cell (i, j) is not burning at time t; 0<Atij<1 indicates partial
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FIGURE 2. Wind projection.

combustion of the cell (i, j) at time t; Atij = 1 indicates that
at time t, the cells (i, j) are completely burned. This model
assumes that only fully burned cells will propagate fire to
neighboring cells.

On this basis, corresponding state expressions can be added
according to the actual situation. When conducting simula-
tion experiments, due to simulation needs, from the time t+1
afterAtij = 1, the state of the cell can be set to 2, indicating that
the cell has completed combustion and is spreading towards
surrounding cells from time t+1.

The primary factors influencing the propagation of for-
est fires encompass the combustible state, meteorological
conditions, and topographical features. The conventional
mathematical model delineating the spread rate of forest
fires establishes a quantitative relationship derived from these
intrinsic factors. In this study, rules for cell transformation
are developed based on the Wang Zhengfei model [45], [46].
This involves eight categories of combustibles, meteorolog-
ical factors comprising temperature, humidity, wind speed,
and direction, and terrain factors primarily focusing on the
slope of the forest area. Table 2 presents the notations utilized
in this study for formulating the state of a cell.

The wind speed level W table is shown below:
The relevant formulas of the model are as follows:

R = R0KsKϕKW (2)

R0 = 0.0299T + 0.047W + 0.009 × (100 − h) − 0.304
(3)

The values of Ks in the model are shown in Table 4:
In the CA model, the calculation functions of Kϕ and KW

need to be further derived.
In cellular space, for any of the eight neighboring cells (k,

l), there is a corresponding Kϕ and their own slope values
tanϕ relative to the central burning cell. Therefore, the Kϕ of
neighboring cells (k, l) relative to the central combustion cells

FIGURE 3. The fire spread of the neighboring cell.

(i, j) can be expressed as equations 4 or 5. If the cell (k, l) is
an adjacent cell of cell (i, j), use equation 4; If the cell (k, l)
is a sub adjacent cell of the cell (i, j), then use equation 5.

Kϕ = e3.533(tanϕ)
= e

3.5339(−1)G
∣∣∣ ha ∣∣∣1.2 (4)

Kϕ = e3.533(tanϕ)
= e

3.5339(−1)G
∣∣∣ h
√
2 a

∣∣∣1.2 (5)

where h represents the height difference between the center
positions of neighboring cells (k, l) and combustion cells (i,
j), assuming that the height values within a cell are the same,
equal to the height of the cell center point; a refers to the size
of the cell’s edge length;

√
2a represents the diagonal length

of the cell.
In the Wang Zhengfei model, Kw = e0.1783V , which repre-

sents the relationship between Kw in the wind direction and
wind speed V. There are eight neighboring cells in the cell
space, so it is necessary to derive Kw value corresponding to
the eight cells.

As shown in Fig. 2,
−→
OA, −→

−→OB,
−→
OC ,

−→
OD,

−→
OE ,

−→
OF ,

−→
OG,

−→
OH are the velocity directions of the central combustion
cells (i, j) spreading towards the surrounding cells in eight
directions;

−−→
OV1,

−−→
OV2,

−−→
OV3,

−−→
OV4 represent any direction in

the four quadrants.
Then it can be seen that the propagation speed of the

completely burned 8 central cells towards the surrounding,
such as the propagation speed of the lower left corner cell
(
−→
OG) can be expressed as: Then the propagation speed of
the completely burned central cell towards the surrounding
8 cells can be obtained. For example, the propagation speed
of the cell in the lower left corner (

−→
OG) is expressed by:

Ri+1,j−1 = R0KSKWKϕR0KSe0.1783V cos(225◦
−θ)

Atij =
Maximum combustion area affected by 8 directions of cells on cell (i, j)

Area of cell (i, j)
(1)
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× e
3.5339(−1)G

∣∣∣ h
√
2 a

∣∣∣1.2 (6)

As a bottom-up modeling method, CA can simulate
the spatiotemporal dynamics of spatially complex systems
by simply establishing basic transformation rules between
neighboring local cells based on the ideal heat transfer
law between burning and non-burning adjacent cells. Some
researchers consider the change of a cell in cellular automaton
from one state to another as the result of the influence of all
factors at a certain moment [40]. In order to better fit the
actual situation of fire spread, the transformation of cell state
in this study is a continuous accumulation result - the result
of all factors acting for a continuous period of time before
a certain deadline. In addition, some researchers believe that
adjacent cells and sub adjacent cells have the same impact
on the central cell [24]. This study suggests that their impact
is different and quantifies them differently. Determination of
transformation rule function are as follows:

The combustion state of cell (i, j) at time t+1 is
co-determination by the speed of its neighboring cell spread-
ing to it and the combustion state of cell (i, j) at time t. The
unburned or already burned cells at time t have no effect on
the state of cells (i, j) at time t+1. Only fully burned cells
can propagate in all directions at a speed. For example, if a
fire spreads from the fully burned neighboring cell (i, j-1)
on the left to the cell (i, j), and its propagation speed to the
cell (i, j) is Rtk,j, then within time t, due to the collinearity
of neighboring cells (i, j-1), the combustion area of cell (i,

j) is aRti,j−11t, and the combustion area ratio is
aRti,j−11t

a2
=

Rti,j−11t
a . Specifically, in the scenario where the fire spreads

from the fully burned secondary cell (i+1, j-1) in the lower
left corner to the cell (i, j), the combustion area ratio is
3.14

(
Rti+1,j−1·1t

)2
4a2

=
0.785

(
Rti+1,j−1·1t

)2
a2

. Similarly, if there are
also completely burned cells in the other 6 cells, calculate
their contribution to the combustion area of cells (i, j) using a
similar method.

If RtI,J represents the speed at which fire spreads from
cell (I, J) to cell (i, j) at time t, then the transformation rule
function for updating the cell state can be expressed in the
following after time 1t:

At+1
i,j

= Ati,j + max

max
(
Rti−1,j,R

t
i,j−1

,Rti+1,j,R
t
i,j+1

)
1t

a
,

0.785 ∗

(
max

(
Rti−1,j−1,R

t
i−1,j+1,R

t
i+1,j+1,R

t
i+1,j−1

))2
1t2

a2


(7)

If At+1
i,j < 1, then the fuel part in cell (i, j) burns, and

the fire does not propagate to neighboring cells; If At+1
i,j ≥ 1,

the cell completely burns and begins to spread towards the

FIGURE 4. Stacking structure diagram in the burned area prediction
model.

surrounding 8 cell fires. A drawback of this approach is that
the fire spread should not exceed the edge length of one
cell within a time step 1t. Generally, employing smaller
time steps yields more realistic results. Additionally, cells
obstructed by natural features (e.g., rivers, rocks, roads) have
a burning state of 0, and their burning speed is set to 0.

B. FFSRP MODEL
1) STACKING AND LEARNER SELECTION
ML allows for constructing statistical models by providing
sufficient sample data and employing a series of algorithms
to carry out predictions. It is found that ML models are
advantageous in high prediction accuracy and flexible model
structure [47]. In recent decades, the ensemble learning has
attracted much attention in the field ofML because it can effi-
ciently solve practical application problems () [28]. The basic
process is: 1) generate a series of different learners; 2) use
a certain integration method to combine learners to improve
the prediction ability and generalization ability of the model.
Boosting, Bagging, Stacking, and Blending are themost com-
monly usedmethods in ensemble learning [48]. Among them,
Boosting and Bagging use similar learners for integration.
Stacking and Blending are hierarchical structures, which can
realize the integration of heterogeneous learners. Moreover,
stacking uses K-fold cross validation, and learners are trained
with all data. When the data set is not large, the performance
of Stacking is more robust compared with Blending. There-
fore, this paper uses Stacking to integrate multiple learners to
establish the burned area of forest fire prediction model.

Stacking is the abbreviation of stacked generalization pro-
posed by Wolpert in 1992. Its core idea is to carry out cross
validation training on the base learner, form a training set
based on the output of the base learner to train the meta
learner, and the prediction result is formed by the output
of the meta learner [49]. The base learner and meta learner
are the core of the Stacking model, and the selection and
combination of learners are the key to the integration of
the Stacking model [50]. If the multi-layer stacking learner
framework is adopted, it is very difficult to determine the best
stacking method due to the large number of learners available
and combinations. And the performance improvement after
the integration of multi-layer stacking models is limited.
Therefore, this paper selects a two-layer learner framework
based on Stacking, chooses appropriate learners and their
combinations, and constructs a prediction model to improve
the prediction ability and generalization ability of the model.
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FIGURE 5. Flow chart for establishment of the burned area prediction
model.

To obtain a superior combination to all members, the selec-
tion of base learners should follow the principle of accuracy
and diversity [51]. Common base learners with high accu-
racy include GBDT (GBoost), XGBoost (XGB), LightGBM
(LGB), Random Forest and ANN which have the high per-
formance in predicting forest fires [52], [53]. Especially,
selecting the best forecasting model is a constant gamble
because each ML algorithm has advantages and disadvan-
tages [54]. It is necessary to choose the corresponding ML
algorithm as much as possible based on other requirements
under the premise of meeting the accuracy of prediction
results. The burned area of forest fire prediction model needs
to quickly process a large number of diverse types of data.
Among these learners, GBoost can flexibly handle various
types of data, including continuous and discrete values; XGB
can realize the parallel operation of trees, greatly improving
the speed of algorithm training and prediction [55]; LGB not
only occupies low memory, but also has the ability to process
big data. Therefore, this paper selects these three learners
as the base learners of Stacking. Meta learner of Stacking
should preferably be a simple model, such as Ridge regres-
sion, Lasso regression, to prevent over fitting of the overall
model. Ridge and Lasso regressions can identify unimportant
variables in the model and simplify the model. Compared
with Ridge regression, Lasso regression can reduce some
regression coefficients to eliminate variables. Therefore, this
paper selects Lasso regression as themeta learner of Stacking.
The structure of ensemble learning in this paper is shown in
Fig. 4.

2) BURNED AREA PREDICTION ESTABLISHMENT PROCESS
The establishment process model is shown in Fig. 5. First
of all, preprocess the historical data of forest fire area in
the selected area (i.e., standardize it). Then, perform multi-
collinearity tests on the data, adjust variables, and make a
learning dataset. Next, use GridsearchCVmethod to optimize
XGB, LGB, and GBoost learners and establish the burned
area prediction model based on Stacking to learn the ‘‘rela-
tionship’’ between the burned area and influencing factors

FIGURE 6. The training and testing process of the model.

on the training dataset. Finally, randomly select 20% of the
samples from the learning dataset for model testing. Compare
the predicted results with the actual results and investigate the
reasons for abnormal samples.

3) MULTICOLLINEARITY TEST
Multicollinearity refers to the close correlation between
explanatory variables in a linear regression model. Multi-
collinearity is common, and in general, moderate collinearity
has little effect. However, severe collinearity can cause the
significance test of explanatory variables to lose meaning and
the model estimation to deviate or even be invalid. There-
fore, when themodel involves multiple explanatory variables,
multicollinearity testing should be performed. This article
uses the variance inflation factor (VIF) diagnostic method
to perform multicollinearity tests on explanatory variables.
Generally, the larger the VIF value, the more significant the
multicollinearity between explanatory variables. It is gener-
ally believed that when the VIF is greater than 10, there is
significant multicollinearity between explanatory variables.

4) MODEL OPTIMIZATION
In the ML models, the parameters that need to be manually
selected are called hyperparameters. Improper selection of
hyperparameters will lead to under fitting or over fitting.
When selecting hyperparameters, there are two ways, one is
to fine tune by experience, and the other is to select parame-
ters of different sizes and bring them into the model to select
the best performance parameters. One method of fine tuning
is to manually modulate the hyperparameters until a good
hyperparameter combination is found. This method is very
time-consuming, so we use GridSearchCV of Scikit-Learn to
do this search. In grid search, the parameters are searched,
that is, within the specified parameter range, the parameters
are adjusted in sequence by steps, and the adjusted parameters
are used to train the learner to find the parameters with
the highest accuracy in the verification dataset from all the
parameters. This is actually a process of training and com-
parison. GridSearchCV can ensure to find the most accurate
parameter within the specified parameter range. Therefore,
based on Anaconda ML platform, this paper establishes
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TABLE 5. Meteorological data during the natural development period of
‘‘3.29 forest fire’’.

TABLE 6. The propagation speed in each direction at each moment.

XGB, LGB, and GBoost learners, and uses GridSearchCV
to optimize the model.

5) TRAINING AND TESTING OF THE MODEL
The training and testing process of the model is shown in
Fig. 6, where XGB, LGB and GBoost algorithms are used
as the base learners of Stacking [56]. To prevent over fitting
of the model, a five-fold cross validation method is used to
train the base learners. Taking XGB algorithm as an example,

in the specific training process, the training set is divided into
five equal copies. Four of them are used to train XGB, and
the last one is predicted using the trained model. Then the
XGB prediction results can be obtained with the base learners
LGB and GBoost. The prediction results obtained by the base
learners are used as new feature parameters and combined
with the prediction target as a new training set. The meta
learner Lasso regression model gives weight to the prediction
results of the base learners through learning the training set,
so that the prediction results are more accurate. During the
model training, the error value is calculated by the following
formula (8), where y_pred_i is the predicted burned area of
the ith sample, y_true_i is the real burned area of the ith
sample, and the calculation basis of the error value is themean
absolute error (MAE) between the predicted burned area and
the real burned area.

Score =
1
m

∑i=m

i=1
|y_pred_i− y_true_i| (8)

Each model obtained by the base learner based on Stacking
integration strategy through five-fold cross validation is used
to test the model, and the average prediction results are used
as the characteristic parameters for prediction, and output as
the final prediction results.

IV. CASE STUDY
A. VERIFICATION OF FFSPP MODEL
1) DATA SOURCES
To validate the proposed methods in this study, the ‘‘3.29 For-
est Fire’’ in southwestern China is taken as a case study [57].
Particularly, the ‘‘3.29 Forest Fire’’ in Anning was a major
forest fire accident that occurred at 17:00 on March 29,
2006 in Wenquan Town, Anning City. The forest fire had
a large burned area and a long duration, and its difficulty
in extinguishing and danger coefficient were rare, reflecting
the complexity, variability, and danger of typical mountain
forest fires in the southwestern forest region of China. The
fire began at 17:00 on March 29, 2006, and was completely
extinguished on April 7, 2006. In these 10 days, the fire-
fighting data were recorded by firefighters at 9:00 every day,
and the daily range of changes in the fire boundary was also
delineated. Due to entering the comprehensive firefighting
stage after March 30th, the range of forest fire spread is no
longer a natural development trend. Therefore, the calculation
of forest fire spread in this study will be conducted until 9:00
on March 30th. The weather factors during this time period
are shown in Table 5. Among them, the typical vegetation
in the burned area is pinus yunnanensis. For the sake of
simplification, the influence of slope on combustion speed
is negligible in this work.

2) VALIDATION OF CA IMPROVEMENT
In addition, at 2:00 pm on March 29th, the temperature was
23.4◦C, the humidity was 21%, and the wind speed was
10.00m/s (wind force level 5). According to formula (3)-(4),
R0 can be obtained as 4.83km/h. Select a cell edge length
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FIGURE 7. Model simulation process of forest fire spread.

FIGURE 7. (Continued.) Model simulation process of forest fire spread.

of 1/6km and a time step of 1h for model calculation and
simulation. The propagation speed in each direction at each
moment is shown in Table 6.

The forest fire spread process simulated by the model is
shown in Fig. 7, where red represents ‘‘fully burned’’, gold
represents ‘‘partially burned’’, gray represents ‘‘end burned’’,
and white represents ‘‘unburned’’.

The simulation results show that the burned area in the
natural development period of the ‘‘3.29 Forest Fire’’ is
286.81 hm2 (the actual fire area was 403.63 hm2), with
a relative error of 28.94%. The results indicate that the
proposed model outperforms the Farsite and Prometheus
fire behavior simulation models commonly used in US
and Canadian industries. Among them, the Scott com-
bustible model simulation result in Farsite is 939.66 hm2

(relative error is 132.80%), the Anderson combustible
model simulation result is 1089.19 hm2 (relative error
is 169.85%), and the FBP combustible model simulation
result in Prometheus is 1587.20 hm2 (relative error is
293.23%).
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TABLE 7. Attribute information.

TABLE 8. Mean and STD of data.

TABLE 9. Partial data standardization results.

B. VERIFICATION OF FFSRP MODEL
1) DATA PROCESSING
a: ACQUISITION OF DATA
This paper uses a real fire dataset from Montesinho National
Forest Park in Portugal from January 2000 toDecember 2003.

TABLE 10. Multicollinearity test of variables.

TABLE 11. The initial values of each parameter in the XGB model.

TABLE 12. The order, range, and step size of the adjustment parameters
for the XGB model.

TABLE 13. The optimization results of each parameter in the XGB model.

The dataset contains 13 variables and 517 entries. Among
them, the four variables FFMC, DMC, DC, and ISI come
from the FWI subsystem of the Canadian Forest Fire Risk
Rating System. The names and meanings of each variable are
shown in Table 7. First, the dates in the dataset are digitized
and encoded, and then the digital features of the data are
viewed. The burned area is designated as the result variable,
and the other feature vectors are designated as the dependent
variable. By examining the digital features of the burned area,
it can be seen that the mean is 12.85, with the top 99.22% of
data being less than 154, the top 75% of data being less than
6.57, and the top 53% of data being less than 1.01. It indicates
that during this period, small and medium-sized forest fires
mainly occurred in the region.

b: STANDARDIZATION OF DATA
Data standardization has evolved into a common method
of data processing in ML [58]. It serves to mitigate model
overfitting, eliminate bias against any influencing factors,
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TABLE 14. Training results of various ML models.

TABLE 15. Partial predicted and actual burned area on the learning
dataset.

FIGURE 8. Actual and predicted forest fire burned area graph.

and enhance overall model accuracy. Simultaneously, data
standardization addresses issues such as gradient explosion,
gradient disappearance, and overfitting in the domains of
deep learning and reinforcement learning. As shown in
Table 8, since there is a significant difference between the
mean and standard deviation (STD) of the factors affecting
the evacuation time, this paper adopts formula (9) to stan-
dardize the data., where µ and σ are the mean and STD of
the influencing factors corresponding to xi. The processed
partial data are shown in Table 9. To facilitate the comparison
between the predicted and actual evacuation time, the exit
time (s) is not standardized.

xi =
x_i − µ

σ
(9)

c: MULTICOLLINEARITY TEST
After inspection, the VIF of 8 influencing factors including
X, day, DMC, DC, ISI, RH, wind, and rain is less than 10
(Table 10), indicating that the corresponding data can enter
the model fitting stage.

2) OPTIMIZATION OF XGB, LGB, AND GBOOST MODELS
Employing GridSearchCV to optimize the XGB, LGB, and
GBoost models, we illustrate the optimization process using
the XGB model as an example. The XGBoost model fea-
tures an extensive array of hyperparameters, originating from
both the XGBoost algorithm and the decision tree. These
hyperparameters play a direct role in shaping the overall
accuracy and predictive performance of the algorithm. The
identification of an optimal combination of hyperparameters

can significantly enhance the XGBoost model performance.
The detailed optimization process is outlined below.

a: SET INITIAL VALUE
The initial values of each parameter in the XGBmodel are set
and preented in Table 11.

b: ADJUST PARAMETERS
The order, range, and step size of the adjustment parameters
for the XGB model are shown in Table 12:

c: ADJUST PARAMETERS
The optimization results of each parameter in the XGBmodel
are shown in Table 13:

3) MODEL TRAINING AND TESTING
In this study, FFSRP model is established by integrating
XGB, LGB, and GBoost learners which are optimized by the
network search method with stacking strategy based on the
Anaconda ML platform. In addition to FFSRP model, three
ML models - XGB, LGB and GBoost - were used to predict
the burned area of each fire in Montesinho National Forest
Park in Portugal from January 2000 to December 2003 (517
samples are set in the dataset). The calculation basis of the
error value is the MAE between predicted and actual burned
area. The training results of various ML models are shown in
Table 14: the MAE and STD values of FFSRPmodel are both
smaller than those of XGB, LGB and GBoost models. That
is, the result of FFSRP model is better than XGB, LGB and
GBoost models.

To test the generalization ability of the model, 103 samples
(not trained) are randomly selected from the dataset for test-
ing. Table 15 compares partial predicted and actual burned
area on the learning dataset (‘‘number’’ refers to the number
of data in the dataset). As illustrated in Figure 8, this study
discerns values exhibiting a substantial disparity between
predicted and actual fire areas, revealing that the predictive
accuracy for large fires is inferior compared to that for small
and medium-sized fires. This discrepancy arises from the
heightened complexity in the occurrence and development
processes of large fires, rendering their consequences more
challenging to predict. Consequently, the model excels in
achieving robust predictive performance in scenarios involv-
ing small and medium-sized fires.

V. CONCLUSION
This paper presents a FFSRP model after an accidental forest
fire occurrence. First, based on relevant literature and actual
situations, the forest fire influencing factors that are easily
obtainable during the practical application of the models
have been determined: combustible state, meteorological fac-
tors, and topography conditions. Then, the FFSPP model is
established by combining the CA model and Wang Zhengfei
model. In addition, the FFSRP model is proposed to predict
the burned area through ML methods. Finally, the ‘‘3.29 For-
est Fire’’ in China and the real fire dataset from Montesinho

55400 VOLUME 12, 2024



X. Sun et al.: Forest Fire Prediction Model Based on Cellular Automata and Machine Learning

National Forest Park in Portuga are taken as the examples to
verify the proposed model and method. It is found that, the
relative error of the proposed FFSPPmodel is smaller than the
relative error of the Farsite and Prometheus fire behavior sim-
ulation models. And the proposed FFSRP model can achieve
good predictive performance in small and medium-sized fire
conditions. The main research results are as follows:

(1) The factors influencing forest fire are determined.
The main factors affecting forest fires are combustible state,
meteorological factors, and topography conditions. Among
them, combustible state mainly refers to plant type, meteo-
rological factors include temperature, humidity, wind speed,
wind direction, FWI, etc., topography conditions include geo-
graphical location, slope, etc., all of which are easy to obtain
during the practical application of the models

(2) The proposed FFSPP model has the capability to
describe the process of fire propagation. The FFSPP model is
established by combining the CA model and Wang Zhengfei
model to predict the direction and speed of forest fire spread
and achieve visualization. The results show that the proposed
model outperforms the Farsite and Prometheus fire behavior
simulation models commonly used in the US and Canadian
industries.

(3) The proposed FFSRP model is able to describe the
fire effect. Based on the Anaconda ML platform, the FFSRP
model is established by integrating XGB, LGB and GBoost
learners with stacking. The final MAE value of the model
on the training dataset is 16.50, which can achieve a good
prediction effect especially for small and medium-sized fire
situations.

Despite the above novelties and contributions, this work
still has several limitations. Due to limited practical condi-
tions, this study only used past practical cases for model
verification and did not conduct combustion experiments on
forests. In addition, the FFSBP model proposed in this paper
still has a lot of room for improvement with limited samples.
Therefore, potential future research works can be done to:
1) set aside experimental areas for forest burning experi-
ments; 2) expand the sample to improve the accuracy of the
forest fire spread prediction model.
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