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ABSTRACT Forecasting accuracy of electricity prices is crucial to the optimal operation of the electricity
market, as improper forecasting can lead to inefficiencies, increased costs, and market instability. Thus, it is
highly desired to develop a robust electricity price forecasting framework. The development of an optimal
forecasting model depends on the proper choice of exogenous variables, and as the impact/characteristics
of the input variables may change over time, thus the choice of appropriate external variables should be a
dynamic task. Therefore, it is necessary to develop an online adaptive forecasting model, which will not
only continuously forecast but also learn automatically by sensing the changes in the relationship of the
variables. To sense the changes and to develop a parsimonious model proper feature engineering is required.
Multi-level correlation with multicollinearity has been considered as the feature engineering tool for online
training to create an accurate forecasting model. After analyzing existing studies and analyzing the gaps,
an approach is proposed, utilizing a General Regression Neural Network (GRNN) with advanced feature
engineering and simultaneous adaptive learning, that can outperform traditional models like ANN, RNN,
and LSTM in terms of forecasting accuracy.

INDEX TERMS Electricity price forecasting, online adaptive learning, maximal information coefficient,
general regression neural network, long short-term memory, recurrent neural network, artificial neural
networks.

I. INTRODUCTION
From the producer to the consumer electricity price (EP)
plays an important role in the electricity market industry.
Depending on the market price, not only do the producers
decide when to participate but the consumers can also decide
whenmore electricity can be consumed. Thus, EP can be con-
sidered a market-controlling parameter and helps understand
the market participant’s behavior (producer and consumers).
Often large-scale consumers schedule their energy consump-
tion based on the EP. Thus, if the producers can forecast the
EP accurately, optimal energy consumption scheduling can
be performed without much trouble. Also, in modern-day
power systems, multi-time scaled markets such as forward,
spot, and balancing markets are found in many countries [1].
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A proper forecasting model also helps the producers to
determine when to participate and gain profit from the
market. Thus, without a proper forecasting model, optimal
operation/scheduling becomes a daunting task from both
ends. Thus, the development of an optimal EP forecasting
model will always be an important task for optimal market
operation.

But the conventional forecasting approach has an inher-
ent problem of developing a forecasting model based on
fixed-sized data. The issue can be explained in figure 1 and
discussed in the next subsection.

A. RESEARCH GAP OF THE CONVENTIONAL METHODS
AND POSSIBLE SOLUTION APPROACH
Figure 1 consists of two significant portions to understand the
research gap, namely Fig 1(a) describes the error performance
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FIGURE 1. Impact of different model development approach from (a) error and (b) profit perspective.

of the forecastingmodels with the increase in dataset size, and
Fig 1(b) shows possible profit achieved by the stakeholders
(producer/consumer) based on the error performance. The
small subplots at the top of Fig 1(a) show the accumulation of
data over time and the corresponding change in the relation-
ship between the possible inputs and inputs and the output
parameter. It should be mentioned that error and profit have
a reciprocal relationship, which means more profit can be
achieved when smaller errors are found and vice versa.

These significant portions can be explained from three
different perspectives, where two of them are based
on fixed-sized data namely small (orange line) and big
(Brown line), and the remaining is based on the adap-
tive/online/dynamic learning approach. Let’s consider the
learning scenario with a small fixed-sized dataset-based
approach. In such an approach no error is obtained until the
model is trained and deployed until a certain amount of data
(relatively small) is accumulated. Also, once deployed the
performance is satisfactory for a brief period of time. This is
because as more data is gathered in the system (subplots), the
model developed based on the limited data fails to describe
the dynamics of the system and error keeps on piling as time
goes by.

This on the other hand reduces the profit or in the worst
casemay cause loss of the entities. The case of big-sized fixed
database learning can be explained by a similar approach.
Here, the model is trained after a sufficiently large amount
of data is gathered. Sufficiently large data defines enough

data to represent the system dynamics properly. Thus, it is
expected the error performance will continue to be satisfac-
tory and remain under some tolerance limit. But deployment
of the model after the large data accumulation may cause
opportunity loss for the entities as the data explaining model
dynamics may be accumulated long before the model is actu-
ally deployed. Therefore, in brief, the issue with fixed-sized
data-based forecasting model development and deployment
can be summarized as Error accumulation or loss in future
profit (for the small-sized databases) and opportunity loss (for
the big-sized databases).

Therefore, adaptive/online/dynamic learning approaches
can be considered to overcome the inherent problem of
fixed-sized database model development and uncertainty in
the system. The concept of dynamic learning can be explained
by the green line shown in the figure. The orange crosses
on the green line of fig 1(b) denote model training points.
The adaptive learning-based forecasting models are supposed
to work in a closed-loop architecture with the environment.
The models should be trained only when it is necessary.
The necessary condition can be defined by the developer
of the forecasting model. As a rule of thumb, two possible
conditions can be considered for the training of a model (i) if
the error of the model surpasses some predefined limit and
(ii) if the system encounters a new relation with the possible
input and output variables due to uncertainty. The advent
of a new relationship can be reported through appropriate
correlation analysis between the variables and is discussed
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in detail in section III. According to figure 1(a), the adaptive
learning-based model goes under the model development
process when the first orange cross appears. The error curve
shows that after the first training and deployment of the fore-
casting model, the error starts decreasing and the profit starts
increasing (figure 1(b)). But once a change in the relation
between input-output variables occurred a sharp change in
error can be seen, which initiates the retraining of the model
(second orange cross). And the retraining continues to repeat
every time a rise in error is found (third orange cross). This
adaptive learning approach is practically viable and profitable
as it overcomes the error accumulation problem of small
fixed-sized database learning methods by performing neces-
sary retraining cycles when the error increases or surpasses
some tolerance limit. Also, it overcomes the problem of
opportunity loss of the big fixed-sized database by deploy-
ing the forecasting model from the very beginning of the
operation.

Therefore, in this research, an adaptive learning-based
model has been proposed utilizing the potential of correlation
of different external variables with the output variable. The
proposed method has been verified through multi-horizon
forecasting performance using a real dataset.

To address the issue and to develop a self-supervised
adaptive forecasting model a detailed literature review has
been performed to find the status of the considered research
and find out the research gap and provide an optimal solu-
tion under realistic conditions. A well-disciplined literature
review helped to find out the research gaps, the necessity of
research, and possible solution approaches to solve the issue.
The status of the corresponding research is discussed in the
following literature review section.

For the convenience of the reader, the paper has been
organized as follows. The related works and contributions
of the work have been discussed in detail in Section II. The
proposed methodology is discussed in detail in Section III.
In Section IV, experiment, and result analysis for three differ-
ent multi-horizon electricity forecasting has been conducted.
This section also discusses the robustness of the proposed
algorithm by applying it to another dataset, and the impact of
not considering feature engineering and sensitivity analysis
under varying hyperparameter choices. A summary of the
work’s advantages and future directions is given in Section V.

II. REALATED WORKS
Electricity price forecasting is a primitive study under the
power system domain. Thus, a considerable amount of work
is found (Approximately 357) using keywords such as elec-
tricity price forecasting/prediction. The found publications
are arranged in fig 2 in order according to their year of
publication. The increasing trend in publications shows the
concurrent necessity of such research. The found publica-
tions are categorized into several categories based on the
type of model (Machine learning/Deep Learning/Hybrid),
learning method(online/offline), feature engineering, etc.
Machine learning (ML) models are those that use diverse

statistical models and general single-hidden-layer neural
networks. A deep learning model is a model that uses
advanced techniques such as Deep Neural Networks (DNNs),
Recurrent Neural Networks (RNNs), Convolutional Neural
Networks (CNNs), Long Short Term Memory (LSTMs), and
others. The term hybrid model refers to models that combine
multiple methodologies together.

From the reviewed literature, it has been found that simple
machine learning and simple hybrid models are deployed the
maximum number of times (96 and 85 respectively). It should
be mentioned that models without feature engineering and
online training characteristics are defined as simple models.
Along with them, a good number of publications are found
using machine learning with feature engineering (63) and
hybrid models with feature engineering (61). Compared to
the machine and hybrid models applications DL models are
less found in the literature (simple deep learning models (25)
and deep learningwith feature engineering (17)).Whereas the
application of adaptive learning is rarely found, and among all
the publications number of publications for adaptive/online
learning are found is 10. More importantly, the simultaneous
application of feature engineering and adaptive/online learn-
ing has been found only once. Thus, it can be understood
that the proposed method discussed in the work is overlooked
in the existing literature and thus should be considered for
further progress in the field.

In the following subsections among the found 357 papers,
51 papers are discussed according to different types ofmodels
(machine learning/deep learning/hybrid model). As feature
engineering and adaptive learning are key tools for the pro-
posed methodology thus the discussion has been made in
terms of the application of feature engineering and adaptive
learning.

A. MACHINE LEARGING-BASED APPLICATIONS
In [2] and [3] along with Pearson correlation analysis, a ran-
dom forest (RF) has been used as a forecasting tool for EP
forecasting. But in that work, Pearson correlation has been
used, which suffers from application for only variables with
a linear relationship. In [4] multiple conventional statistical
models such as naive, Autoregression (AR), Vector Autore-
gression (VAR), Autoregressive with Extra Input (ARX), etc.
have been used as forecasting tools. The proposed framework
also suggested the use of linear and logistic models for feature
engineering. Regularized quantile regression averaging has
been proposed for probabilistic EP forecasting in [5]. The
reported work includes the Least Absolute Shrinkage and
Selection Operator (LASSO) for feature selection. Feature
engineering using binary genetic algorithm and Principal
Component Analysis (PCA) with an Adaptive neuro-fuzzy
inference system (ANFIS) -based forecasting model was
developed in [6]. In [7] fractional Brownian motion has been
used for the development of a discrete increment model
for EP forecasting. As feature engineering, by evaluating
long-range dependent characteristics and Hurst exponent [7]
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FIGURE 2. Year wise trend in related publications for electricity price forecasting.

necessary features were extracted. To forecast the electricity
clearing price Bayesian Extreme Learning Machine (BELM)
has been proposed in [8]. The algorithm also uses a maxi-
mum relevance algorithm for input variable selection. In [9]
Enhanced Radial Basis Neural Network has been used. In the
same literature, features have been selected using a Decision
Tree (DT), and a Recursive feature elimination technique.
And for feature extraction autocorrelation has been used.
Enhanced k nearest neighbor (kNN) along with similar fea-
ture engineeringmethodsmentioned in [9] is found in [10] for
short-term EP forecasting. In [11] Dynamic Trees have been
used and compared against the random forest approach. The
use of one of the widely used neural network architectures
Multi-Layer Perceptron (MLP)/Artificial Neural Network
(ANN) has been found in [12], and [13]. Among them in [12]
for feature selection information-theoretic criteria with a
hybrid filter wrapper approach implemented via real coded
genetic algorithm have been applied. In [14] Support Vector
Machine (SVM) has been used. The work also discussed
different feature engineering techniques such as principal
component analysis-dynamic programming for time series
segmentation, recursive feature elimination, and minimum
redundancy maximum relevance feature selection. Along
with the pinball loss function as a feature engineering tool, the
application of the rolling window forecast model was found
in [15] for forecasting the intraday spread densities of elec-
tricity prices. In [16] SVM, RBFNN (Radial Basis Function

Neural Networks, WNN(Weighted Nearest Neighbor)), etc.
different types of machine learning models were applied for
medium term EP forecasting. Among different types of elec-
tricity prices spot price is an important category that’s often
required to be forecasted. One such forecasting model using
the Holt-Winters model, the Recursive Least Squares-Auto
Regressive (RLSAR) model has been reported in [17]. In the
same literature the Autocorrelation Function (ACF) and Par-
tial Autocorrelation Function (PACF) have been reported
as a tool for feature engineering. Autoregressive–moving-
average model (ARMA) a well-known forecasting model
has been deployed and discussed in [18] along with time
embedded algorithm. Point and interval forecasting is an
important task for zonal EP have been performed using a
semi-parametric heteroscedastic additive regression model
as in [19]. In the mentioned article nonlinear backfitting
algorithm was reported for feature engineering. Among a
few other ML-based methods Enhanced Probability Neural
Networks are found in [20].
Application of adaptive learning or online training was

found in [2], [3], [11], [13], and [20], but none were applied
along with feature engineering except [2]. But in that lit-
erature, for feature engineering, the Pearson correlation has
been used, which is as mentioned, suitable only for vari-
ables with linear relations. But, in real-world problems,
relations between variables are restricted not only to lin-
ear relationships. Nonlinear (monotonic and non-monotonic),
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discrete relations between the variables are found often in the
systems. Thus, adaptive learning should be employed with
appropriate type-dependent correlation analysis for feature
engineering.

B. DEEP LEARNING-BASED APPLICATION
The use of Deep Neural Networks (DNN) has been reported
on many occasions for day-ahead EP forecasting [21], [22].
Along with the application of DNN, bayesian optimization
and functional analysis of variance have been used for input
variable selections in [22]. The long Short-Term Memory
(LSTM), a special variant of the RNN model which already
gained popularity for its forecasting applications has been
reported in [23] and [24]. Also, some articles alongside [21],
[25] DNN, SVR, and LEAR have been used for creating a
DL-based model. In the mentioned works, the use of shap
value, autoregressive and random forest algorithms have been
reported. For real-time Locational Marginal Price (LMP)
forecasting in [26], Generative Adversarial Network (GAN)
has been used. In [27] Deep Convolutional Neural Network
(CNN) has been used for short-term electricity load and
price forecasting. similar to [21], the use of a random forest
algorithm for feature engineering was also found in [27].
In [28] Bayesian Recurrent Neural Network (RNN) has been
used for day-ahead EP forecasting in Europe. The authors
proposed the persistence approach also known as Davies
Bouldin method [28] for feature engineering. The application
of the probability density function for the day ahead EP
forecasting has been found in [29]. In the reported work,
a Deep Gabor convolution mixture network has been used for
forecasting. Whereas Gabor convolutional and pooling layers
have been used for feature variable selection.

In the discussed articles among the other feature engi-
neering techniques, entropy, and mutual information, [23],
GAN learn Spatio-temporal correlation [26], recursive fea-
ture elimination technique [27], CNN [24] was found. But
interestingly, the application of adaptive/online learning has
not been found.

C. HYBRID MODELS BASED APPLICATIONS
For real-time EP forecasting, quadruple branch CNN autoen-
coder has been used in [30]. In this work, features have been
chosen through the pretraining of an autoencoder network.
In [31] Seasonal Auto-Regressive IntegratedMovingAverage
with eXogenous factors (SARIMAX) was used along with
Generalized Auto-Regressive Conditional Heteroskedasticity
(GARCH) to reveal the risk factors. The dominant features
were found using the ACF and PACF analysis. In [32]
Marine Predators Algorithm has been used to optimize the
regularized limit learning machine for the development of
a forecasting model. The use of the spearman correlation
coefficient and grey correlation was found in this work
for the feature selection algorithm. In [33] Online Sequen-
tial Extreme Learning Machine has been used for online
learning and forecasting purposes. But along with online
learning use of feature engineering was not found for this

work. In [34] bidirectional LSTM and a multi-head self-
attention mechanism have been used. The algorithm was
developed and applied for multi-horizon EP forecasting.
An algorithm for gradient boosting on DTs namely catboost
is used for feature finding. In [35] along with multiple feature
engineering techniques such as extreme gradient boosting,
elastic net and random forest Simulated Annealing optimized
self-attention LSTM has been used. For forecasting of LMP
in [36] Convolutional LSTM (CLSTM)-Based Generative
Adversarial Network has been used.Where CLSTM has been
used to find the spatio-temporal correlations among historical
LMPs. In [37] Extreme Gradient Boosting (Xgboost) and
random forest with bayesian linear regression have been used.
Where Extra trees feature importance and univariate feature
selection have been used for selecting the influencing input
variables. In [38] DNN with Stacked Pruning Sparse Denois-
ing Auto Encoder (SPSDAE) has been used. In this research,
SPSDAE was used to individually decrease the noise of data
sets with different sources. For the choice of input variables,
Tensor Canonical Correlation Analysis (TCCA) has been
performed. For day-ahead electricity price forecasting, in [39]
Sequential Minimal Optimization (SMO) based Regression
has been used along with genetic algorithm and tree-based
method for feature engineering. To develop an optimal BP
Neural Network for short-term EP forecasting, the use of
another metaheuristic algorithm, Simulated Annealing Par-
ticle Swarm Optimization (SAPSO) is found in [40]. In the
mentioned work for feature engineering, Maximal Informa-
tion Coefficient (MIC) and Pearson correlation analysis have
been used. In [41] Multi Branch Gated Recurrent Unit (GRU)
has been used, where branches of GRU were used to do the
feature engineering. To develop a probabilistic day ahead
EP forecasting Mixture Density Recurrent Neural Network
with L1 norm-based feature selection has been used in [42].
In [43] for adaptive learning, an adaptive hybrid model using
SARIMA and Self-Adaptive Particle Swarm Optimization
(SAPSO)-optimized Deep Belief Network (DBN) has been
used. Where SAPSO was used to optimize the Variational
Mode Decomposer (VMD). In [44] improved multi-objective
sine cosine algorithm-based regularized Extreme Learning
Machine has been used for multistep EP forecasting. In [45]
wavelet transform-based Stacked Autoencoder and LSTM
have been used to forecast the EP. In [46] Differential
Evolution-based SVM has been used. Multiple types of fea-
ture engineering methods such as Random Forest, relief F
algorithm, and grey correlation analysis, followed by ker-
nel function and PCA are reported in the mentioned work.
In [47] MLR with Autoregressive integrated moving average
(ARIMA) and Hot Winters models have been used for the
day ahead EP forecasting. The use of regression, p-value,
and R square has been found too for feature engineering.
An ensemble model of relevance vector machine, Xgboost,
and elastic net regression have been used for EP prediction
in [48]. The method consists of and uses mutual informa-
tion and elastic net regression coefficient for selecting the
input variables. In [49] Trigonometric Seasonal Box-Cox
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TABLE 1. Comparison of the proposed and other methodologies.

Transformation with ARMA residuals Trend and Seasonal
Components (TBATS) have been used and perform better
over conventional methods such as ARIMA andANN. In [50]
grey wolf optimized Enhanced Recurrent Extreme Learning
Machine and Enhanced logistic regression have been used.
In the mentioned work Classification and Regression Tree
(CART), Relief-F, and Recursive Feature Elimination (RFE)
techniques have been used for feature selection. In [51] Grid
search tuned Enhanced CNN and Enhanced SVR have been
used. XG-Boost (XGB), DT, Recursive Feature Elimination
(RFE), and Random Forest (RF) have been used for feature
selection. In [50] authors have proposed a short-term elec-
tricity price forecasting method using an extreme learning
machine, where classification and regression tree, relief-F,
and recursive feature elimination were used for feature engi-
neering.

The stated works are typically applied for day-ahead fore-
casting tasks. The most common input factors for forecasting
include lagged load data, lagged electricity price, tempo-
ral data (day/hour/month/holiday, etc.), sale and purchase
bidding data, natural gas price, LMP, crude oil price, and dif-
ferent meteorological data (temperature/dew point/humidity,
etc.). Most research has focused on developing accurate mod-
els (reduced error) for the available data. However, except [2],
[43] no instance of taking the data pattern changes during the
online learning-based method has been taken into account.
Also, as mentioned, that work suffers from an inappropriate
choice of correlation method. In this work, the research gap
has been identified and a method proposed to solve it.

From the above-detailed discussion, the summary has been
organized and represented in Table 1. Table 1 has been
summarized in terms of the presence of feature engineering,
online learning, and their combined approach. Altogether
only in 2 instances, their combined application has been
found but again they suffer from inappropriate choice of
feature engineering and complex time-consuming optimiza-
tion of feature engineering module. Thus, to overcome the
problems discussed in section I-A an effective feasible solu-
tion has been proposed in this study which considers feature
engineering in online data and performs feature engineering
without any additional optimization task.

D. CONTRIBUTION OF THIS RESEARCH
According to the literature review in section II, self-
supervised adaptive learning methods considering appro-
priate feature engineering and online learning are only
found on rare occasions. Inappropriate modeling can result
in losses for stakeholders due to the neglect of such a
phenomenon. As a result, in this work, a novel adaptive
learning algorithm is proposed for electricity price fore-
casting. This algorithm performs feature engineering by
analyzing multilevel correlation and multicollinearity, devel-
oping the model, training, forecasting, and retraining if
necessary. The research contribution can be summarized as
follows:

1. A multilevel MIC-based correlation-multicollinearity
analysis was conducted based on the relation-
ship between variables for dynamically sampled
datasets.

2. A closed-loop platform has been developed, with a pool
of different machine-learningmodels to choose the best
model based on multi-index performance evaluation.

3. Among the pool of machine learning models, a GRNN-
based electricity price forecasting model was found
to perform satisfactorily by selecting dominant
lagged exogenous variables through correlation-
multicollinearity analysis. As compared to fully con-
nected shallow neural networks, Recurrent Neural

4. Networks (RNN), and Long Short Term Memory
(LSTM) models, the proposed model shows better per-
formance.

5. The strength of the proposed algorithm has been justi-
fied by applying for multi-horizon forecasting ranging
from an hour ahead, intraday ahead (12 hours), and
day ahead (24 hours) forecasting. The robustness of the
algorithm has been justified by applying it to multiple
datasets.

III. PROPOSED METHODOLOGY
The proposed algorithm for adaptive learning and forecasting
is shown using a flowchart in Figure 3. Themeasurable sensor
data are collected from all over the system and stored in
a database. The database could be a cloud server, which
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FIGURE 3. Flowchart of proposed framework.

continuously stores and feeds the data into the training
and forecasting module. Upon receiving multidimensional
data which includes historical EP, meteorological, gas price
data, etc., the training and forecasting module conducts a
three-level correlation analysis using the MIC proposed in
this work. The benefits of using MIC, multilevel correla-
tion, and related equations are described in the following
subsections for detail and clear understanding. Multilevel
correlations provide a unique set of combinations of input
variables which also includes the lagged variables. Due to
the online and adaptive structure of the proposed algorithm,
the data will be continuously entered and go through this
multilevel correlation analysis in every cycle. Thus, every
time, either a new unique set of input variables or a previously
encountered set of input variables will appear. If a completely
new set of variables advents the model will go under the
training cycle without performing any forecasting task. Else,
the known model will perform the forecasting task and the
performance will be evaluated. Performance is validated by
the error of themodel. If the error condition is violated, mean-
ing if the error exceeds some specified condition, the model
will due a training cycle. If the performance of the retrained
model is better than the existing model, the existing model
will be replaced with the newer one. Otherwise, the existing
model will prevail. This complete cycle online train/test will
repeat in every cycle and work in a closed-loop manner. Upon
the arrival of each data multilevel correlation is evaluated,
thus it is expected to have a stable correlated model after a
while. The stable correlated model indicates the best model
due to its explainability, error performance, and the number
of training cycles. The detail of the model is also explained
through the pseudocode of the algorithm (Algorithm 1). Each
portion of algorithm 1 is discussed in detail below:

Algorithm 1 Pseudocode for Adaptive Learning Algorithm
1: while True do
2: Obtain data, set ML model parameters, prediction horizon,

data step
3: Multilevel Correlation Analysis (Algorithm 2)
4: From the set SM = Modelset choose the forecasting model
5: ifModel Appearance Count=1 then
6: Train the model: Train (SM )→ Trained Model
7: Test, and store the Trained Model, related errors,

and fitting results (MAPE, APE, R2)
8: else
9: forecast using the model and calculate Mean MAPE
10: if MAPE t > MAPE t−1 + w1MAPE t−1 then
11: setMAPEbeforeTrain = MAPE t
12: Train the forecasting model and calculate

MAPEafterTrain
13: if MAPEafterTrain < MAPEbeforeTrain then
14: Discard the old model and Keep the new model
15: else
16: Keep the model before retraining
17: end if
18: else
19: Maintain the old model
20: end if
21: end if
22: end while

A. ANALYZING THE ALGORITHM IN DETAIL
(PSEUDOCODE)
At the beginning (line 2), data are collected online, and the
type of machine learning model (e.g. ANN/RNN/
LSTM/GRNN, etc.) related training parameters, predic-
tion horizon (an hour ahead/intraday (12 hours) ahead/day
ahead (24 hours), etc.), data step. The data step deter-
mines the interval between two consecutive possible train-
ing/testing/retraining (if necessary) cycles. In general, the
data step should be one, thus upon arrival of each new data
the model be evaluated based on its performance.

But, if necessary, users can change this parameter and
perform the necessary tasks at a longer horizon. Upon setting
the necessary initial parameters for the algorithm, amultilevel
correlation will be performed (line 3). The detail of the multi-
level correlation is discussed in the next subsection. Upon the
choice of input variables frommultilevel correlation analysis,
the model SM will be selected from a set of models, namely
Modelset (line 4). Each of the models in the model set consists
of different combinations of input variables found from the
multi-level correlation analysis.

Modelset = {M1,M2, . . . ,Mn}

where, Mn represents nth model set. As mentioned, different
types of machine learning models have been used for this
work for the purpose of comparison. From the experimental
analysis section, it can be found that GRNNhas outperformed
all the other considered models. The details of the GRNN
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model and related equations are discussed in subsection III-C.
It should be mentioned that at the very beginning, the model
set will be empty. Every time a new model advent they will
be added to the set. Once added to the set, the models will not
be removed from the set ever. As the future behavior of the
systems is uncertain, thus the stored models can be used in
the future if a similar relationship between the external/input
and the regressand is found.

Considering the multilevel correlation if a completely new
combination of new input variables is found (line 5), then
the model will directly go for the training cycle, also the
related information of the model will be stored (lines 5-7).
The related information includes different error/performance
metrics. In this algorithm, as performance matrices Mean
Absolute Percentage Error (MAPE) of the fitting, Mean
Absolute Percentage Error (MAPE) of the forecast horizon,
and fitting of the model through R2 have been considered.
In most literature along with MAPE, MSE or RMSE is
another popular performance index. There are certain advan-
tages when MAPE is considered. As MAPE interprets results
in percentages thus for industry or for boarder class of
readers/audience the results become easier to comprehend
compared to other performance indexes (for example MSE
or RMSE). Also, as in MAPE error is normalized by the
actual values, thus MAPE is less sensitive to the scale of
data. These reasons make MAPE a choice for performance
index selection. MAPE considers the error of each point of
the curve and due to the online nature of the algorithm their
means are evaluated, thus overall fitting performance can be
understood. Similar to MAPE, R2 is also used as an indicator
of fitting evaluation of the curves. The more the value of R2

(near 1), the better the fitting is. On the other hand, it often
may happen that, a model may have a lower MAPE, but
its forecasting error (MAPE for forecasting horizon) may
not be satisfactory. Thus, as a performance metric, the mean
of MAPE for forecasting horizon is also considered so that
the performance of the proposed algorithm can be evaluated
correctly.

On the contrary, if a model reappears, initially it will
perform forecasting (testing). If the MAPE of the model
surpasses a certain percentage of the MAPE calculated at the
previous entry of the data (line 10) then the MAPE of the
current model will be stored in a temporary variable named
as MAPEbeforeTrain and the retraining cycle will be initiated.
This condition can be mathematically expressed as

MAPE t > MAPE t−1 + wMAPE t−1

where,MAPE t andMAPE t−1 are theMAPE calculated when
data received at t th and (t − 1)th time respectively. w is the
weightage parameter set as the maximum permissible limit
to re-initiate the training and can be varied between 0 to
arbitrarily any large number. 0 indicates any error greater
than the previous MAPE will re-initiate the retraining cycle,
and thus can be considered as the strictest condition. This
condition will try to achieve the best possible model with
minimum error and thus more often will perform the training

cycle. But frequent training cycle of models reduces the
generalization capability of the model and may restrict them
from participating in the market due to poor performance.
Thus, it is recommended to choose a valuemore than 0. In this
work, we have chosen 0.1 (10%) for all other algorithms,
except GRNN. From the experimental analysis section, it can
be found that the learning capability of all the models except
GRNN is not good enough. It can be judged based on the error
performance of the trained models. The error of the GRNN
model (MAPE) is minute compared to the other models.
Thus to make the trained model using GRNN a large value
of weightage parameter has been chosen (1000). Meaning
that if the error of the GRNN model exceeds 1001 times of
the previous error, only thus retraining will be performed.
Even with this large number from the experimental analysis
section GRNN has performed extremely well compared to
other renowned algorithms (ANN, RNN, and LSTM).

The MAPE of the retrained model MAPEafterTrain should
be evaluated and compared against MAPEbeforeTrain (lines
12-13). Because the training cycle may improve the model
forecasting accuracy but is not guaranteed due to system
characteristics, the setting of the optimization and model
parameters, and training time. As suggested the proposed
will be completely self-supervised, therefore, to omit the
human intervention, optimization parameters, for example,
optimization algorithms, learning rate, the maximum number
of iterations, etc. will be fixed. Thus, as the retraining of the
model does not guarantee an improvement in model accuracy,
the retrained model should be reevaluated. The reevaluation
determines either to keep the retrainedmodel or to discard and
continue with the previous model. By performing this com-
parison user can decide to either keep the newmodel (line 14)
or go with the previous model (line 16). In the following
subsection, details of the performed feature engineering have
been discussed.

B. FEATURE ENGINEERING/MULTILEVEL CORRELATION
ANALYSIS
1) CHOICE OF FEATURE ENGINEERING TECHNIQUE
Feature engineering is one of the major tasks associated with
any machine learning model. Proper feature engineering can
help detect the changes in the system due to uncertainties of
nature. Negligence or improper choice of feature engineering
leads to the development of a poor model that affects forecast-
ing accuracy, generalization, and explainability. Therefore,
in this work, a careful approach has been considered using
a robust feature engineering method, which can find out
the meaningful input variables so that the model credibility
becomes strong, and generalization can be achieved.

As found in the literature review section, it can be under-
stood that many types of feature engineering methods from
statistical and machine learning-based approaches can be
adopted. Machine learning-based approaches are suitable
and can have great outcomes in terms of offline model
developments, as they separately need time for training and
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testing, and validation. But in real-time applications, due
to time constraints, this approach would not be sufficient
and may hamper the performance. Therefore, statistical or
data analysis-based approaches are more suitable for real-
time-based feature engineering. Amongmany other statistical
approaches, one of the popular methods is correlation anal-
ysis. Correlation analysis provides useful insights into the
relationship between the variables. Using this potential of
correlation analysis, the selection of input variables for an
explainable machine learning model would be appropriate
and easier. From the literature, many methods for correlation
analysis can be found. But they have specific applications and
limitations too. Cherry picking without justification of appli-
cation violates the generalization of the model. For example
among the frequently used correlation analysis, Pearson [40],
spearman [32], and point biserial [52] methods are often
found in the literature. But as mentioned, Pearson correla-
tion analysis is only applicable to variables with a linear
relationship. Thus with a nonlinear relationship, the proper
characteristics would not be found using the Pearson method.
on the other hand, the spearman correlation method can be
used for variables with nonlinear relationships, but they can
capture only monotonic relations. Also, both methods are
applicable to continuous variables. For discrete or categorical
variables point biserial methods can be used.

Thus, in a system with different variable types (linear/
nonlinear/continuous/discrete/categorical), different types of
correlation methods should be chosen for efficient model
development. If the nature of the system variables is hard
to identify in advance, then it would be difficult to choose
the appropriate correlation methods for the system. Also,
multiple uses of different types of correlation analysis will
make the algorithm complex, also the future addition of
new variables in the system will also require modification
in the existing algorithm for proper operation. Such human
interaction would make algorithm development an inefficient
task. Thus, to avoid such complex procedures and multiple
issues, the Maximal Information Coefficient (MIC) [53] has
been selected in this work. MIC can be applicable for any
type of variable irrespective of type, which means it can be
equally applicable and can correctly capture the relations
of continuous/discrete/linear/nonlinear variables. In the next
subsection, a detailed analysis of multilevel correlation anal-
ysis utilizing the potential of MIC has been presented through
the in-detail discussion of the pseudocode of algorithm 2.

2) DETAIL ANALYSIS OF MULTILEVEL CORRELATION
Multilevel correlation is one of the major tasks performed
in this work and needs separate algorithm representation to
understand its workflow and impact on the system design.
Thus, a separate pseudocode describing the working struc-
ture of the multilevel correlation is shown in algorithm 2.
Multilevel correlation consists of three levels of analysis,
namely primary, secondary, and tertiary correlation analysis.
Apart from the basic correlation analysis from the primary

Algorithm 2 Pseudocode forMultilevel Correlation Analysis
1: Initialize th1, th2, th3, and odmax
2: while Xn!= XALL do
3: WhileMICndmndm > th1& del jd1 < odmax do
4: Create lagged input and output variables using

equation (2)
5: calculateMICndmndm using equation (1)
6: end while
7: end while
8: while Xn!= XALL do
9: If Xn> 1 then
10: whileMICndmndm < th2 ∥ deljl2 > odmax do
11: Create lagged input and output variables

using equations (3)
12: CalculateMICndmndm using equation (1)
13: end while
14: end if
15: end while
16: Create lagged input variables for tertiary

correlation analysis (4)
17: CalculateMICndmndm using equation (1) and stored in H
18: Identify matrix positions withMICndmndm > th3

and corner items
19: Revise the delay order of each input variable

and finalize the input matrix

level, secondary and tertiary analyses have been performed
to identify the existence of the multicollinearity between the
selected variables and omit them. The omission of variables
due to multicollinearity essentially creates the forecasting
model with the only minimum required input variables.

Thus, training in the forecasting models will be more effi-
cient and generalization conditions could be satisfied. This
should be mentioned that Multicollinearity is a phenomenon
in which the system can be explained by only one of two
highly correlated explanatory factors. Multicollinearity anal-
ysis should be taken into account in addition to correlation
analysis in order to construct a parsimonious model. Now
each level of the multilevel correlation analysis is discussed
below using the pseudocode shown in algorithm 2 and related
equations.

3) PRE CORRELATION PARAMETER SETUP
It should bementioned that prior to the operation ofmultilevel
correlation 4 parameters namely th1, th2, th3, and odmax ,
need to define for the smooth operation of the correlation
analysis. Where, th1, th2, and th3 are the threshold parame-
ters of primary, secondary, and tertiary correlation analysis
respectively. These parameters are used as a base parameter
for comparison with the calculated correlation of each possi-
ble input variable and their delays with the output variable.
Such comparison helps decide the variables to be possible
contenders for the input variable. The details of the conditions
for these comparisons are given in the pseudocode and also
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discussed below while discussing the corresponding opera-
tions. odmax is the maximum allowable delay for individual
variables. This variable is important to limit the total number
of input variables and is a user-choice parameter. If a large
value of odmax is considered, due to the consideration of more
delays longer correlation calculation time will be required.
On the contrary, smaller values hinder the forecasting model
development process. Thus this parameter is of great impor-
tance and should be chosen with great care. The details of
the choice of this parameter can be found in the experimental
analysis section.

4) PRIMARY CORREALATION ANALYSIS
Primary correlation is the correlation analysis that is required
to perform between each possible input/external variable and
their lagged variables to the predicting variable. To perform
the correlation, MIC has been chosen and can be calculated
using the following equation:

MIC (A,B) = max
I (A,B)

log2min {nA, nB}
(1)

From equation (1) we can see that MIC(A, B) is the
mutual information between two random variables A and B
normalized by their minimum joint entropy. I interpret the
MIC as the percent of variable B that can be explained by
variable A. More on MIC can be found from [53]. A grid
should be created to calculate the MIC for each pair of
data. The number of cells in these grids can vary, and the
primary purpose of creating a grid is to explore and capture
the relationship between two variables. Following that for
each grid mutual information needs to be calculated. Mutual
information identifies the mutual dependence between the
two variables. After that, mutual information should be nor-
malized by the logarithm of the minimum of the numbers of
bins in A and B. This process makes the score independent of
the grid size, as a result, comparisons across different grid
sizes can be performed. Once this is done, the maximum
normalized information score obtained across all the grid
sizes is determined as the MIC.

Soon as the required parameters are initialized (line 1), the
primary correlation should be performed for all the variables
(line 2) by rearranging/resizing the input and output variables
until the condition of line 3 is violated. Resizing is necessary
because each variable should have the same size since the
delays of each individual variable are taken into account
when performing the correlation between the variables. The
equal-sized input and the output variable can be created from
the data set by using the following equation:

Xdeljd1 = IO
[
odmax −

(
del jd1 − 1

)
: Td − 2fh −

(
deljd1 − 1

)]
Y = O [odmax + fh : Td − fh]

(2)

In the above two equations, Xdeljd1 is the delayed input
variable of the jth variable, whereas the subscript d1 denotes

the delayed input variable from level 1. Y is the output
variable. IO, Ois the original input and output dataset from
where the resizing is performed. deljd1 can vary from 1 to
maximum odmax . Td is the total data length after the arrival of
each new data, and fh is the forecasting horizon. It is important
to mention that, during the correlation calculation, the actual
value of output (fh − step future value) is not known, rather
only the current value is known. Thus, the most recent output
should be correlated with the delayed input variables, and
for the generalization, it is assumed that the same relation
will prevail within the forecasting horizon. Thus to create the
input variable, the actual data length (Td )-forecasting horizon
(fh) amount of data should be taken into account. Or in other
words, the input variables should have at least fh step delays
than the output variable.

Thus the condition for performing primary correlation
(line 3) can be summarized as follows. The variable deljd1
will start from 1 and will continue to increase until the
calculated correlation exceeds the set threshold value th1 and
the number of delays deljd1 is do not exceed the maximum
number of allowed delays odmax line 3-6)

As mentioned, the iterative operation of this task should be
performed for all the possible input variables. The primary
correlation analysis ensures that all the possible input vari-
ables are selected along with their delayed copies based on
the set threshold value th1. Unless the nature of the variables
is known in advance, it is recommended that a lower value
of correlation should be considered (0.10-0.50). The choice
of a higher value (> 0.50) removes the variable with a lower
correlation. If higher correlated variables do not exist, with a
higher choice of th1 the algorithm will fail to progress.

5) SECONDARY CORRELATION ANALYSIS
After selecting the variables from the primary correla-
tion analysis, the secondary correlation calculation will
be performed. secondary correlation finds multicollinearity
between intra-variable delays. For example, if 3 delayed
copies of any arbitrary variable x are found from primary
correlation analysis, in secondary correlation analysis, multi-
collinearity will be analyzed between these 3 delayed copies.
Upon the analysis, if any multicollinearity is found, one or
more delayed copies will be removed. Again to perform
secondary correlation, similar to primary correlation analysis
two variables should have the same length and can be created
(line 11) using the following equations:

Xdeljd2 = IO[Odmax−(del jd1−(del jd2−1)) :

Td − 2fh−(deljd1−(deljd2−1))] (3)

In equation 3, deljd2 can vary between 1 to deljd1. Although
each input may have a different number of delays, due to
the (deljd2- 1) term on both sides of the colon symbol of
equation (3) each delayed input can maintain the same length.
The value of (deljd1 will continue to increase if the condition
of line 10 of the pseudocode continues to satisfy. According to
line 10 to perform the secondary correlation, the correlation
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value MICndmndm should be less than th2. The choice of the
value of th2 is interesting and different from the choice of a
threshold quantity of level 1 th1. Unlike primary correlation,
the threshold quantity for the secondary correlation should
be higher (> 0.80). This is because in primary correlation
the objective was to collect the maximum number of possible
input variables with all their possible delayed copies. But
in the secondary, the objective is to reduce the number of
delayed copies by finding the existence of multicollinearity
within the selected variables (intra-variable collinearity). The
second condition in line 10 defines how long the multi-
collinearity checking should be performed. According to the
second condition the multicollinearity should be performed
until the del jd2 exceeds the maximum allowable delayed
length defined by the user ndmax.
It is expected that, similar to the primary correlation the

secondary correlation should be performed for all the selected
input variables from the primary correlation (line 9). But for
all the selected variables secondary correlation is not possible
to perform. If more than one delayed copy of any variable
exits thus only the secondary correlation for that individual
variable will be performed, as it represents the existence of
multiple delays of the variable.

6) TERTIARY CORRELATION ANALYSIS
The tertiary correlation is performed to identify the existence
of the multicollinearity between the remaining delayed vari-
ables (after the secondary correlation) of each variable. Thus
this tertiary correlation can be defined as the intervariable
multicollinearity analysis. Again similar to the previous two
correlation analyses, to perform the tertiary correlation, the
input variables can be resized using the following equation
(line 16):

Xdeljd3 = IO[odmax −
(
del jd3 − 1

)
:

Td − 2fh −Md − (del jd3 − 1)] (4)

In equation 4, del jd3 can be varied between 1 to as high
as del jd2. In equation 4, an additional variable namely the
highest delay Hd can be found, so that the size of both of the
variables becomes equal. To be more specific, all the input
variables should have the same size. But each input variable
may have a different number of delayed variables, thus to
match the length of the input set,Md has been considered.

An example explaining the impact ofMd can be discussed
to understand its operation. As the name suggests, Md rep-
resents the highest delay, meaning that it is the maximum
value of delay that is found among all the variables. A system
with 3 different variables can be considered to elaborate
the example. And after primary and secondary correlation
analysis, the number of delays for each variable has been
found as 15, 20, and 17. As 20 is the highest delay among
the 3 variables, thus 20 should be set as Md . To explain the
impact of Md , along with Md we need to also choose some
numbers for the variables Td , fh, and odmax arbitrarily. Let us
choose Td as 250, fh as 1, and odmax as 25. Thus the size of a

delayed variable of variable 1 would be, IO[25-(15-1):250-
2∗1-20-(15-1)]=IO[11:214], and for variable 2 would be
IO[25-(20-1)):250-2∗1-20-(20-1)]=IO[6:209]. So it can be
seen that, although they are different variables with different
numbers of delays, the data length would be the same.

After finalizing the input variables for tertiary correlation
analysis, an input matrix having the same data length for
each variable including the delayed variables will be created.
Afterward, the correlation between each variable should be
performed and stored in a Square matrix (K) (line 17).

K =

 MIC1d11d1
...

MICnd11d1

MIC1d11d2 · · · MIC1d1ndm
...

. . .
...

MICnd11d2 · · · MICndmndm


In the K matrix, each row represents the correlation of each
delayed variable with the other delayed variables. For exam-
ple,MICnd11d1 is the correlation coefficient of the first lagged
variable of the nth variable with the first delayed variable
of the 1st variable. The diagonal elements correspond to
self-correlation thus it will always be 1, thus should not be
considered to avoid the self-correlation. For the other matrix
positions where the threshold condition is not satisfied, those
positions will be replaced with an arbitrarily large value.
Now neglecting the diagonal items and position with higher
threshold values the final delay order of each input variable
and final input matrix for the training model can be created
(lines 18-19). Once the multilevel correlation is done, model
evaluation and the remaining part of algorithm 1 can be
performed as discussed initially.

C. CHOICE OF FORECASTING MODEL
In this work, four different renowned machine learning
models have been used for the proposed algorithm namely
Artificial Neural Network, Recurrent Neural Network, Gen-
eral Regression Neural Network, and Long Short Term
Memory. All these models have a proven track record
of successful application for time series forecasting tasks.
By comparing the performance of these four models under
the proposed algorithm the best suitable model for such an
application can be decided. From the experimental analysis
section, it can be found that by considering multi-index com-
parative analysis GRNN was found successfully dominant
over the other three models. Thus GRNN has been selected
as the model to describe in the paper. The details of the
other three respective models can be found in many works
of literature.

GRNN was proposed by D.F. Specht [54]. According
to [55] GRNN can be used as a good solution for an online
dynamical system. Unlike generic neural network models,
GRNN does not require any backpropagation, and also
demonstrates high accuracy due to the use of gaussian func-
tions. The general structure of a GRNN can be represented
using figure 4.
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FIGURE 4. General structure of GRNN.

The following equation can be used for approximating the
output of GRNN.

A(b) =

∑
Ai−

z2i
2σ 2∑

e−
z2i
2σ2

(5)

where, z2i = (b− bi)T (b−bi). b and bi are the input and train-
ing samples respectively. Ai is the output of sample i. In the
output approximating equation, only the unknown variable is
(σ ), hence the optimal value of the training process depends
only on this parameter. Thus training is much simpler and
faster than any conventional neural network. Faster training
time makes it a good choice for adaptive online/dynamic
learning. The justification for this statement can be found in
the experimental analysis of this work also.

Also, it is worth mentioning that, in this work, all the inputs
to forecasting models are normalized using the following
equation [56]:

x̄t =
xt − xtmin

xtmax − xtmin
(6)

IV. EXPERIMENTAL ANALYSIS OF THE PROPOSED
ALGORITHM
A. DATA IMFORMATION AND EXPERIMANT SETUP
The data for this work has been taken from a public
dataset available in [57]. The data consists of hourly data
from the NEPOOL region (courtesy ISO New England)
from 2004 to 2008. The dataset contains 14 variables in addi-
tion to the electricity price. The introduction of the variables
can be found in Table 2. In this work, we have used 1-year full
data and considered it as streaming data, meaning that instead
of using 1-year data altogether the data has been inserted in
the system sequentially. The proposed algorithm has been
applied for different multi-horizon (1-hour, 12-hour, and
24-hour) forecasting to exploit the potential of the algorithm.
Forecasting horizons have been chosen based on their impor-
tance in terms of application. For example, 1-hour ahead forec
asting can be used for real-time pricing tasks, 12 hours can
be used for intra-day, and 24 hours ahead forecasting can be

TABLE 2. Data characteristic.

TABLE 3. Training parameters for different machine learning models.

used for the most commonly used day-ahead forecasting task.
The algorithm has been implemented usingMATLAB 2022a,
in a PC with 12th generation Intel(R) Core(TM) i9-12900K
3.20 GHz and 32GB of RAM configuration.

For comparison with the GRNN, 3 different other
renownedmodels have been chosen for performance compar-
ison, namely ANN, RNN, and LSTM. The parameter setting
for all four models can be found in Table 3.

The number of hidden layers for ANN, RNN, and LSTM
is highly important and can affect the model’s performance.
Using the recommendations from [58], the number of hidden
layers has been determined as follows.

Hiddenneuron =
2
3

× No of input variables

Along with the mentioned model parameters, threshold val-
ues for three-level multicollinearity have been selected also.
The threshold value of primary correlation analysis th1 is
selected as 0.5 for 1 hour and 0.2 for 12 and 24 hours
ahead forecasting horizon respectively. While performing the
forecasting task, as future data is unknown, thus current data

54924 VOLUME 12, 2024



M. A. Zamee et al.: Self-Supervised Adaptive Learning Algorithm for Multi-Horizon EP Forecasting

correlation is assumed to prevail in the forecasting horizon.
As 1 hour is just the immediate data to forecast, the probabil-
ity of prevailing correlation is high, thus a higher correlation
threshold value is selected for 1 hour ahead forecasting task.
Whereas due to the longer range of forecasting horizon for
12 hours and 24 hours ahead task, the correlation prevailing
probability is supposed to be weaker, thus a lower correlation
threshold value has been chosen, such that more initial vari-
ables can be selected and forecasting performance does not
hamper. As the secondary and tertiary correlation omits the
initially selected variables from the primary correlation anal-
ysis thus, a higher correlation threshold has been selected for
secondary and tertiary correlation multicollinearity analysis
(0.9) irrespective of the forecasting horizon. As mentioned in
the precorrelation parameter setup subsection, the maximum
allowable delay odmax also requires discussion on the choice
of this variable. For the shortest forecasting horizon (1 hour
ahead) this value is chosen as 20. Thatmeans for each variable
maximum of 20 lagged copies can be considered. Even for a
shorter range, this value is considerably large, because this
problem has 15 variables (including the output itself), thus
considering 20 lagged copies for each variable a maximum of
300 inputs can be found. Although the maximum allowable
number of inputs is high, but due to multilevel correlation
analysis only impactful variables will be selected. Thus the
total number of variables will vary under 20 for 1 hour ahead
of forecasting as can be found in figure 8 as discussed in
section IV-C. For 12 hours and 24 hours ahead forecasting
tasks odmax has been selected as 10 only. This is because of
the lower threshold value for the longer forecasting horizon.
As for the longer forecasting horizon, a lower correlation
threshold has been chosen, thus it can be assumed that more
lagged copies of variables could be selected. Thus to create
a computationally efficient model a smaller value of odmax
has been chosen.

Under the mentioned data and experimental setup con-
dition, the multi-horizon forecasting task is performed and
the corresponding results are discussed in the following
subsection.

B. RESULT ANALYSIS
After applying the proposed adaptive learning algorithm
using four different machine learning models for three dif-
ferent multi-horizon tasks results have been found and listed
in Table 4. Also, the complete forecasting figure for all three
forecasting tasks is shown in Figure 5.
Figure 5 also shows the minute details by display-

ing three different time zone figures as an inset of each
figure. The figure illustrates how each model performs
after the completion of training/retraining/testing cycles after
1 year of streaming data. It should be mentioned that train-
ing/retraining/testing occurs based on the conditions derived
from multilevel correlation analysis (input combination) and
forecasting accuracy. The result shows that in all cases GRNN
performs the best fit compared to other algorithms (0.9614 for
hour ahead, 0.9094 for intraday, 0.9851 for day ahead),

which can be also found in Table 4 (average R2). Next to
GRNN, RNN also performs relatively better compared to
the other two models. In fact, ANN performs poorly in all
cases, whereas LSTM was found to perform better for the
smallest forecasting horizon (1 hour). But as the forecasting
horizon starts to increase, with respect to the R2 index, LSTM
performs poorly compared to the other two algorithms.

As one of the major tasks of the model is to correctly
forecast thus only fitting (R2) should not be enough to jus-
tify a model as the best model. Therefore along with the
fitting performance, forecasting accuracy (Mean of Mean
Absolute Percentage of Error of forecasting horizon) and
mean of model total fitting error (Mean Absolute Percent-
age Error of curve fitting) should also be considered. The
related information can be found in Table 4 also. Using the
proposed algorithm for EP forecasting, the least meanMAPE
(fitting) and least mean MAPE (forecasting horizon) for a
1-hour forecasting horizon fitting horizon has been found
using RNN (5.2514 for mean MAPE (fitting) and 5.8835 for
Mean MAPE (forecasting horizon)). Due to the real-time
online application of the proposed algorithm along with the
mentioned fitting-based and error-based indexes, training
time and training cycle-based accuracy should be considered
also. Lower training time provides the scope for the algorithm
to train under practical time constraints. Whereas a lower
number of training cycles proves the model’s generalization
capability. If the error of a reappeared model does not exceed
a certain percentage of error from the previous forecast-
ing task, the model will not go under the retraining cycle.
Less number of retraining cycles shows the robustness of
the model, also from the practical perspective lower num-
ber of training/retraining cycles provides more profit for the
stakeholders, as the chances of market participation become
higher. Therefore considering the training time-based index
(average training time) and training cycle-based index (no
of training cycles) RNN (0.1007 seconds) and GRNN (51
training/retraining cycles out of 872 cycles) have performed
best respectively, among the compared models for 1 hour
ahead forecasting task. Therefore, it can be summarized that
for 1 hour ahead forecasting task in terms of different indexes
different algorithms have shown their superiority over other
models. Therefore using the indexes for 1 hour ahead fore-
casting for choosing the best model is a difficult task and
to some extent is not a reliable method. Therefore to choose
the best ML model using the proposed algorithm two more
multi-horizon forecasting tasks have been performed. The
results from the multi-horizon forecasting tasks can provide
a clear direction for choosing the best model. The results for
the other two horizons (12 hours and 24 hours ahead) are
discussed below:

For 12 hour ahead forecasting task, GRNN has the low-
est fitting mean MAPE (5.1071%), fastest training time
(0.5863 seconds), and highest fitting accuracy (0.9094).
Whereas mean MAPE for forecasting horizon RNN has the
best accuracy (10.8535%) and LSTMperforms the least num-
ber of training/retraining tasks (112 out of 722). Similarly

VOLUME 12, 2024 54925



M. A. Zamee et al.: Self-Supervised Adaptive Learning Algorithm for Multi-Horizon EP Forecasting

FIGURE 5. Electricity price forecasting model performance for (a) 1 hour (b) 12 hour (c) 24 hour ahead forecasting.

TABLE 4. Performance analysis of different neural network architectures for electricity price forecasting.

comparing the results for the 24-hour forecasting horizon
task, it can be found that GRNN has the lowest fitting
mean MAPE (2.3479%), fastest training time (0.8385 sec-
onds), highest fitting accuracy (0.9851), and the lowest
mean MAPE (forecasting horizon) (7.7386%). Whereas,
LSTM has the lowest number of training/retraining cycles

(92 out of 361). Another important performance index is the
maximum time needed for a training/retraining cycle. This
information provides a good idea about the computational
complexity associated with the training algorithm. If the
training/retraining time exceeds the data sampling period or
takes an excessively long time, thus any algorithm will fail to
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apply in a real system. For the developed framework consid-
ering the results found in Table 4 for any type of forecasting
horizon for any model, the maximum training/retraining time
never exceeded the data sampling interval.Maximum training
time found for 1 hour, 12 hours, and 24 hours ahead are
101.4567, 938.8834, and 485.4107 seconds using LSTM.
And for all the forecasting horizons the minimum of the max-
imum training time for any specific model was found using
GRNN. The times are 0.31288, 1.7043, and 2.7496 seconds
for 1 hour, 12 hours, and 24 hours respectively. This provides
a clear understanding that considering the time complexity
GRNN is clearly ahead of all the algorithms and can be
applied in the real system without violating the time-bound
constraint. Therefore from the above three forecasting tasks,
it can be clearly seen that for most of the indexes GRNN has
outperformed the other renowned algorithms. In brief, out
of a total of 18 indexes for 3 different horizon forecasting
tasks GRNN has shown the best performances for 12 indexes.
It should be noted that, during the execution of the proposed
algorithm, the hyperparameter set for all the models kept the
same as the initial set values. This is because, it is consid-
ered that, the proposed algorithm is completely automated
and only performs training/retraining based on the correla-
tion analysis while keeping the hyperparameter setting fixed.
This reduces the complexity of the algorithm. Under this
scenario, the GRNN outperformed other considered models.
An additional approach with a change in hyperparameters
during the execution cycles may provide better results for
other deep learning algorithms, but such chances are low.
Because GRNN has only one hyperparameter compared to
the hundreds to thousands of hyperparameters of ANN, RNN,
and LSTM. Due to the real-time nature of the algorithm, find-
ing the best hyperparameter combinations would be difficult
compared to the GRNN. Thus, even if other deep learning
models were selected they would perform with limited accu-
racy due to the above-mentioned reasons.

As GRNN has been judged as the best model for the
proposed algorithm thus related results that MAPE (fitting)
and mean MAPE (forecasting horizon) have been shown in
figure 6. Also, the training/retraining cycle figure according
to the occurrence of different input combinations (model) is
shown in figure 7. In Figure 7, 1 indicates the training of
a model, and 2 indicates the retraining of a model but the
retraining does facilitate the improvement of the model in
terms of error accuracy. 0 indicates the no training condition,
which means the model successfully passed the forecasting
accuracy condition. The training cycle figures show that for
1 hour ahead forecasting, data become stable after around
100 days, and afterward, changes happen rarely. Also, those
changes are the repetition of the previously occurred models.
As the trained models show robustness against changes (error
remains within the bounded condition), thus reappearing of
the model does not initiate the retraining of the existing
model. Hence, for 1 hour ahead forecasting task, no retrain-
ing cycles arose after the training found around the 100th

days. For 12-hour and 24-hour ahead forecasting, the number

of models that appeared was found to be more than the
1-hour ahead forecasting. This is because, as the forecasting
horizon increases, finding a stable dataset describing system
dynamics becomes difficult. Because the forecasting horizon
data structure is not an apriori thus the current data relation
found from the correlation analysis is assumed to prevail in
the future also. But as time passes by, due to the long range of
forecasting horizon those relations are bound to change. Thus
more changes in the model or the types of input combinations
are found. Although the number of models has increased sim-
ilar to 1 hour ahead forecasting task, frequent changes in the
model appearance become less after 100-150 days. Therefore
the number of training/retraining cycles also becomes less
evident after the 100 − 150th day. Less occurrence of new
models and less occurrence of the training/retraining cycles
also show the stable data condition and robustness of the
trained models against the changes in data size, pattern, and
characteristics.

C. IMPACT OF MULTILEVEL CORRELATION IN THE
ALGORITHM
As mentioned in the algorithm section, the proposed
algorithm is an adaptive online algorithm and can configure
the appropriate input variables along with their respective
delays by performing the multi-level correlation analysis.
Thus with the growth of the data from the environment, the
algorithm will encounter different combinations of inputs.
Each combination may have a different number of input
variables for each combination as shown in figure 8.

An interesting characteristic of the input combinations and
change in the number of inputs can be found in figure 8.
It can be found that at the initial stage, the number of input
variables including the lagged variables is more, even almost
close to 150 for a 12 and 24-hour prediction horizon. This is
because, in the beginning, the system has high correlations
with all the variables including the lagged variable, thus
more variables are selected through the correlation analysis.
As more data starts gathered as time goes by, correlation with
the data becomes more evident, and only variables with the
high correlated variables are chosen. This number of input
variables decreases over time. This is significant, because
more input variables make the learning model complex, and
take a long time to train, meaningful model creation becomes
difficult, and considering the time constraints, the training
also may become impossible. Thus the lower number of input
variables is good to develop a meaningful, less complex, and
more accurate generalized model. Also from the multilevel
correlation analysis, it can be found that only 1 level of
operation can not reduce the model, as it doesn’t consider the
multicollinearity between the variables. Thus if only primary
correlation analysis is used, the operator may not have an
optimal number of input variables, and the training process
will still remain a complex task. Using the secondary and
tertiary correlation analysis the number of input variables
reduces to its minimum possible value. In a tertiary analysis
as mentioned in the intervariable correlation is considered,
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FIGURE 6. Forecasting performance of GRNN for electricity price forecasting MAPE (fitting) and mean hour ahead MAPE for (a) 1 hour (b) 12 hour
(c) 24 hour ahead task.

FIGURE 7. Forecasting model training/testing status of GRNN and model appearance for Electricity Price Forecasting (a) 1 hour (b) 12 hour (c) 24 hour
ahead task.

therefore will omit the variables within the other variables.
For this specific dataset, as found in figure 8, this relation is

rarely found and found mostly before the 100th day. After-
ward, the number of input variables from secondary and
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FIGURE 8. Change in number of inputs with respect to the level of correlation analysis for electricity price forecasting for (a) 1 hour (b) 12 hour
and (c) 24 hour ahead forecasting horizon.

tertiary becomes the same. but to keep the system robust the
tertiary analysis should continue to perform as the future is
uncertain.

Also, from figure 7, although many models have occurred
only a few of them are dominant modes. That means those
modes remain for a longer period of time compared to other
modes. For example for 1 hour, ahead the dominant model
number was 50 and remained for 560 cycles out of a total
of 872 cycles (64%). For the other two forecasting horizons,
the dominant model numbers are 92 and 62 respectively.
The number of times they have appeared is 133 and 40 out
of a total of 722 and 361 cycles respectively. Percentage-
wise they have appeared at 18.4% and 11% respectively. The
input combination including the number of lagged variables
corresponding to those combinations is shown in Table 5.
From Table 5 it can be seen that, as the forecasting horizon
increases, the total number of input variables including the
delayed variables increases. For example, for 1 hour ahead
forecasting task the total number of input variables is 2,
whereas for 12 hours and 24 hours ahead these numbers are
5 and 27 respectively. The lagged combination of variables
also provides insight into the developed model. For 1-hour
and 12 hours ahead models the maximum lagged value is 1,
but for 24 hours the lagged values across the variables are
found between 1-5. Higher lagged combinations put a greater

emphasis on the forecasting task. For the 24-hour forecast-
ing model, variable 15 (Electricity Price) provides a lagged
combination 5. Variables 6 (System load) and 11 (Price from
the same hour the previous day) provide a lagged combina-
tion of 4, whereas variables 7 (previous day’s average load),
8 (load from the same hour the previous day), and 10 (pre-
vious day’s average price) provide a lagged combination
of 3. Observing the variables carefully it can be understood
that these variables with higher lagged combinations contain
information about the historical load and price data. This
is quite intuitive as the electricity historical price and load
information have an impact on electricity price. Thus, it can
be said that the developed framework not only provides the
model with optimal input combinations but also provides
explainable input combinations.

Also, interestingly it can be found that for all three fore-
casting purposes, variable 2 (dew point temperature) and
variable 4 (day of the week) have no delays. Thus these
variables can be neglected for long-term forecasting model
development. Such decision-making not only effectively
reduces the database size but reduces the cost related to
sensors also.

Thus from the above discussion in this section, it can be
said that using multi-criteria index-based analysis, GRNN
along with the proposed algorithm can be selected as the
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TABLE 5. Characteristics of the dominant modes for different horizons.

beat ML model for self-supervised adaptive multi-horizon
electricity forecasting algorithm.

D. ANALYZING GRNN PERFORMANCE: IMPACT OF
FEATURE ENGINEERING, HYPERPARAMETER SENSITIVITY,
AND CROSS-DATASET VALIDATION
It was found in section B that GRNN outperformed other
models in most indexes. But to show the impact of the
proposed algorithm forecasting should be performed by not
considering the feature engineering. That provides an insight
into why feature engineering should be applied. The choice
of hyperparameters affects the performance of the model
greatly, thus sensitivity analysis should be performed by
varying hyperparameters. Also important to find out the
robustness of the GRNN using the developed algorithm for
the other dataset. Therefore, to demonstrate the importance of
the proposed algorithm experiment without feature engineer-
ing is performed. Sensitivity has been analyzed by varying the
hyperparameter (sigma) between 0.00009∼0.9. To confirm
the robustness, the proposed algorithm has been applied to a
new dataset. All these experiments are conducted for an hour
ahead forecasting, but the same approach can be considered
and can be discussed for the intraday and day ahead or any
forecasting horizon. The results are organized in Table 6.

1) WITHOUT FEATURE ENGINEERING
A robust multi-level correlation analysis to develop a robust
forecasting module is proposed in this work. On the contrary,
to show its importance it is also required to discuss the
performance of the forecasting model when feature engi-
neering is not considered. To do that an hour ahead of the
electricity price forecasting a single delay for all the variables
was considered. To keep the same comparing ground, the
hyperparameter and error weightage were kept the same as
the model with feature engineering discussed in the previous
section. Under these conditions, as feature engineering was
not considered, a huge degradation in the performance was
found.Without feature engineering, it is found thatMAPE for
fitting and forecasting horizon becomes really high compared
to the result found when feature engineering was applied.
The average R2 was also found to be very small (0.2387)
compared to the model with feature engineering (0.9614).
Due to the same setting of the error weightage (1000) of the
model with feature engineering, the model went under the
training cycle only once, but that could not help achieving
better forecasting accuracy. Therefore, it can be said that, for
a proper forecasting model development, feature engineering
must be performed.

2) SENSITIVITY ANALYSIS BY VARYING THE
HYPERPARAMETER
GRNN has only one hyperparameter (sigma), thus find-
ing the optimal parameter is easier compared to the other
machine/deep learning algorithms. But again, the choice of
this hyperparameter has a significant impact on the per-
formance of the model, which can be found in Table 6.
In the previous section for the optimal model hyper parameter
was set as 0.009. For sensitivity analysis, a range of values
centering on this value have been considered. The selected
values are increase/decrease in order of 10 from this value.
By varying the hyperparameter it was found that the mean
MAPE (fitting and forecasting horizon) increases, and the
mean R2 decreases if the sigma deviates from the chosen
optimal value (0.009). For MAPE, the increment is larger
when sigma is increased (0.09-0.9). For R2, a large decrease
in R2 is found when sigma is increased. There is no such
significant difference in training time is found. However,
lowering the hyperparameter can increase the number of
training/retraining cycles (63 for sigma with 0.00009). Thus,
it can be said that a proper choice of hyperparameter is key to
the development of an accurate forecasting model.

3) PERFORMANCE ON A NEW DATASET
To validate the robustness of the proposed framework, the
algorithm has been applied to the European wholesale elec-
tricity price dataset [59]. The chosen dataset contains hourly
electricity price information for Switzerland. The dataset is
univariate which means only contains information about the
price of electricity and contains data from January 2015- June
23, 2022. But for the robustness analysis, 1 year of data has
been chosen from 2015-2016. The approach can be easily
adopted in the following years and more. For this dataset, the
value of the sigma was kept the same as the previous dataset,
and the weightage error parameter has been chosen as 0.1 for
better accuracy. Under the above setting, the results found
were satisfactory. ThemeanMAPE for fitting and forecasting
was found to be 6.0911%, and 6.2299% respectively, with
an average training time of 0.8198 seconds and a maximum
training time of 4.8410 seconds which is far less than the data
sampling period (1 hour). The average R2 is also found to be
satisfactory with 0.9317. As the dataset is univariable, cap-
turing the dynamics was easier compared to the multivariate
dataset. Thus, the above satisfactory results were obtained
only by having 17 training/retraining sessions. Therefore,
it can be said that the proposed algorithm can successfully
perform for other datasets too.
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TABLE 6. Performance analysis of GRNN for electricity price forecasting under different conditions.

V. CONCLUSION
In this research, a real-time self-supervised adaptive
multi-horizon electricity price algorithm has been developed
using multilevel correlation analysis and GRNN. Where,
MIC has been used for feature engineering for detect-
ing the appropriate relationship between the variables, and
GRNN has been used for the accurate forecasting model
development. Using the algorithm, different stakeholders
(producers and consumers) can optimally forecast the elec-
tricity price with an appropriate system describing the model.
Observations from the proposed research experiment can be
summarized as follows:

1. To demonstrate the effectiveness of the algorithm
for real-time electricity price forecasting, real-life 1-year
data has been considered. The proposed algorithm with
the GRNN-based machine learning model can successfully
forecast the electricity price. The proposed algorithm can
effectively train, forecast, and relearn within the consid-
ered forecasting horizon and outperformed some eminent
machine learning algorithms namelyANN,RNN, and LSTM.
The superiority of the machine learning model has been
found by multi-index based (Mean MAPE (fitting), num-
ber of real-time training/retraining cycles, average training
time, average R2, Mean MAPE (forecasting horizon)) anal-
ysis for each forecasting model. Among 18 performance
indexes across 3 different forecasting horizons in 12 indexes
GRNN outperformed other machine and deep learning
models. Considering hour ahead to day ahead forecast-
ing horizon, GRNN mean MAPE (fitting) varies between
2.3479%∼6.7661%, and mean MAPE (forecasting horizon)
varies between 7.7386%∼10.9911%. The number of training
cycles varies between 51∼154, average R2 varies between
0.9094∼0.9851. The mean and maximum training/retraining
time in a cycle varies between 0.1074∼0.8385 seconds, and
0.31288∼2.7496 seconds respectively. All these can be con-
sidered as satisfactory results.

2. Additionally the impact of not considering feature engi-
neering, in other words, the importance of considering feature
engineering has been validated through experiments. The
sensitivity analysis provides insight into the choice of hyper-
parameters for a better result. Finally, the robustness of the
algorithm has been validated by applying to a different dataset
(Switzerland).

3. The proposed algorithm is completely self-supervised;
thus no human intervention is required during the whole pro-
cess. Also, due to the use of the GRNN, model development
becomes faster, thus the approach can be used for any smaller
time horizon.

4. Finding the optimal number of input variables is accom-
plished using multilevel correlation analysis, which is one
of the key features of the algorithm. This results in a
machine-learning model that is less complex and requires
fewer input variables. The reduced number of input variables
can result in the reduction of related costs (database/cloud
size, number of sensors/sensor network size, etc.).

As a result of the proposed algorithm, power system oper-
ators will not only be able to effectively forecast electricity
prices, but they will also be able to maximize their return on
investment. In the future, and inclusively, the research could
be oriented as follows:

1. Economic profit-based optimization tasks relating to
power system operation can be successfully implemented
using the algorithm. Self-supervised training of the forecast-
ing algorithm can reduce any uncertainty that arises as a result
of the algorithm being real-time in nature.

2. Upon applying the proposed algorithm, as training can
be performed only when it is necessary, therefore the fore-
casting model can be used for intended operation/forecasting
most of the time, and therefore more profits can be
earned.

The proposed algorithm is open to improvement in the
future by utilizing various forefront artificial intelligent
models and optimization techniques. Also, the proposed
algorithm can be effectively applied to any other forecasting
tasks (share market, biological systems, pandemic forecast-
ing) and explore the potential for real-time forecasting-based
operation.
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