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ABSTRACT There are many computer vision technologies available, each having advantages and disad-
vantages of its own. Effective visual data analysis requires choosing the best technology and giving its
deployment top priority. A strong framework for decision-making (DM) is required, one that can manage
the ambiguities, imprecision, dual aspects, and linguistic terms present in real-world computer vision
applications. Thus, in this script, we investigate the DM framework under the structure of a bipolar complex
fuzzy uncertain linguistic set (BCFULS). The theory of BCFULS is also devised in this manuscript, which
can model the data that contains ambiguities, extra fuzzy information, dual aspects, and linguistic terms
simultaneously. For this DM framework, we inaugurate averaging/geometric aggregation operators (AOs)
within the structure of BCFULS and analyze the related properties. After that, we employ the inaugurated
DM framework to prioritize the numerous types of computer vision by considering artificial data and achieve
that ‘‘Feature Matching’’ is the finest computer vision. Finally, this script contains a comparative analysis
of this work with numerous current works to depict the supremacy and advantages of the invented work.

INDEX TERMS Computer vision, aggregation operators, decision making, fuzzy theory.

I. INTRODUCTION
Since Zadeh’s fuzzy set (FS) [1] extended the classical set
theory and interpreted by the satisfaction degree confined
in [0, 1]. FS is the influential substitute to the theory of
probability to describe the vagueness, imprecision, and ambi-
guities in numerous areas. FS is also a basic and powerful
technique in computational intelligence and can interpret the
solution to numerous dilemmas of computer vision, control,
reasoning planning, etc. Progressively, it has been noticed
that in various cases the features of objects or things are
not described properly by the satisfaction degree due to the
intricacy of the information and the uncertainty of the human
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brain. To conquer this, Zhang [2] invented the bipolar FS
(BFS) in 1994 which is interpreted by a positive satisfac-
tion degree confined in [0, 1] and a negative satisfaction
degree confined in [−1, 0]. The concept of FS received
impressive success in numerous areas to cope with uncer-
tainties but with more and more ambiguities and imprecision
in the genuine-life dilemmas, various modifications of FS
have been constructed by numerous researchers. A complex
FS (CFS) is one of the modifications of FS invented by
Ramot et al. [3] in 2002. CFS is a powerful technique to deal
with two-dimensional information which has ambiguities and
uncertainties. The Cartesian form of satisfaction degree in the
structure of CFS was invented by Tamir et al. [4]. Consider a
CEO of a multi-national company who wants to decide about
the development and launching of a new product and whether
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he should launch a new product or not. For making this
decision, he must consider 4 various aspects that are product
earning, product loss, positive effect on the customers, and
negative effect on the customers. To cope with this sort of
situation, Mahmood and Ur Rehman [5] invented a bipolar
CFS (BCFS) which is interpreted by a positive satisfaction
degree confined in [0, 1]+ι [0, 1] and a negative satisfaction
degree confined in [−1, 0]+ ι [−1, 0]. However, in various
genuine-life dilemmas, it is simpler and appropriate for the
experts to present qualitative assessments instead of quanti-
tative descriptions. Thus, the concept of linguistic variables
(LVs) investigated by Zadeh [6] has developed as a great
technique for experts to interpret qualitative assessment data.
After that, Xu [7] invented the notion of uncertain linguistic
variables (ULVs).

A. LITERATURE REVIEW
The field of computer vision in artificial intelligence (AI)
makes up the system and computers to gather valuable data
from digital pictures, movies, and other visual inputs and
to perform operations or offer ideas about that informa-
tion. If AI enables systems to comprehend, computer vision
enables them to see, observe, and comprehend. Except for
the advantage of human eyesight, computer vision performs
identically to human vision. Human eyes have the advantage
of knowing how to discern among objects, calculate their
range from the observer, detect whether they are moving,
and assess if a picture is real with a context history. Unlike
human perception, which needs cells in the retina, nerve
cells, and a visible brain, computer vision allows robots to
perform identical tasks in an even shorter period by utilizing
a camera, information, and programs. Because it can evaluate
hundreds of products or processes per minute while picking
up on minor faults or errors, a system that has been trained
to verify products or manage an industrial asset can quickly
outperform human skills. Voulodimos et al. [8] analyzed
deep learning for computer vision. Baumgart [9] investigated
polyhedron descriptions of computer vision. Weinstein [10]
discussed animal ecology based on computer vision.

A vast spectrum of technical innovation is enabled by
computer vision. It enables face detection programs to con-
nect images of people’s faces to their identities, auto cars
to safely explore highways and roads, and virtual or aug-
mented software to blend virtual elements with natural
photographs. Applications of computer vision are utilized
in various fields to enhance customer satisfaction, reduce
expenses, and increase safety. It helps manufacturers iden-
tify flawed goods in the production plant and stop them
from being supplied to customers. To evaluate car damage
and decrease fraud throughout the claims process, insur-
ance adjusters employ it. It is utilized by medical experts
to discover health problems by analyzing X-rays, Magnetic
resonance imaging (MRI), and ultrasounds. Before com-
pleting major transactions, banks utilize it to authenticate
the identity of their customers. The study of cell biology

relying on computer vision was described by Danuser [11].
Freeman et al. [12] analyzed interactive computer graph-
ics based on computer vision. Xu et al. [13] studied the
role of computer vision techniques in the field of con-
struction. Meer [14] investigated the various techniques for
computer vision. Meer et al. [15] studied the regression
mechanism for computer vision. Veeraraghavan et al. [16]
invented algorithms based on computer vision for intersection
monitoring. Tahani and Keller [17] utilized fuzzy integral
to study the information combination in computer vision.
Huntsberger et al. [18] described the ambiguities in computer
vision utilizing FS. FS in computer vision was discussed by
Sobrevilla and Montseny [19].
Poulik et al. [20] analyzed the Randic index of graphs with

fuzzy information. Hussain et al. [21] utilized fuzzy logic
inference to devise an efficient power management algorithm
for electric vehicle parking lots. Hussain et al. [22] devised
a charging scheme based on fuzzy logic. Zhang et al. [23]
analyzed reallocation-based level flash translation layers for
smart cells. He et al. [24] investigated an image classification
model for breast cancer. Hussain et al. [25] utilized a fuzzy
inference system to investigate the waiting time for electric
vehicles. Further, the improvement of the performance of the
power grid in electric vehicle parking with the assistance
of fuzzy logic was analyzed by Hussain et al. [26]. Keller
and Krishnapuram [27] studied FS mechanisms in com-
puter vision. Keller and Matsakis [28] described high-level
computer vision employing the notion of FS. Hussain et al.
[29] devised a two-layer decentralized charging technique
relying on fuzzy data fusion and Hussain et al. [30] dis-
cussed a heuristic charging cost algorithm. The translation
layer for NAND was investigated by Luo et al. [31].
Zhao et al. [32] discussed the SSD-based KV storage frame-
work. Pajares et al. [33] employed fuzzy cognitive maps in
computer vision. Montseny and Sobrevilla [34] described
various algorithms in computer vision based on the appli-
cation of fuzzy approaches. Ikidid et al. [35] investigated a
fuzzy inference-based system for traffic lights. By employ-
ing fuzzy logic, the hybrid coordination scheme for electric
vehicles was anticipated by Hussain et al. [36], and by
using a fuzzy integer linear program, Hussain et al. [37]
enhanced the efficiency of electric vehicle charging sta-
tions. Anari et al. [38] discussed trapezoidal truth grades
in mining fuzzy association rules relying on learning
automata. Mingwei et al. [39] deduced AOs under the pic-
ture fuzzy information. Das et al. [40] discussed picture
fuzzy φ−teolerance graphs. Lin et al. [41] analyzed corre-
lation coefficient measures for Pythagorean FS. Numerous
authors utilized bipolar fuzzy (BF) information to deduce
various theories. Jana et al. [42] employed the model of BFS
and Dombi t-norm and conorm to deduce Dombi AOs for
BFS. Wei et al. [43] employed the structure of BFS and
Hamacher t-norm and conorm to analyze Hamacher AOs for
BFS. Riaz et al. [44] inaugurated sine trigonometric AOs
for BFS. The two processes of MADM that is TOPSIS and

56384 VOLUME 12, 2024



T. Mahmood et al.: Decision-Making Approach Based on BCF Uncertain Linguistic AOs

ELECTRE-I for BFS were Akram et al. [45]. Akram and
Akmal [46] deduced the application of BFS in the graph
structure. Poulik and Ghorai [47] devised the notion of con-
nectivity in bipolar fuzzy graphs. Tamir et al. [48] discussed
CFS and complex fuzzy logic. Yazdanbakhsh and Dick [49]
gave a review of CFS and logic. Bi et al. [50] analyzed
averaging AOs and Bi et al. [51] discussed geometric AOs
for CFS. Mahmood et al. [52] studied Aczel-Alsina AOs,
and Mahmood et al. [53] studied AOs based on BCFS.
Ur Rehman and Mahmood [54] utilized the notion of BCFS
in medical diagnosis and pattern recognition. Mahmood and
Ur Rehman [55] invented Dombi AOs.

B. MOTIVATION
Various researchers constructed various uncertain linguis-
tic sets (ULS) for instance, Liu and Jin [56] investigated
intuitionistic ULS (IULS), Wu and Wei [57] analyzed
picture ULS (PULS), Naeem et al. [58] established
interval-valued PULS (IVPULS), Qiyas et al. [59] described
spherical ULS (SULS), Wang and Ullah [60] analyzed
T-spherical, Gao et al. [61] invented interval-valued bipolar
ULS (IVBULS). From this discussion, we noted that the
concept of ULS and BCFS achieved significant success in
the past few years. But with more and more ambiguities and
imprecision in genuine-life dilemmas, we can face a situation
where separately these concepts would be failed, for instance,
the condition of a housemay beworse than ‘‘extremely good’’(
ŝ5
)
and better than ‘‘average’’ (ŝ3). The positive satisfaction

degree of
[
ŝ3, ŝ5

]
is 0.7 + ι 0.3 and the negative satisfaction

degree of
[
ŝ3, ŝ5

]
is −0.3− ι 0.5. This information would be

modeled as
([
ŝ3, ŝ5

]
, (0.7 + ι 0.3, − 0.3 − ι 0.5)

)
which

cannot be handled by any of the prevailing concepts and
not by the ULS and BCFS. To overcome this research gap,
in this script, we invent the structure of BCFULS along with
basic operations. The main contribution of this manuscript is
devised as follows.

• We construct the theory of BCFULS and devise its asso-
ciated laws.

• We invent aggregation operators (AOs) such as bipo-
lar complex fuzzy (BCF) uncertain linguistic weighted
averaging (BCFULWA), BCF uncertain linguistic
ordered weighted averaging (BCFULOWA), BCF
uncertain linguistic hybrid averaging (BCFULHA),
BCF uncertain linguistic weighted geometric (BCFU-
LWG), BCF uncertain linguistic ordered weighted geo-
metric (BCFULOWG) and BCF uncertain linguistic
hybrid geometric (BCFULHG) in the environment of
BCFULS.

• We devise a technique of decision-making (DM) under
BCFULS by employing the invented operators.

• After that, we prioritize various computer vision tech-
niques by utilizing the invented technique of DM.

• Finally, this script contains a comparative analysis of
this work with numerous current works to depict the
supremacy and advantages of the invented work.

The invented BCFULS is the generalization of various struc-
tures such as bipolar complex fuzzy linguistic set (BCFLS),
complex fuzzy ULS (CFULS), complex fuzzy linguistic set
(CFLS), bipolar fuzzy ULS (BFULS), bipolar fuzzy linguis-
tic set (BFLS), etc. The flowchart in Figure 1 shows this
generalization.

C. ORGANIZATION OF THE WORK
The script is constructed as: In Section II, we overview
the vital notions and their operations. In Section III,
we invent a new concept called BCFULS along with some
essential properties. In Section IV, we invented AOs for
the model of BCFULS that is BCFULWA, BCFULOWA,
BCFULHA, BCFULWG, BCFULOWG, and BCFULHG
operators. In Section V, we analyze the various forms of com-
puter vision and investigate a numerical example to show the
benefits of the proposed work in the field of computer vision.
Section VI contains the comparative study and Section VII
contains the conclusion.

II. PRELIMINARIES
This part contains certain fundamental definitions of various
prevailing notions and their operations.
Definition 1 [5]: The underneath structure

=

{(
,
(

P ( )
,

N ( )))
| ∈ u

}
=

{(
,

(
RP ( )

+ ι
IP ( )

,
RN ( )

+ ι
IN ( )

))
| ∈ u

}
(1)

Would be considered as the structure of BCFS. Where P ( )
depict the positive satisfaction degree and N ( ) depict the
negative satisfaction degree. Both P ( ), N ( )will be con-
fined in the unit square of a complex plane and ι =

√
−1. The

bipolar complex fuzzy number (BCFN) would be considered
as =

(
P
,

N
)

=

(
RP

+ ι
IP

,
RN

+ ι
IN
)
.

Definition 2 [55]: The structures

S ( ) =
1
4

(
2 +

RP
+

IP

+
RN

+
IN

)
, S ( ) ∈ [0, 1] (2)

H ( ) =

RP
+

IP
−

RN
−

IN

4
, H ( ) ∈ [0, 1] (3)

Would determine the score and accuracy values of a BCFN
=

(
P
,

N
)
respectively.

Definition 3 [55]: Consider two BCFNs

1 =

(
P
1
,

N
1

)
=

(
RP
1
+ ι

IP
1
,

RN
1

+ ι
IN
1

)
and 2 =

(
P
2
,

N
2

)
=

(
RP
2
+ ι

IP
2
,

RN
2

+ ι
IN
2

)
, and

h̄ ≥ 0, then
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FIGURE 1. The flowchart of the invented theory.

1)

1 ⊕ 2 =


RP
1
+

RP
2
−

RP
1

RP
2

+ι
(

IP
1
+

IP
2
−

IP
1

IP
2

)
,

−

(
RN
1

RN
2

)
+ ι

(
−

(
IN
1

IN
2

))


2)

1⊗ 2 =


RP
1

RP
2
+ ι

IP
1

IP
2
,

RN
1

+
RN
2

+
RN
1

RN
2

ι
(

IN
1
+

IN
2
+

IN
1

IN
2

)


3)

h̄ 1 =


1 −

(
1 −

RP
1

)h̄
+ι

(
1 −

(
1 −

IP
1

)h̄)
,

−

∣∣∣ RN
1

∣∣∣h̄ + ι

(
−

∣∣∣ IN
1

∣∣∣h̄)


4)

h̄
1 =


(

RP
1

)h̄
+ ι

(
IP
1

)h̄
,

−1 +

(
1 +

RN
1

)h̄
+ι

(
−1 +

(
1 +

IN
1

)h̄)
 .

Definition 4 [6]: Take a set S = {ŝφ | φ = 0, 1, . . . ,
− 1 } of odd cardinality, would be assumed as a linguistic

term set (LTS). Each ŝφ signifies the imaginable argument of
the LV. Further, the set ŝ =

{
ŝδ | δ ∈ R+

}
can be assumed as

continue LTS, if this set satisfies the underneath axioms.
1) The LTS is ordered: ŝδ < ŝϱ iff δ < ϱ,
2) Negation operator: Neg

(
ŝδ
)

= ŝϱ such that ϱ = − δ

3) Max operator: if δ ≤ ϱ, then max
(
ŝδ, ŝϱ

)
= ŝϱ

4) Min operator: if δ ≥ ϱ then min
(
ŝδ, ŝϱ

)
= ŝϱ

For example, S can be represented as

S =


ŝ0 = Exceptionally poor, ŝ1 = poor,

ŝ2 = Slightly poor, ŝ3 = average, ŝ4 = good,

ŝ5 = extremly good, ŝ6 = excellent


Definition 5 [7]: The ŝ∗ would be known as an uncertain

linguistic variable (ULV), where ŝ∗ =
[
ŝδ, ŝϱ

]
, ŝδ, ŝϱ ∈ S,

ŝδ signifies the lower limit and ŝϱ signifies the upper limit.

III. BCF UNCERTAIN LINGUISTIC SET
To deal with uncertain linguistic variables (ULVs) and BCF
information at the same time, here, we publicize the theory of
BCF uncertain linguistic set (BCFULS). Further, we analyze
certain properties of the publicized BCFULS.
Definition 6: Assume that u as a universal set.

A BCFULS over u would be the following form

=


 ,


[
ŝL
δ
( ), ŝU

δ
( )

]
,

(
P ( )

,
N ( ))


 | ∈ u


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=




,



[
ŝL
δ
( ), ŝU

δ
( )

]
,


RP ( )

+ ι
IP ( )

,

RN ( )
+ ι

IN ( )





| ∈ u


(4)

where, ŝL
δ
( ), ŝU

δ
( ) ∈ S, P ( ) determine the posi-

tive satisfaction degree and N ( ) determine the nega-
tive satisfaction degree of every element ∈ u to
the linguistic term ŝ

δ
( ). Further, both positive and neg-

ative satisfaction degrees are confined in the unit square
of a complex plane. =

([
ŝLδ , ŝUδ

]
,
(

P
,

N
))

=([
ŝLδ , ŝUδ

]
,
(

RP
+ ι

IP
,

RN
+ ι

IN
))

would be consid-

ered BCFUL number (BCFULN).
Definition 7: Consider two BCFULNs that is

φ =

([
ŝLδφ

, ŝUδφ

]
,
(

P
φ
,

N
φ

))
=

([
ŝLδφ

, ŝUδφ

]
,
(

RP
φ
+ι

IP
φ
,

RN
φ

+ ι
IN

φ

))
, φ = 1, 2

and h̄ ≥ 0, then the operational laws of BCFULNs are below
1)

1 ⊕ 2 =



ŝL
δ1+δ2−

δ1δ2
, ŝU

δ1+δ2−
δ1δ2

 ,


RP
1
+

RP
2
−

RP
1

RP
2

+ι
(

IP
1
+

IP
2
−

IP
1

IP
2

)
,

−

(
RN
1

RN
2

)
+ι

(
−

(
IN
1

IN
2

))




2)

1⊗ 2 =



[
ŝLδ1δ2 , ŝUδ1δ2

]
,


RP
1

RP
2

+ι
IP
1

IP
2
,

RN
1

+
RN
2

+
RN
1

RN
2

ι
(

IN
1
+

IN
2
+

IN
1

IN
2

)




3)

h̄ 1 =



[
ŝL

−

(
1− δ1

)h̄ , ŝU
−

(
1− δ1

)h̄
]

,
1 −

(
1 −

RP
1

)h̄
+ι

(
1 −

(
1 −

IP
1

)h̄)
,

−

∣∣∣ RN
1

∣∣∣h̄ + ι

(
−

∣∣∣ IN
1

∣∣∣h̄)




4)

h̄
1 =



[
ŝL(

δ1
)h̄ , ŝU(

δ1
)h̄
]

,
(

RP
1

)h̄
+ ι

(
IP
1

)h̄
,

−1 +

(
1 +

RN
1

)h̄
+ι

(
−1 +

(
1 +

IN
1

)h̄)



.

Definition 8: Consider a BCFULN =

(
ŝδ,
(

P
,

N
))

=

(
ŝδ,
(

RP
+ ι

IP
,

RN
+ ι

IN
))

, then the score value of

will be figured out by the below formula

S ( ) =
1
4

(
2 +

RP
+

IP

+
RN

+
IN

)
×

(
ŝLδ + ŝUδ

)
(5)

Definition 9: Consider a BCFULN =

(
ŝδ,
(

P
,

N
))

=

(
ŝδ,
(

RP
+ ι

IP
,

RN
+ ι

IN
))

, then the accuracy
value of will be figured out by the below formula

H ( ) =

(
RP

+
IP

−
RN

−
IN

)
4

×

(
ŝLδ + ŝUδ

)
(6)

Theorem 1: Consider two BCFULNs that is

φ =

([
ŝLδφ

, ŝUδφ

]
,
(

P
φ
,

N
φ

))
=

([
ŝLδφ

, ŝUδφ

]
,
(

RP
φ

+ ι
IP

φ
,

RN
φ

+ ι
IN

φ

))
, φ=1, 2

and h̄1, h̄2 ≥ 0, then the following holds.
1) 1 ⊕ 2 = 2 ⊕ 1
2) 1⊗ 2 = 2⊗ 1
3) h̄1 ( 1 ⊕ 2) = h̄1 1 ⊕ h̄1 2
4) ( 1⊗ 2)

h̄1 =
h̄1
1 ⊗

h̄1
2

5) h̄1 1 ⊕ h̄2 1 = (h̄1 + h̄2) 1

6) h̄1
1 ⊗

h̄2
1 =

h̄1+h̄2
1

IV. BCFUL AGGREGATION OPERATORS
This Section of the article contains the AOs such
as BCFULWA, BCFULOWA, BCFULHA, BCFULWG,
BCFULOWG, and BCFULHG in the setting of BCFUL
information.

BCFULWA operator is straightforward and easy to recog-
nize. It is designed by adding up all the values after scalar
multiplicationwithweight. It is accessible and utilizedwidely
in many different fields because of its simplicity.
Definition 10: Consider an assembly of BCFULNs

φ =

([
ŝLδφ

, ŝUδφ

]
,
(

P
φ
,

N
φ

))
=

([
ŝLδφ

, ŝUδφ

]
,
(

RP
φ

+ ι
IP

φ
,

RN
φ

+ ι
IN

φ

))
,

φ = 1, 2, . . . , ,
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then

BCFULWA ( 1, 2, . . . , ) =
⊕

φ = 1

ϑWV−φ φ (7)

revealed the BCFULWA operator, where ϑWV =

(ϑWV−1, ϑWV−2, . . . , ϑWV− ) is a weight vector,

ϑWV−φ ∈ [0, 1] and
∑
φ=1

ϑWV−φ = 1.

Theorem 2: Consider an assembly of BCFULNs

φ =

([
ŝLδφ

, ŝUδφ

]
,
(

P
φ
,

N
φ

))
=

([
ŝLδφ

, ŝUδφ

]
,
(

RP
φ

+ ι
IP

φ
,

RN
φ

+ ι
IN

φ

))
,

φ = 1, 2, . . . , ,

then aggregating this assemblywith the help of Eq. (7), we get
BCFULN and

BCFULWA ( 1, 2, . . . , B)

=



[
ŝL

−
∏

φ=1

(
1−

δφ
)ϑWV−φ

, ŝU
−

∏
φ=1

(
1−

δφ
)ϑWV−φ

]
,

1 −

∏
φ=1

(
1 −

RP
φ

)ϑWV−φ

+ι

1 −

∏
φ=1

(
1 −

IP
φ

)ϑWV−φ

 ,

−

∏
φ=1

∣∣∣ RN
φ

∣∣∣ϑWV−φ

+ι

−

∏
φ=1

∣∣∣ IN
φ

∣∣∣ϑWV−φ






(8)

Proof: See Appendix.
The BCFULWA operator owns the three properties.
1) Consider an assembly of BCFULNs

φ =

([
ŝLδφ

, ŝUδφ

]
,
(

P
φ
,

N
φ

))
=

([
ŝLδφ

, ŝUδφ

]
,
(

RP
φ

+ ι
IP

φ
,

RN
φ

+ ι
IN

φ

))
,

φ = 1, 2, . . . , ,

then if ∀ φ φ = , then

BCFULWA ( 1, 2, . . . , ) =

This property of the BCFULWA operator would be
called idempotency.

2) Consider two assemblies of BCFULNs

φ =

(
ŝδφ ,

(
P

φ
,

N
φ

))
=

(
ŝδφ ,

(
RP

φ
+ ι

IP
φ
,

RN
φ

+ ι
IN

φ

))
and

#
φ =

(
ŝδφ ,

(
P
#
φ
,

N
#
φ

))

=

(
ŝδφ ,

(
RP
#
φ

+ ι
IP
#
φ
,

RN
#
φ

+ ι
IN
#
φ

))
,

φ = 1, 2, . . . ,

if ∀ φ
RP

φ
≤

RP
#
φ
, IP

φ
≤

IP
#
φ
, RN

φ
≤

RN
#
φ

, IN
φ

≤
IN
#
φ

then,

BCFULWA ( 1, 2, . . . , )

≤ BCFULWA
(

#
1,

#
2, . . . ,

#
)

This property of the BCFULWA operator would be
called monotonicity.

3) Consider an assembly of BCFULNs

φ =

([
ŝLδφ

, ŝUδφ

]
,
(

P
φ
,

N
φ

))
=

([
ŝLδφ

, ŝUδφ

]
,
(

RP
φ

+ ι
IP

φ
,

RN
φ

+ ι
IN

φ

))
,

φ = 1, 2, . . . , ,

and assume

−
=

min
φ

{
RP

φ

}
+ ι min

φ

{
IP

φ

}
,

max
φ

{
RN

φ

}
+ ι max

φ

{
IN

φ

}
 ,

and

+
=

max
φ

{
RP

φ

}
+ ι max

φ

{
IP

φ

}
,

min
φ

{
RN

φ

}
+ ι min

φ

{
IN

φ

}
 ,

then

−
≤ BCFULWA ( 1, 2, . . . , ) ≤

+

This property of the BCFULWA operator would be called
boundedness.

BCFULOWA operator is similar to the BCFULWA opera-
tor but In the BCFULOWG the data which is considered must
be ordered.
Definition 11: Consider an assembly of BCFULNs

φ =

([
ŝLδφ

, ŝUδφ

]
,
(

P
φ
,

N
φ

))
=

([
ŝLδφ

, ŝUδφ

]
,
(

RP
φ

+ ι
IP

φ
,

RN
φ

+ ι
IN

φ

))
,

φ = 1, 2, . . . , ,

then

BCFULOWA ( 1, 2, . . . , ) =
⊕

φ = 1

ϑWV− (φ) (φ)

(9)

revealed the BCFULOWA operator, where ϑWV =

(ϑWV−1, ϑWV−2, . . . , ϑWV− ) is a weight vector,
ϑWV−φ ∈ [0, 1] and

∑
φ=1 ϑWV−φ = 1. Fur-

ther, ( (1), (1), . . . , ( )) is a permutation such that
(φ − 1) ≥ (φ) ∀ φ = 2, 3, . . . , .
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Theorem 3: Consider an assembly of BCFULNs

φ =

([
ŝLδφ

, ŝUδφ

]
,
(

P
φ
,

N
φ

))
=

([
ŝLδφ

, ŝUδφ

]
,
(

RP
φ

+ ι
IP

φ
,

RN
φ

+ ι
IN

φ

))
,

φ = 1, 2, . . . , ,

then aggregating this assemblywith the help of Eq. (9), we get
BCFULN and

BCFULOWA ( 1, 2, . . . , )

=




ŝL

−
∏

φ=1

(
1−

δ (φ)

)ϑWV−φ
,

ŝU

−
∏

φ=1

(
1−

δ (φ)

)ϑWV−φ

 ,



1 −

∏
φ=1

(
1 −

RP
(φ)

)ϑWV−φ

+ι

1 −

∏
φ=1

(
1 −

IP
(φ)

)ϑWV−φ

 ,

−

∏
φ=1

∣∣∣ RN
(φ)

∣∣∣ϑWV−φ

+ι

−

∏
φ=1

∣∣∣ IN
(φ)

∣∣∣ϑWV−φ







(10)

The BCFULOWA operator holds the idempotency, bounded-
ness, and monotonicity properties.
Definition 12: Consider an assembly of BCFULNs

φ =

([
ŝLδφ

, ŝUδφ

]
,
(

P
φ
,

N
φ

))
=

([
ŝLδφ

, ŝUδφ

]
,
(

RP
φ

+ ι
IP

φ
,

RN
φ

+ ι
IN

φ

))
,

φ = 1, 2, . . . , ,

then

BCFULHA ( 1, 2, . . . , ) =
⊕

φ = 1

θWV−φ
∗

(φ)

(11)

revealed the BCFULHA operator, where θWV =

(θWV−1, θWV−2, . . . , θWV− ) is a linked weight vec-
tor, θWV−φ ∈ [0, 1] and

∑
φ=1 θWV−φ = 1,

∗

(φ) is the φ th biggest argument of the BCFULNs
∗
φ

(
∗
φ = ( ϑWV− ) φ

)
, and is the balancing coefficient.

Theorem 4: Consider an assembly of BCFULNs

φ =

([
ŝLδφ

, ŝUδφ

]
,
(

P
φ
,

N
φ

))
=

([
ŝLδφ

, ŝUδφ

]
,
(

RP
φ

+ ι
IP

φ
,

RN
φ

+ ι
IN

φ

))
,

φ = 1, 2, . . . , ,

then aggregating this assembly with the help of Eq. (11),
we get BCFULN and

BCFULHA ( 1, 2, . . . , )

=



̂s∗L

−
∏

φ=1

(
1−

δ (φ)

)θWV−φ
, ŝ∗U

−
∏

φ=1

(
1−

δ (φ)

)θWV−φ

,

1 −

∏
φ=1

(
1 −

∗RP
(φ)

)θWV−φ

+ι

1 −

∏
φ=1

(
1 −

∗IP
(φ)

)θWV−φ

 ,

−

∏
φ=1

∣∣∣ ∗RN
(φ)

∣∣∣θWV−φ

+ι

−

∏
φ=1

∣∣∣ ∗IN
(φ)

∣∣∣θWV−φ






(12)

The BCFULHA operator owns the property of idempotency,
monotonicity, and boundedness.

The BCFULWG operator is a statistical measure that
aggregates the data by taking the scalar power of the values
and then multiplying the values. It is very useful in vari-
ous fields such as environmental science, computer science,
etc.
Definition 13: Consider an assembly of BCFULNs

φ =

([
ŝLδφ

, ŝUδφ

]
,
(

P
φ
,

N
φ

))
=

([
ŝLδφ

, ŝUδφ

]
,
(

RP
φ

+ ι
IP

φ
,

RN
φ

+ ι
IN

\φ

))
,

φ = 1, 2, . . . , ,

then

BCFULWG ( 1, 2, . . . , ) =
⊗

φ = 1

(
φ

)ϑWV−φ

(13)

revealed the BCFULWG operator, where ϑWV =

(ϑWV−1, ϑWV−2, . . . , ϑWV− ) is a weight vector,
ϑWV−φ ∈ [0, 1] and

∑
φ=1 ϑWV−φ = 1.

Theorem 5: Consider an assembly of BCFULNs

φ =

([
ŝLδφ

, ŝUδφ

]
,
(

P
φ
,

N
φ

))
=

([
ŝLδφ

, ŝUδφ

]
,
(

RP
φ

+ ι
IP

φ
,

RN
φ

+ ι
IN

φ

))
,

φ = 1, 2, . . . , ,

then aggregating this assembly with the help of Eq. (13),
we get BCFULN and

BCFULWG ( 1, 2, . . . , )
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=



[
ŝL∏

φ=1

(
δφ
)ϑWV−φ

, ŝU∏
φ=1

(
δφ
)ϑWV−φ

]
,

∏
φ=1

(
RP

φ

)ϑWV−φ

+ι
∏
φ=1

(
IP

φ

)ϑWV−φ

,

−1 +

∏
φ=1

(
1 +

RN
φ

)ϑWV−φ

+ι

−1 +

∏
φ=1

(
1 +

RN
φ

)ϑWV−φ







(14)

Proof: See Appendix
The BCFULWG operator holds the idempotency, bound-

edness, and monotonicity properties.
BCFULOWG operator is similar to the BCFULWG opera-

tor but In the BCFULOWG the data which is considered must
be ordered.
Definition 14: Consider an assembly of BCFULNs

φ =

([
ŝLδφ

, ŝUδφ

]
,
(

P
φ
,

N
φ

))
=

([
ŝLδφ

, ŝUδφ

]
,
(

RP
φ

+ ι
IP

φ
,

RN
φ

+ ι
IN

φ

))
,

φ = 1, 2, . . . , ,

then

BCFULOWG ( 1, 2, . . . , ) =
⊗

φ = 1

(
(φ)

)ϑWV−φ

(15)

revealed the BCFULOWG operator, where ϑWV =

(ϑWV−1, ϑWV−2, . . . , ϑWV− ) is a weight vector,
ϑWV−φ ∈ [0, 1] and

∑
φ=1 ϑWV−φ = 1. Further,

( (1), (1), . . . , ( )) is a permutation such that (φ − 1) ≥

(φ) ∀ φ = 2, 3, . . . , .
Theorem 6: Consider an assembly of BCFULNs

φ =

([
ŝLδφ

, ŝUδφ

]
,
(

P
φ
,

N
φ

))
=

([
ŝLδφ

, ŝUδφ

]
,
(

RP
φ

+ ι
IP

φ
,

RN
φ

+ ι
IN

φ

))
,

φ = 1, 2, . . . , ,

then aggregating this assembly with the help of Eq. (15),
we get BCFULN and

BCFULOWG ( 1, 2, . . . , )

=



ŝL∏
φ=1

(
δ (φ)

)ϑWV−φ
, ŝU∏

φ=1

(
δ (φ)

)ϑWV−φ

 ,



∏
φ=1

(
RP

(φ)

)ϑWV−φ

+ι
∏
φ=1

(
IP

(φ)

)ϑWV−φ

,

−1 +

∏
φ=1

(
1 +

RN
(φ)

)ϑWV−φ

+ι

−1 +

∏
φ=1

(
1 +

RN
(φ)

)ϑWV−φ






(16)

The BCFULOWG operator holds the idempotency, bounded-
ness, and monotonicity properties.
Definition 15: Consider an assembly of BCFULNs

φ =

([
ŝLδφ

, ŝUδφ

]
,
(

P
φ
,

N
φ

))
=

([
ŝLδφ

, ŝUδφ

]
,
(

RP
φ

+ ι
IP

φ
,

RN
φ

+ ι
IN

φ

))
,

φ = 1, 2, . . . , ,

then

BCFULHG ( 1, 2, . . . , ) =
⊗

φ = 1

(
∗

(φ)

)θWV−φ

(17)

revealed the BCFULHG operator, where θWV =

(θWV−1, θWV−2, . . . , θWV− ) is a linked weight vec-
tor, θWV−φ ∈ [0, 1] and

∑
φ=1 θWV−φ = 1,

∗

(φ) is the φ th biggest argument of the BCFULNs
∗
φ

(
∗
φ = ( ϑWV− ) φ

)
, and is the balancing coefficient.

Theorem 7: Consider an assembly of BCFULNs

φ =

([
ŝLδφ

, ŝUδφ

]
,
(

P
φ
,

N
φ

))
=

([
ŝLδφ

, ŝUδφ

]
,
(

RP
φ

+ ι
IP

φ
,

RN
φ

+ ι
IN

φ

))
,

φ = 1, 2, . . . , ,

then aggregating this assembly with the help of Eq. (17),
we get BCFULN and

BCFULHG ( 1, 2, . . . , )
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FIGURE 2. The flowchart of the devised DM framework.

=



ŝ∗L∏
φ=1

(
δ (φ)

)θWV−φ
, ŝU∏

φ=1

(
δ (φ)

)θWV−φ

 ,

∏
φ=1

(
∗RP

(φ)

)θWV−φ

+ι
∏

φ=1

(
∗IP

(φ)

)θWV−φ

,

−1 +
∏

φ=1

(
1 +

∗RN
(φ)

)θWV−φ

+ι

(
−1 +

∏
φ=1

(
1 +

∗RN
(φ)

)θWV−φ

)




(18)

The BCFULHG operator owns the property of idempotency,
monotonicity, and boundedness.

V. APPLICATION (PRIORITIZATION OF THE VARIOUS
TYPES OF COMPUTER VISION)
The prioritization of various types of computer vision can
be thought of as a DM problem, where the objective is to
determine which method is best suited for a particular task.
Image segmentation, edge detection, image classification,
and other computer vision techniques can all be taken into
consideration as possible solutions in this situation. Evalu-
ating these forms according to standards including accuracy,
computational efficiency, robustness, and suitability for spe-
cific applications is part of the DM process. Every technique
is a potential alternative, and the decision-maker needs to
consider the preferences and trade-offs of each. The choice
of the best computer vision technique for a given use case

is ultimately determined by the employment of machine
learning models, optimization algorithms, and performance
measures as key DM tools. Moreover, when there are dual
aspects (positive and negative aspects) and linguistic uncer-
tainty involved along with extra fuzzy information in the
process of prioritization of types of computer vision, then
there is no technique of DM, that can handle this DM
dilemma. Thus, following we interpret an approach of DM
to cope with such sort of dilemmas.

Assume an assembly of alternative

AV = { AV−1, AV−2, . . . , AV− }

and an assembly of attributes

TAT =

{
TAT−1, TAT−2, . . . , T

AT−

}
.

Further, consider that

ϑWV =

(
ϑWV−1, ϑWV−2, . . . , ϑ

WV−

)
is a weight vector,

ϑWV−φ ∈ [0, 1] and
∑

φ=1
ϑWV−φ = 1

associated with the attributes. Next, consider that the
decision-maker or an expert interpreted his/her opinion in the
shape of a positive satisfaction degree and negative satisfac-
tion degree to construct the BCFUL decision matrix

Z =
(

φϕ

)
×
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TABLE 1. The evaluated arguments are interpreted by the experts.

TABLE 2. The aggregated arguments after using invented operators.

=


[
ŝLδφϕ

, ŝUδφϕ

]
,(

P
φϕ

,
N

φϕ

)


×

=


[
ŝLδφϕ

, ŝUδφϕ

]
, RP

φϕ
+ ι

IP
φϕ

,

RN
φϕ

+ ι
IN

φϕ




×

.

To overcome this DM dilemma, we give the underneath pro-
cess based on the invented operators.
Step 1: The information of the decision matrix would

be aggregated with the assistance of one of the invented
operators.
Step 2: The score values of the aggregated information

would be invented by utilizing Eq. (5) to compare the
alternatives.
Step 3: The ranking order would be achieved based on

the above-mentioned score values to find the most superb
alternative.
Step 4: End
The flowchart of the invented DM approach is interpreted

in Figure 2.

A. NUMERICAL EXAMPLE
Considering that the experts in AI want to prioritize the form
of computer vision the presented 4 forms of computer vision
are

AV−1 : Image segmentation: Image segmentation is
another key aspect of computer vision. It is the process of
separating an image into various sections based on pixel
characteristics to detect objects or boundaries to simplify and
more quickly analyze the image. Numerous sectors, from the
film business to the realm of medicine, are impacted by seg-
mentation. Green screen software, for example, uses picture
segmentation to crop off the front and set it on a backdrop
for scenes that cannot or would be risky to photograph in real
life.

AV−2: Edge detection: Edge detection is a beneficial
method in computer vision that automatically detects the
limits between objects.With these limits, it is simple to divide
the image (split it into discrete objects or sections that may
then be identified separately).

AV−3: Image classification: The process of classifying
and labeling clusters of pixel intensities or dimensions in
an image based on specific principles is known as image
classification. It serves as the foundation for more com-
puter vision issues. Medical imaging, object recognition in
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TABLE 3. The score values of the aggregated outcomes.

TABLE 4. The ranking relies on the score values.

satellite observations, traffic surveillance systems, braking
signal detection, machine vision, and other applications use
image classification applications.

AV−4: Feature matching: Feature matching is the
method of locating similar features in two comparable
photographs using a search vision. The feature-matching
approach is applied to either discover or deduce and transfer
qualities from the source to the desired image. One of these
images is conceived of as the source, the other as the target.

Next, consider 4 attributes or characteristics that are
TAT−1 = Faster process, TAT−2 = Simpler process,
TAT−3 = Cost reduction, and TAT−4 = Better product and
services, based on these attributes the expert will evaluate the
interpreted forms of the computer vision. For each attribute,
the experts gave the weight that is (0.13, 0.27, 0.36, 0.24)
according to his/her preference. The evaluated arguments
interpreted by the experts are displayed in Table 1.
Step 1: We aggregated the information of the decision

matrix by utilizing the invented operators one by one and the
required outcomes are revealed in Table 2.
Step 2: We accomplished the score values revealed in

Table 3 for comparing the alternatives.
Step 3: We accomplished the ranking order revealed in

Table 4.
Table 4 exposed the prioritization of the form of computer

vision. Where AV−4 is the first one and AV−1 or AV−2
is the last one. As the operators BCFU LWA, BCFULOWA,
BCFULWG, and BCFULOWG operators are independent
operators and thus the ranking can be different. In a DM
dilemma, one can employ any one of them.
Step 4: End.

VI. COMPARATIVE ANALYSIS
In this part, we are going to compare a few current works
such as Liu and Jin [56], Gao et al. [61], Lan et al. [62],
Jana et al. [42], Wei et al. [43], Riaz et al. [44], Bi et al. [50],
Bi et al. [51] andMahmood et al. [53] with our invented work

to expose the dominance and benefits of the invented work.
The brief description of the current work is as follows

• Liu and Jin [56] studied geometric AOs in the setting of
intuitionistic ULVs (IULVs) and provided a group DM
approach based on the geometric AOs.

• Gao et al. [61] analyzed the averaging and geomet-
ric AOs in the environment of interval-valued bipo-
lar uncertain linguistic (IVBUL) information. Further
Gao et al. [61] provided a MADM mechanism for tack-
ling IVBUL information.

• Lan et al. [62] interpreted a CODAS approach for group
DM in the environment of IVBUL information.

• Jana et al. [42] deduced Dombi AOs and the MADM
approach for BFS.

• Wei et al. [43] diagnosed Hamacher AOs and the
MADM approach for BFS.

• Riaz et al. [44] studied sine trigonometric AOs and SIR
technique for BFS.

• Bi et al. [50] discussed averaging AOs for CFS.
• Bi et al. [51] deduced geometric AOs for CFS.
• Mahmood et al. [53] analyzed the averaging and geo-
metric AOs for BCFS and investigated a DM approach
based on the invented operators.

For this comparison, we are taking the data in the model of
BCFULS which is described in Table 1. Let us apply the
above current and the invented operators and DM approaches
to the data in Table 1. The required outcomes are exposed in
Tables 5 and 6.

Tables 5 and 6 revealed that the current work interpreted
by Liu and Jin [56], Gao et al. [61], Lan et al. [62],
Jana et al. [42], Wei et al. [43], Riaz et al. [44], Bi et al. [50],
Bi et al. [51] and Mahmood et al. [53] collide as applied
to the information in the structure of BCFULS. The work
of Liu and Jin [56] is in the model of IULVs and the work
of Geo et al. [61] and Lan et al. [62] is in the structure of
IVBUL information. Further, the research of Jana et al. [42],
Wei et al. [43], and Riaz et al. [44] are in the structure
of BFS, and as we know the BFS has no negative aspect
and linguistic variable so these theories are not applicable
to this information. But the developed work can handle the
information in the model of BFS. Likewise, the work of
Bi et al. [50] and Bi et al. [51] in the model of CFS can’t
deal with BCFUL information. Further, the work discussed
by Mahmood et al. [53] is in the model of BCFS and is
missing linguistic terms and hence can’t cope with BCFUL
information. This shows the importance and the need for
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TABLE 5. The comparative analysis of the invented work with current work.

TABLE 6. The ranking comparison between current work and invented work.

TABLE 7. The feature comparison of the invented and current work.

the invented work in the literature. The invented work gen-
eralized various concepts such as BCFS by neglecting the
ULVs, BFULS by neglecting the imaginary parts in both
positive satisfaction and negative satisfaction degrees, BFS
by neglecting the ULV and neglecting the imaginary parts in
both positive satisfaction and negative satisfaction degrees,

fuzzy uncertain linguistic set by neglecting the imaginary part
in positive satisfaction degree and neglecting the negative
satisfaction degrees, etc. To elaborate on the comparison of
the invented concept with current concepts we compare a
few features of the invented work with prevailing work in
Table 7.
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VII. CONCLUSION
We pointed out that in recent years, the ideas of ULS and
BCFSs have seen a lot of success. However, if real-life situ-
ations get more and more vague and imprecise, we may find
that these two conceptions are incompatible. Motivated by
this, in this script, we introduced a brand-new idea identified
as BCFULSwhich combines the concepts of BCFS and ULS.
The BCFULS concept is a crucial tool for dealing with com-
plex and difficult information in real-world situations. For
BCFULNs, we also examined basic operations, scoring, and
accuracy functions. Additionally, we invented AOs relying on
the newly developed concept BCFULS that is BCFULWA,
BCFULOWA, BCFULHA, BCFULWG, BCFULOWG, and
BCFULHG operators. Further, with its unique set of bene-
fits and drawbacks, computer vision technologies come in a
variety of forms. Selected top-tier technology and top-notch
deployment are necessary for effective visual data analysis.
Real-world computer vision applications include ambigui-
ties, imprecision, dual features, and linguistic terms that must
be managed by a robust DM framework. Therefore, in this
script, we examined a DM framework inside the model of a
BCFULS. Afterward, we used the establishedDM framework
to rank the various computer vision techniques according to
artificial data, ultimately determining that AV−4 i.e. ‘‘Fea-
tureMatching’’ is the best computer vision technique. Finally,
to reveal the dominance and priority of the invented work we
presented a comparative analysis of the invented work with
the current work.

A. LIMITATIONS AND FUTURE DIRECTION
The information found in the structures of bipolar complex
fuzzy soft sets [63], [64], complex hesitant FS [65], complex
bipolar picture FS [66], etc. is beyond the capabilities of the
inferred concepts that are AOs and DM framework under
BCFULS. As a result, our goal going forward is to extend our
work into these mathematical frameworks. Further, we also
want to introduce some more notions and concepts within the
model of BCFULS.

APPENDIX
Proof of Theorem 2:
(i) Let = 2. Then
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−

(
1− δ2

)ϑWV−2

]
,

1 −

(
1 −

RP
2

)ϑWV−2

+ι

(
1 −

(
1 −

IP
2

)ϑWV−2
)

,

−

∣∣∣ RN
2

∣∣∣ϑWV−2

+ι

(
−

∣∣∣ IN
2

∣∣∣ϑWV−2
)




ϑWV−1 1 ⊕ ϑWV−2 2

=



[
ŝL
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So, Eq. (8) is right for = 2.
(ii) Let Eq. (8) is right for = that is
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Proof of Theorem 5:
(i) Let = 2. Then
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ŝL(

δ1
)ϑWV−1

(
δ2
)ϑWV−2 , ŝ
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So Eq. (14) is right for = + 1 and thus right for all .
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