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ABSTRACT Wireless sensor networks (WSN) are widely utilized in all walks of industries, and node
localization is still essential as one of the fundamental functionalities. Moreover, the marine predators
algorithm (MPA), as one of the swarm intelligence optimization algorithms, has proven to possess strong
search capability and high convergence speed. Therefore, for the poor optimization ability of the least squares
method in the DV-Hop method, a reconstructed marine predator algorithm with adaptive enhancement
(RMPA-AE) for WSN node localization is proposed in this paper. Firstly, a population diversity expression
based on Euclidean distance is proposed to reconstruct the phases of the algorithm. Then, an adaptive
enhancement strategy is proposed to improve the local exploitation ability of the algorithm with respect to
its tendency to fall into local optimality. Subsequently, a global perturbation strategy based on the iteration
number is proposed for the re-generation of the population at FADs to achieve a wide range of individual
jumps. Finally, the experimental results for 26 benchmark functions demonstrate the search capability of
the proposed RMPA-AE algorithm, and the superiority of the proposed algorithm compared to the state-of-
the-art algorithms. The feasibility of the proposed algorithm is also demonstrated in the node localization
simulation experiments.

INDEX TERMS Wireless sensor networks, marine predators algorithm, DV-hop, Euclidean distance, phase
reconstruct.

I. INTRODUCTION
As the global urbanization process accelerates, the concept
of smart cities has emerged [1], [2], aimed at improving
urban management efficiency, enhancing the quality of city
services, and promoting sustainable development through
advanced information technology and data analysis. Among
numerous technologies, wireless sensor node localization
plays a crucial role in the construction of smart cities.
This technology not only promotes data-driven urban
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decision-making but also significantly enhances the inter-
connectivity and intelligence level of urban systems.With
the continuous advancement of technology, wireless sensor
nodes have become an essential tool for collecting and
transmitting key urban data. These sensors are capable of
real-time monitoring and collecting data on the environment,
traffic, energy usage, and more, across various corners of
the city, providing valuable information support for urban
management and decision-making. From real-time monitor-
ing of traffic flow to continuous tracking of environmental
quality, from enhancing public safety to optimizing energy
management, the application of wireless sensor nodes covers
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every aspect of smart cities [3], [4], [5], [6], paving the way
for more efficient and sustainable urban living. Therefore,
obtaining accurate location information of sensor nodes
becomes crucial. This is not only because location data
is essential for effectively interpreting and applying the
information collected by sensors, but also because location
information significantly impacts optimizing the layout and
maintenance of sensor networks, enhancing data accuracy
and reliability.

In sensor network node localization, there are range-based
and range-free methods. Range-based localization techniques
typically measure the distance between sensors using param-
eters such as Ultra-Wideband (UWB) [7], [8], [9], Amplitude
of Received Signal (ARS) [10], and Time Difference of
Arrival (TDOA) [11], [12]. Although these methods offer
high accuracy, they require higher costs. On the other hand,
range-free localization techniques usually estimate positions
using the topological relationships between neighboring
nodes. The widely studied DV-Hop algorithm is one of the
range-free localization methods. Yanfei et al. [13]. proposed
DV-hop positioning for mobile anchor nodes in wireless
sensor networks. Gui et al. [14]. introduced two improved
algorithms (Checkout DV-hop and Selective 3-Anchor DV-
hop) to enhance localization performance. Wang et al. [15].
created a NSGA-II-based multi-objective DV-Hop localiza-
tion algorithm that implemented an enhanced constraint
strategy using all beacon nodes to enhance the precision of
DV-Hop localization estimations. Liu et al. [16]. suggested
an enhanced DV-Hop algorithm for wireless sensor networks
using neural dynamics and conducted error analysis to
determine the range of distance error fluctuations between
unknown nodes and anchor nodes. Gui et al. [17] proposed
a DV-Hop algorithm based on centralized connectivity to
optimize the accuracy of DV-Hop positioning (CCDV-Hop),
and established an optimization problem constrained by the
actual connectivity between any two nodes, which can make
the positioning results conform to the actual connectivity.

These algorithms have achieved certain success in terms
of localization accuracy. The DV-Hop algorithm, which
estimates the distance of each hop through the average hop
distance, is more suitable for isotropic networks and performs
poorly in anisotropic networks. To address such issues, schol-
ars have improved DV-Hop using intelligent optimization
algorithms to achieve high-precision positioning. Intelligent
optimization algorithms are developed inspired by biological,
behavioral, or processes in nature, such as the Marine
Predators Algorithm (MPA) [18], [19], Cuckoo Search
algorithm (CS) [20], [21], [22], Flower Pollination Algorithm
(FPA) [23], Particle Swarm Optimization algorithm (PSO)
[24], [25], etc. These algorithms can effectively find optimal
solutions through evolutionary processes or social behavior
and are applied in various fields. Surya and Ravi [26].
proposed a wireless sensor health monitoring system based
on MPSO to identify faulty sensor nodes, thereby enhancing
sensor reliability. Yang et al. [27]. presented an enhanced

DV-HOPmodel, known as PSO-DV-Hop, which incorporates
the Particle Swarm Optimization algorithm for improving
smart campus safety. This enhancement aims to enhance
the safety performance and efficiency of the smart campus.
Song et al. [28]. suggested an enhanced positioning algorithm
referred to as MGDV-Hop, utilizing a hybrid chaotic
strategy to expand positioning coveragewhile simultaneously
reducing and balancing energy consumption.

As one of the algorithms with good optimization effect, the
MPA algorithm has attracted much attention from scholars.
Abd Elminaam et al. [29]. proposed a hybrid algorithm for
MPA and k-nearest neighbors (MPA-KNN) for evaluating
selected features ranging in size from small to large on
a medical dataset. Chen et al. [30]. proposed a new and
improved Q-learning-based MPA Hybridization Algorithm
(QMPA) to use reinforcement learning for choosing the
optimal location update strategy for search agents in various
iterative stages and states. Fan et al. [31] proposed an
improved MPA and proposed a logical adversarial-based
learning mechanism (LOBL) to improve population diversity
and generate more accurate solutions. Zhong et al. [32]
proposed a newly proposed Multi-Objective Ocean Predation
Algorithm (MOMPA), called the Multi-Objective Ocean Pre-
dation Algorithm (MOMPA), which introduces an external
archiving component to store the currently known non-
inferior Pareto optimal solution. Although these improved
MPA algorithms have achieved certain results in their
application, many of them employ additional optimization
methods to enhance algorithm accuracy during the refinement
process, and ignore the innovative research of the algorithm
itself.

In this paper, a Reconstructed Marine Predators Algorithm
withAdaptive Enhancement (RMPA-AE) for Nodes Location
of WSN is proposed. According to the shortcomings of
the MPA algorithm, such as the defects of phasing and the
unreasonable allocation of policy updates, we reconstruct the
MPA algorithm and adjust the update strategy.We reconstruct
the renewal phase of the population through population
diversity, avoiding the iteration division that limits the search
ability of Brownian motion and Lévy flight. At the same
time, in phase 2, we removed the original population division
into the early and later phases and reconstructed it based
on the iterative cycle. The advantage of the long and short
steps of Lévy flight was brought into play. Second, we have
adjusted the update strategy for phase 2 and 3 of the
traditional MPA. In phase 2, a kind of Lévy flight based
on the number of iterations is proposed, and in phase 3,
the position is updated based on the current position and
the individual best solution’s position, and the position is
updated with that of another random individual to increase
the algorithm’s chances of converging to the global optimum.
Finally, when considering the effects of eddy formation and
fish aggregation device effects on the behavior and activity
patterns of marine predators, we suggest updating the current
individual’s position based on the difference between the
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positions of two randomly selected individuals within the
current population, instead of the MPA randomly generated
individual positions as the updated positions. The problem
of lack of clear guidance on the direction of the search is
avoided. The contributions made in this article are as follows:

• We propose a method to reconstruct the phases of the
algorithm based on population diversity, which gives full
play to the search ability of Brownian motion and Lévy
flight. At the same time, phase 2 is also divided into early
and later phase through the iterative cycle, making full
use of the long and short step characteristics of the Lévy
strategy.

• For the update strategy in phases 2 and 3, we propose the
adaptive enhancement strategy to update the population
position.

• We propose to use the differences between random
individuals to guide the FADs effect to renew the
population.

We employ 26 benchmark functions to evaluate the
algorithm and validate its positioning accuracy through
simulation experiments. Extensive experiments demonstrate
that the proposed algorithm exhibits both high positioning
accuracy and robustness. In the section II, the DV-Hop
algorithm is introduced. We describe the traditional MPA in
Section IV. Section V introduces the proposed algorithm.
Section VI demonstrates the benchmark function test exper-
iment and simulation experiment. Finally, conclusion is
presented in Section VII.

FIGURE 1. DV-Hop positioning protocol.

II. POSITIONING PROTOCOLS
During the experiment, information about other nodes is
usually obtained by exchanging data frames and using
specific positioning protocols. Nodes broadcast data frames
containing their own information. Neighboring nodes receive
these broadcast messages, thereby obtaining information
about the sending nodes. The DV-Hop positioning protocol is
used to process the exchanged information. In this positioning

protocol, each node calculates the minimum number of
hops to the anchor nodes, and the anchor nodes exchange
information by estimating the average distance per hop. Non-
anchor nodes can then use this information to estimate their
distance to each anchor node and calculate their position
based on this information. The experimental part is completed
based on the above protocols.

As shown in Fig.1, the network diagram of the DV-
Hop positioning protocol is drawn. For each pair of nodes,
if the distance between them is less than or equal to the
communication radius, a line is drawn to connect them,
indicating that the two nodes can communicate directly.
These connections are indicated by light gray lines to
demonstrate the connectivity of the network.

The DV-Hop positioning algorithm stands out as the
most commonly employed localization technique within the
realm of Wireless Ad-hoc Network positioning systems.
The positioning procedure is independent of the ranging
technique, leveraging multi-hop beacon node data for node
positioning, offering extensive coverage. The algorithm can
be delineated into three distinct stages.

(1): Determine the minimum hop count
Beacon nodes transmit packets containing their location

information to neighboring nodes. The receiving node then
stores and shares the minimum hop count information to
neighboring nodes, allowing all network nodes to have
records of their minimum hop counts to each beacon node.

(2): Calculate the actual hopping distance
Each beacon node calculates the estimated average phys-

ical distance for each hop using its position information and
the hop count recorded during phase 1.

Hopsizei =

∑
j̸=i

√
(xi − xj)2 + (yi − yj)2∑

j̸=i hj
, (1)

where (xi, yi) and (xj, yj) are the coordinates of beacon
nodes i and j, and hj is the number of hops between beacon
nodes i and j. Then,the beacon node broadcasts the computed
average hop distance via packets with lifetime indicators, and
upon receiving this average hop distance, the unknown node
computes the distances between each beacon node using the
recorded hop counts.

(3): Calculate position
The unknown node uses the jump distance recorded

in the second stage to each beacon node, and uses the
maximum likelihood estimation method to calculate its own
coordinates. n nodes such as 1, 2, and 3 are the coordinates of
the anchor node, and the distance from them to the unknown
node D determines the coordinates of node D.

x21 − x22 − 2(x1 − xn)x + y21 − y2n
−2(y1 − yn)y = d21 − d2n ,

. . .

x2n−1 − x22 − 2(xn−1 − xn)x + y2n−1

−y2n − 2(yn−1 − yn)y = d2n−1 − d2n ,

(2)
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FIGURE 2. Node connectivity for O-type and S-type network structures, R=20m.

Further conversions:

A = −2


x1 − xn y1 − yn
x2 − xn y2 − yn

. . . . . .

xn−1 − xn yn−1 − yn

 , (3)

B =


d21 − d2n − x21 + x2n − y22 + y2n
d22 − d2n − x22 + x2n − y22 + y2n

. . .

d2n−1 − d2n − x2n−1 + x2n − y2n−1 + y2n

 ,

X =

[
x
y

]
. (4)

Using the standard least squares method, the coordinates of
the unknown node can be derived as:

X̂ = (ATA)−1ATB. (5)

III. NODE CONNECTIVITY
In the context of node localization in Wireless Sensor
Networks (WSN), the connectivity of the network is cru-
cial to ensure that all nodes can effectively communicate
and perform localization computations. Particularly, when
discussing the impact of network topology shapes on
connectivity, the ‘‘O’’ and ‘‘S’’ type layouts are two specific
topological structures that have unique considerations in
design and application. As illustrated in fig. 2, having only
one connected component in these two types of network
layouts means that despite the different physical layouts and
shapes of the network, the entire network can still maintain
full connectivity. Any two nodes in the network are connected
by at least one path, allowing information to flow freely
between any two points.

In ‘‘O’’ and ‘‘S’’ type layouts, which may be used to
surround a specific area or object for monitoring and data
collection, the physical shapemight result in greater distances
between nodes at the edges of the network. However, as long
as each node is within its communication range of its
neighboring nodes, the entire network can remain connected.

In networks with nodes randomly generated by the DV-
Hop method, despite the significant differences in physical
layout, the communication links between nodes are effec-
tively established. This aspect is crucial for ensuring the
functionality of the network, whether for node localization,
data collection, or other applications.

IV. MARINE PREDATORS ALGORITHM
Marine Predators Algorithm is a novel population-based
swarm intelligence optimization algorithm proposed by
Afshin Faramarzi inspired by the predation process of marine
predators. Based on the predation process of marine animals,
the optimization process of the algorithm is divided into three
distinct stages., and different methods are used to update the
population, as follows:

Phase 1: When the current iteration count t is below the
maximum allowable iterations T ( t < T/3 ), the position is
updated according to Eq. (6):

s = µB ⊗ (Ei − µB ⊗ Xi), i = 1, . . . n,

Xi = Ei + P · R⊗ s, (6)

where µB and R are the random number vectors of Brownian
motion and the random number vectors in [0,1], respectively.
Ei is the n× d predator matrix, n is the number of search
agents, and d is the dimension. P is a constant of 0.5. The
model of the prey’s movement is represented by. At this
time, a higher speed of movement allows for a high ability
to explore.

Phase 2: When T
3 < t < 2T

3 , it is divided into two phases
according to the cycle:

X i =
Xi + P · R⊗ s, s = µL ⊗ (Ei − µL ⊗ Xi),

T
3

< t ≤
n
2
,

Ei + P · C ⊗ s, s = µB ⊗ (µB ⊗ Ei − Xi),
n
2

< t <
2T
3

,

(7)
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where µL is the random number vector of the Lévy flight.
The model that indicates the movement of the predator in
Brownian motion is µB ⊗ X i

p,C = (1 − t/T )2t/T an adaptive
parameter for controlling the predator’s movement step size,
and n is the population number.
Phase 3: When t > 2T

3 , the best predatory strategy for
predators is to use Lévy flight as the main movement mode:

s = µL ⊗ (µL ⊗ Ei − Xi), i = 1, . . . n,

Xi = Xi + P · C ⊗ s, (8)

where µL ⊗ Xi symbolizes the model of the predator moving
in Lévy.

The effects of eddy formation and fish aggregation effects
on the behavior and activity patterns of marine predators are
also considered. Model such effects as follows Eq. (9):

Xi ={
Xi + C [Xmin + R⊗ (Xmax − Xmin)] ⊗ U, r ≤ FADs,
Xi + [FADs(1 − r) + r] (Xr1 − Xr2 ), r > FADs,

(9)

where FADs is the probability of the effect of eddy formation
and fish aggregation on predators, set to 0.2. U is a randomly
generated vector in [0, 1], taking 0 when the element value is
less than 0.2 and 1 vice versa. r is a uniformly distributed
random number within the range [0, 1]. Xmin and Xmax
are vectors contain the lower and upper bounds of each
dimension.

V. PROPOSED RMPA-AE METHOD
A. POPULATION DIVERSITY
In swarm intelligence optimization algorithms, population
diversity represents the degree of difference between individ-
uals in the population. It is one of the criteria for evaluating
the quality of an algorithm and also one of the ways to
express individual positional changes during the iteration
process. This article evaluates population diversity in the
search space by measuring the deviation of each individual
from the population average across all dimensions.

First, calculate the average value of the population in each
dimension, as shown in Eq. (10):

meanj =
1
n

n∑
i=1

xij, (10)

where xij represents the value of the i-th individual in the
population. in the j-th dimension, and meanj is the average
of the j-dimension.

Secondly, the absolute difference between the value of
each individual in the population and the mean value of
the corresponding dimension is calculated, and normalized
deviation maximum and minimum, as shown in Eq. (11) and

Eq. (12):

di =

n∑
j=1

∣∣xij − meanj
∣∣, (11){

dmax = max({di}ni=1),
dmin = min({di}ni=1).

(12)

where di is the sum of dimensional differences of the i-th
individual.

Finally, normalize the diversity score as shown in Eq. (13):

pi =
di − dmin

dmax − dmin
. (13)

B. PHASE RECONSTRUCTED
The traditional MPA algorithm divides the process into three
phases based on the number of iterations, with 1/3 and
2/3 of the iterations serving as the boundaries. When the
number of iterations is less than 1/3, MPA relies solely
on Brownian motion to update the population. Brownian
motion, which primarily involves small-scale perturbations,
can lead to the population becoming overly concentrated in
a specific region of the search space during the iterative
process, making it challenging for the algorithm to break
free from local optima. Although as the number of iterations
increases, the MPA algorithm updates the population by
leveraging the advantages of combining long and short steps
in Lévy flight, it neglects the capability of Brownian motion
for local perturbations, further limiting the expression of
the algorithm’s search ability. This means that dividing
phases based on the number of iterations restricts the
search abilities of both Brownian motion and Lévy flight.
Therefore, we propose a phase reconstruction strategy based
on population diversity, and reconstruct the algorithm into
three phases with p/3 and 2p/3 as boundaries, as shown in
algorithm 1.

Algorithm 1 Phase Reconstructed Algorithm
1: if Current population diversity pi < p/3 then
2: Updating the population’s position during phase 1.
3: else if p/3 < pi < 2 × p/3 then
4: if t < T/2 then
5: Updating the population’s position in the early stage

of phase 2.
6: else if t > T/2 then
7: Updating the population’s position in the later stage

of phase 2.
8: end if
9: else if pi > 2 × p/3 then

10: Updating the population’s position during phase 3.
11: end if
12: Populations are updated according to FADs.

In phase 2 of the traditional MPA algorithm, the population
is divided into two parts, each updated based on Eq. (7).
However, although this phase combines the advantages of
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Brownian motion and Lévy flight, relying more on Lévy
flight in the early iterations can help increase population
diversity, while utilizing Brownian motion in the later
iterations can improve the algorithm’s ability for local
exploitation. Therefore, in phase 2, we used the number of
iterations as the update criterion, and reconstructed phase
2 into early and late phases with T /2 as the boundary.
Populations are updated based on Eq. (14), respectively.

C. ADAPTIVE ENHANCEMENT STRATEGY
In phase 2 of the traditional MPA algorithm, the population is
split into two segments, and the individuals rely on Brownian
motion and Lévy flight to update their positions, but ignore
the role of the number of iterations as the search process
deepens. Therefore, a Lévy flight based on the number of
iterations is proposed to meet the requirements of combining
the Lévy flight step length with the evolutionary situation,
as shown in Eq. (14):

Xi =
Xi + a · R⊗ s, s = C1 · µL ⊗ (Ei − Xi),

pd
3

< t ≤
T
2

,

Ei + a · C ⊗ s, s = µB ⊗ (µB ⊗ Ei − Xi)
T
2

< t <
2pd
3

,

(14)

where C1 = 2 · b · (1 −
t
T ) represents the step size

parameter that is randomly updated according to the number
of iterations, b is a random value, a is a constant of 0.5, and
pd is a population diversity.

In phase 3 of the traditional MPA algorithm, the position
is updated only through the information difference between
the current optimal solution and the current individual, while
ignoring the position information of the global population,
which will affect the possibility of the algorithm to obtain
better individuals to a certain extent. In this paper, we want
to set the new position of an individual as a function of its
current position, the position of the optimal solution and the
position of another random individual. Therefore, a new way
of updating individuals is proposed, as shown in Eq. (15):

Xi = r1 · (Ei − r2 · Xi) + C · µL ⊗ (Xj − Xi), (15)

where r1 and r2 are two numbers that are uniformly randomly
generated in the interval [0, 1]. Xj is the index position
of an individual in a randomly selected population. The
introduction of random individual positions helps to enhance
the population diversity and randomness, which can adapt
to complex and changing optimization problems, to prevent
premature convergence to local optima and increase the
likelihood of discovering the global optimum.

D. MODIFIED FADS
When considering the influence of eddy formation and fish
aggregation device effect on the behavior and activity patterns
of marine predators, the use of randomly generated individu-
als to replace the original individuals in the traditional MPA

can enhance the diversity within the search space and partially
alleviate the issue of local optimization, but the randomly
generated individuals may lack clear guidance on the search
direction and will not systematically point to the better
solution area. Therefore, we modify the current individual’s
position using the disparity between the positions of two
randomly chosen individuals within the current population,
as shown in Eq. (16):

S = R⊗ (Xmax − Xmin) · e−C2·
t
T ,

Xi = Xi + b · (Xr1 − Xr2 ) + S⊗ U, (16)

where b ∈ [0, 1] is a random number. Xr1 and Xr2 are the
positions of two random individuals in the current population.
C2 = 2 · (0.1 − 0.05 · (t/T )) is the weight factor that varies
with the number of iterations. U is a randomly generated
vector in [0, 1], and this update mechanism allows individuals
to learn from information from other individuals, and even
randomly selected individuals may provide valuable search
directions. Such interactions reflect the core idea of swarm
intelligence, which is to improve the performance of the
entire group through the sharing of information between
individuals.

E. ALGORITHM WORKFLOW
According to the proposed RMPA-AE strategy. We have
reconstructed the MPA algorithm and adjusted the update
strategy. The basic flow of the algorithm is shown in
Algorithm 2. We give the maximum iteration limit of the
algorithm and the size of the population, and finally obtain the
best estimated position of each position through the proposed
algorithm in the process of iteration.

TABLE 1. Algorithms parameter configurations.

VI. NUMERICAL RESULTS AND DISCUSSIONS
A. DATASET INFORMATION
The experiment was simulated in a two-dimensional space
of 100 × 100 square meters. The dataset of node locations

VOLUME 12, 2024 59707



D. Yu et al.: Range-Free Localization Scheme Based on a RMPA-AE for Wireless Sensor Networks

TABLE 2. Multimodal and Unimodal functions test results with a dimension of 30.

TABLE 3. Multimodal and Unimodal functions test results with a dimension of 50.

is randomly generated. When specific scenarios require
(e.g., verifying various heterosexual networks), node

datasets are randomly generated through O-type and S-type
frameworks.
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FIGURE 3. Compare the convergence of BBPSO, CLPSO, CS, FPA, MPA, MPSO, RACS and RMPA-AE algorithms, (D = 30).

B. FUNCTIONAL TESTING
In this section, we employ 26 widely recognized benchmark
functions to evaluate the algorithm’s performance. Functions
f1 - f12 are unimodal functions, and functions f13 - f26 are

multimodal functions. Unimodal and multimodal functions
can respectively evaluate the algorithm’s abilities in terms
of exploitation and exploration. We assess the performance
of the algorithm by emphasizing two key aspects: search
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FIGURE 4. Compare the convergence of BBPSO, CLPSO, CS, FPA, MPA, MPSO, RACS and RMPA-AE algorithms, (D = 30).

accuracy and convergence. When testing with benchmark
functions, we limit the maximum number of iterations
to 1000 and run each benchmark function independently
30 times. We compare the algorithm with other algorithms
that have shown good performance in recent years, such as
FPA, RACS, IMPA, MPSO, MPA, CS, CLPSO, BBPSO,
under the dimensions of 30 and 50. And Table 1 shows the
parameter configuration of the comparison algorithm.

1) DIMENSION IS 30
In the experiment with a dimension of 30, the algorithm is
iterated 1,000 times. Experiments calculate the values of the
minimum, mean, and standard deviation of the algorithm on
each function. We present the test results for each algorithm
in 26 functions in a table, as shown in Table 2. Table 2

shows that the RMPA-AE algorithm takes 00E+00 on the
functions f1, f3,f6, f8, f9, f14 - f16. The proposed algorithm
(RMPA-AE) obtains the optimal values for the minimum,
mean and standard deviation of most unimodal functions
(f1 - f12). For functions that do not obtain 00E+00 values,
such as f2 and f4, the optimal values are still obtained among
the compared algorithms. This means that the RMPA-AE
algorithm is highly competitive in terms of development
capabilities. For the multimodal function, the RMPA-AE
algorithm obtains the optimal values of six functions, which
are f14, f15, f16,f19, f22, f24, respectively. Among the contrasted
algorithms, the number of functions achieving the optimal is
the largest, which reflects the effectiveness of the algorithm’s
exploration ability and can effectively avoid falling into the
local optimum.
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Algorithm 2 RMPA-AE Algorithm
Input:

Maximum iteration limit T , population size n;
Output:

Output of the optimal position;
1: while t ≤ T do
2: Parameter initialization;
3: Evaluate the fitness of the initial population;
4: Calculate the population diversity pd by Eq. (13);
5: if Current population diversity pi < p/3 then
6: Phase 1: Update population by Eq. (6).
7: else if p/3 < pi < 2 × p/3 then
8: t < T/2
9: Early phase 2: Update population by the previous

part of Eq. (14).
10: t > T/2
11: Late phase 2: Update population by the later part of

Eq. (14).
12: else if pi > 2 × p/3 then
13: Phase 3: Update population by Eq. (15).
14: end if
15: Populations are updated according to FADs;
16: end while
17: Output optimal result.

Fig. 3 and Fig. 4 show the convergence curves of the
RMPA-AE algorithm and its comparative algorithms at
a dimension of 30, after 1000 iterations. The algorithm
achieves the fastest convergence speed on functions f1 - f9,
f14 - f16, f19, and f24. This indicates that the algorithm
possesses an efficient search strategy and excellent opti-
mization performance, making it particularly useful in
dealing with complex problems, especially in time-sensitive
or resource-limited application scenarios. Additionally, the
rapid convergence also reduces the demand for computational
resources.

2) DIMENSION IS 50
When the dimension is 50, we run 1000 iterations of the
algorithm. Experiments also calculated the minimum, mean,
and standard deviation values of the algorithm for each
function. The test results are given in Table 3. From the
table, it can be seen that the RMPA-AE algorithm achieves
the optimal value of 00E+00 on functions f1, f3, f6, f8,f9,
f14 - f16. The test results for unimodal functions show that
the RMPA-AE algorithm achieves the optimal value on all
unimodal functions, except for function f5 where the RACS
algorithm performs better. In the case of multimodal function
tests, the RMPA-AE algorithm achieves optimal values in
7 out of 14 functions, specifically in functions f14 - f16, f19,
f21, f22, and f24. Among the comparative algorithms, only the
MPA algorithm achieves relatively better results, obtaining
optimal values in 5 functions. This emphasizes that the
proposed algorithm has made effective improvements over

traditional algorithms and also indicates that the algorithm
has a strong exploration capability to avoid falling into local
optima. Additionally, by comparing dimensions 30 and 50,
it is evident that the performance of the algorithm improves
with increasing dimensions.

C. SIMULATION EXPERIMENTS
In the experiment, we simulated a general network and
an O-type network with a hole, and randomly distributed
the nodes in a 100 m × 100 m two-dimensional region.
In the same environment, the performance of the RMPA-AE
algorithm is evaluated in comparison with eight optimization
calculations, including DV-Hop, CS, MPA, FPA, CLPSO,
BBPSO, MPSO, and RACS. The experiment considers the
error comparison of each node under the same conditions.
Additionally, we analyze how variations in the anchor
node ratio and communication radius affect the positioning
error. In the experiment, the proportion of anchor nodes is
10% - 40%. The radius size is 20 m - 30 m. All simulation
experiments were averaged 100 times.

We evaluate the localization error of the proposed
algorithm at the communication radius R by normalizing the
root mean square error, expressed as follows Eq. (17):

NRMSE =

N∑
i=1

√
(xi − x̂i)

2
+ (yi − ŷi)

2

N × R
, (17)

where (xi, yi) and (x̂i, ŷi) denote the true and estimated
coordinates of the unknown node, respectively. N indicates
the number of unknown nodes.

1) ERROR AT EACH NODE
Fig. 5 compares the localization errors for 70% of the
unknown nodes using the RMPA-AE algorithm against eight
other optimization methods, including DV-Hop, CS, MPA,
FPA, CLPSO, BBPSO, MPSO, and RACS, under the condi-
tions of a 30% anchor node ratio and a 25 m communication
radius. The figure demonstrates that the RMPA-AE algorithm
provides higher positioning accuracy for the majority of
unknown nodes, with positioning errors for most nodes
reaching 0.1. When comparing with the traditional MPA
algorithm, as shown in Fig. 5, the enhanced algorithm results
in increased stability and reduced positioning error for the
MPA algorithm, as evident from the observations.

2) THE IMPACT OF ANCHOR NODE RATIO
When examining the impact of the anchor node ratio on
the localization error, we set the proportion of anchor nodes
to 10% - 40%, and increase it at 10% intervals. The fixed
radius is 25 m. The algorithm’s positioning error in the
O-type network with one hole and the S-type network
with two holes are tested respectively. Fig. 6 represent the
error results of the O-type network and the S-type network,
respectively. As depicted in Fig. 6, the positioning accuracy
of all algorithms improves with an increasing proportion of
anchor nodes. However, the RMPA-AE algorithm achieves
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FIGURE 5. Compare the convergence of BBPSO, CLPSO, CS, FPA, MPA, MPSO, RACS and RMPA-AE algorithms, (D = 30).

the best positioning accuracy at any scale. Although the
algorithms proposed in both types of networks achieve
optimal positioning accuracy, the positioning effect of the
O-type network is superior to that of the S-type network.
Both O-type and S-type networks exhibit irregularities, but
the degree of irregularity in a single-hole O-type network
is lower than that in a double-hole S-type network. The
higher the degree of irregularity, the more uneven the signal
coverage or the fewer the node connections. Therefore,
the algorithm faces challenges when dealing with different
network structures. Under low node density conditions, this
algorithm is not the best choice. However, its performance
reaches optimal under high node density conditions.

3) THE IMPACT OF COMMUNICATION RADIUS
Fig. 7 shows the effect of radius on positioning error in
S-shaped and O-type networks. In the experiment, we set the

anchor node ratio to 30%, and the radius size is 20m 35m,
which is increased at 5m intervals. In the experiment,
we performed 100 experiments on each algorithm to take
the mean. As illustrated in the figure, with the increase
in radius, the positioning accuracy of all algorithms in the
O-type network increases, while the positioning precision of
all comparison algorithms in the S-type network fluctuates.
However, in general, the RMPA-AE algorithm still achieves
the best positioning accuracy. In the S-type network, the
positioning error is unstable mainly because the two holes
cause poor node connectivity to the network, so one node
needs to detour to the other node, and the error will increase
when estimating the distance based on theDV-Hop algorithm.
Therefore, from the perspective of stability, the RMPA-AE
algorithm is more suitable for O-type networks. Whether the
ratio of anchor nodes increases or the radius increases, the
positioning error of the algorithm in the O-type decreases.
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FIGURE 6. Effect of anchor node ratio in O-type and S-type networks, R=25 m.

FIGURE 7. Effect of the radius in O-type and S-type networks, anchor node ratio: 30%.

From the perspective of positioning accuracy, when the radius
is 30m, the localization error of the S-type network is better
than that of the O-type network.

VII. CONCLUSION
This paper proposes a Reconstructed Marine Predators
Algorithmwith Adaptive Enhancement (RMPA-AE) strategy
to improve the accuracy of wireless sensor node localization.
To avoid the limitation on the searching ability of Brownian
motion and Lévy flights due to the division of marine
predation process by iteration count, we reconstruct the
phases through population diversity. Additionally, to fully
leverage the advantages of long and short steps in Lévy
flights during phase 2, we restructure the updating phase
into early and late stages based on the iteration cycle.
Subsequently, we adjust the population updates separately for

phase 2, phase 3, and the FADs phase. In phase 2, which
is the exploration phase, the characteristics of Lévy flights
are more pronounced. We propose a Lévy flight strategy
based on iteration count to fully utilize the advantages
of the Lévy strategy. In phase 3 and the FADs phase,
the introduction of random individual positions guides the
population update, promoting individuals to learn from other
individuals’ information to enhance the overall performance
of the population. Benchmark function tests demonstrate
that our algorithm achieves excellent convergence speed and
exploration ability across different dimensions. Simulation
experiments show that under various anchor node ratios,
communication radius, and network distributions, the RMPA-
AE algorithm outperforms other comparative algorithms
in terms of localization accuracy. When applied in areas
such as traffic management, environmental monitoring,
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infrastructure maintenance, and emergency response sys-
tems, the precise location information significantly enhances
service quality and efficiency, and augments the level of
intelligence in urban management.
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