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ABSTRACT With an increase in the number of processing cores or systems, the high-performance edge-
computing system’s power consumption along with its computational speed will increase, essentially.
However, this comes at the expense of high-energy utilization. One notable solution to reduce the energy
consumption of these systems is to execute these systems at the slowest feasible speed so that the
job’s deadline times are met. Unfortunately, this method is at the expense of more response time and
performance loss. To resolve this issue, in this paper, we propose a scheduling approach that associates
the genetic algorithm (GA) with the first feasible speed (FiFeS) technique i.e. GA-FiFeS algorithm. This
does not jeopardize real-time tasks’ deadlines. The GA-FiFeS algorithm proposes an energy-efficient
schedule while still ensuring high response times. The results of the proposed approach, using plausible
assumptions and experimental parameters, are compared with currently in-practice approaches, i.e. FiFeS
and LeFeS (least feasible speed) approaches. Using numerical simulations and plausible assumptions, our
investigation suggests that the proposed GA-FiFeS technique outperforms the FiFeS technique in terms of
energy consumption (~18.56%) and response times (~2.78%). Furthermore, the GA-FiFeS has comparable
outcomes with the LeFeS method while taking the expected time of execution as an assessment feature for
analysis.

INDEX TERMS Genetic algorithm, edge-computing, multi-core, real-time systems, feasibility analysis,
HPC.

I. INTRODUCTION

The power computation of various resources can be
increased by using either high-performance computing
(HPC) systems or multi-core technology. Distributed [1] and
non-distributed [2] systems are the two main categorizations
of the HPC systems, and the idea of distribution means
the arrangement of physical processors on diverse system
boards. From the notion of distributed HPC systems [1], the
concepts of grids, cloud computing systems, and clusters
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are derived. Whereas, in the class of non-distributed HPC
systems, multi-core systems are dominated [3]. To form a
single system image in cluster computing systems, multiple
storage and processing resources are interconnected through
high-speed networks [1], [4]. For availability, load balancing,
and performance improvement, the integration of software,
hardware, and network resources is the primary goal of
cluster computing systems [1], [4], [5], [6]. As a medium
of resource sharing, the grid-computing concept depends on
the internet [1]. For spread availability through the medium,
the powerful computing resources are connected [7]. Grid
computing encompasses user privileges, geographically
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distributed resources, and belonging to different administra-
tive domains as described in [1], [8], and [9]. Moreover, grids
are loosely coupled, and more heterogeneous, in contrast to
the traditional cluster computing systems [10], [11].

The basic motivation behind grid computing is complex
problem-solving and powerful resource sharing. The authors
in [12] and [13] have provided a comprehensive survey
on grid computing systems. Cloud computing is another
dimension of distributed computing systems that facilitates
the users by providing three basic services: (1) software-
as-a-service (SaaS), (2) platform-as-a-service (PaaS), and
(3) infrastructure-as-a-service (IaaS). These services are
provided through the Internet using the virtualization concept
under a pay-as-you-use policy. The detailed comparison
among cluster, grid, and cloud computing systems can be
found in [1] and [14]. Cloud and edge computing are
the two diverse architecture paradigms [15], [16], [17].
Edge computing is normally used for the data having time
constraints as an important issue, while, in the cloud, the
time sensitivity is not that important. In far-flung regions
having low or no connectivity to a centralized location, edge-
computing is a good choice as compared to the cloud, besides
delay [15], [18].

Another technique for increasing the computation power
of the resources is using multi-core technology [2], [19],
[20]. The multi-core front drastically enhances existing
technology, however, this technology faces some crucial
challenges like thermal dissipation and lack of mature
scheduling for executing computational-intensive applica-
tions [21]. Usually, cores run symmetrically by using the
same power and timer occurrences stages [22], [23], wherever
cores run asymmetrically if the situation exists and in
asymmetric circumstances it is very precarious to maintain
and keep the symmetrical performance [19], [24], [25].
Therefore, to tackle this issue, two kinds i.e. hardware
and software solutions are planned [21], [26]. If all cores
operate symmetrically, the software solution is the intelligent
scheduling of applications [21]. While solution through
hardware gives circuitry of dynamic voltages to every
individual core [21]; however, the eventual outcome is power
leakage and thermal throttling [21], [24]. The resolution of
the said problem through software is less expensive and
efficient, but it has given relatively less weight in the state-
of-the-art literature from a scheduling perspective [21]. To fill
the aforementioned gap, authors have used a rate-monotonic
(RM) scheduling technique for power-efficient scheduling
of real-time applications by executing all cores on the same
frequency [21].

Applying diverse techniques, the processing power con-
sumption of the computing systems can be reduced. As we
know P = v2f implies that power is straightforwardly
corresponding to frequency or speed and voltage from the
voltage, frequency, and power relationship. Thus, power
can be managed either by changing the working voltage
or speed progressively. This powerful change of voltage
and speed parameters can be done by using the dynamic
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voltage scaling (DVS) method. From the above relation,
it can be observed that the DVS technique can help in mini-
mizing power consumption. However, this method increases
response time [21]. Hence, response time acquired through
DVS is challenging to get a handle on, especially continuous
climate where the application needs to be processed within
the deadline. So, minimizing power by adjusting system
speed is a good option for real-time application [27].

In previous works [19], [21], authors have examined the
speed factor in the prior research work presented in [23]; and
termed it as the first feasible speed (FiFeS) method. Then,
the authors addressed the problem of executing a system at
the lowest possible speed and named this method as the least
feasible speed (LeFeS) method. In this research, to improve
the energy consumption and response time of real-time tasks,
we are presenting a methodology by applying a notable
heritable genetic algorithm (GA) in addition to the FiFeS
approach and called it as GA-FiFeS approach.

Furthermore, influenced by the concept of Darwinian’s
theory of the ““survival of the fittest”” [28], [29], GA [30]
is an optimization algorithm and the meaning is that the
GA recalls the fittest genes in each repetition. By using any
selection method, GA optimization progression, primarily
fitness values of the offsprings are intended, and then some
offsprings are designated, and the designated offsprings are
then passed over to mutation and cross-over phases [30].
The fitness values are recalculated for the new offspring.
The optimization process takes place if the new offspring’s
fitness values are good as compared to their old fitness
values. The key contribution of this research work is that we
propose a novel algorithm which is known as GA-FiFeS that
outperforms FiFeS in terms of energy and LeFeS in view of
execution time, respectively. The major contributions of this
work are as follows:

« we propose a scheduling approach i.e. GA-FiFeS that
associates the genetic algorithm (GA) with the first
feasible speed (FiFeS) technique;

« the proposed approach offers an energy-efficient sched-
ule for real-time tasks while still ensuring tasks’
deadlines i.e. response times;

o GA-FiFeS does not jeopardize real-time tasks’ deadlines
i.e. tasks finished their execution within their deadlines;
and

« empirical evaluation using plausible assumptions and
comparison with state-of-the-art techniques.

The rest of the research work is organized as follows.
An overview of the related work is presented in section II.
In section III, we present the system model which is
related to the system speed, power consumption, and system
model. In section IV, we discuss the proposed work. After
that, section V elaborates on the critical analysis of the
empirical results formed by the proposed work. Furthermore,
experimental setup and evaluation metrics are also described
in this section. Finally, in section VI we conclude the
work and discuss some directions for future research and
investigation.
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Il. RELATED WORK

Designing energy-efficient scheduling strategies for real-time
periodic tasks on heterogeneous platforms poses a formidable
challenge, compounded by the computational complexity
inherent in the problem of task scheduling. Consequently,
there exists a considerable amount and quantity of real-
time energy-aware scheduling approaches that are, in fact,
applicable and have been studied in the context of such
heterogeneous computational environments.

The authors in [31] have explored the evolving landscape
of processing platforms in battery-supported real-time sys-
tems, which increasingly incorporate specialized multi-cores
to address the demands of modern applications. It under-
scores the pressing need for energy-efficient schedulers in
such environments. SEAMERS is a low-overhead heuristic
strategy designed for dynamic voltage and frequency scaling
(DVES)-based energy-aware scheduling of real-time periodic
tasks on heterogeneous multi-core platforms [31]. SEAM-
ERS operates through four phases: (i) deadline partitioning;
(ii) core clustering; (iii) task allocation; and (iv) energy-
aware scheduling, which collectively aim to optimize task
scheduling while considering both energy consumption and
real-time constraints such as deadline and response time.

The authors in [32] have introduced HEALERS, a novel
low-overhead heuristic strategy tailored for dynamic voltage
and frequency scaling (DVFS) and dynamic power manage-
ment (DPM) enabled energy-aware scheduling of periodic
tasks on a heterogeneous multi-core system. The HEALERS
strategy begins by employing deadline partitioning to delin-
eate distinct time slices. At each time-slice boundary, a three-
phase operation is executed to determine the schedule for the
subsequent time-slice. First of all, the technique calculates
the execution demand pieces of every activity on the platform
across different processor cores. In the second phase, it then
creates a schedule for every job on one or more processor
cores, making sure that the combined execution requirements
of all of the tasks are satisfied. Lastly, in order to reduce
energy usage within the time slice while maintaining the
execution needs of the planned activities, HEALERS applies
DVFS and DPM mechanisms to all processor cores.

Reference [33] discusses the challenge of energy-efficient
task scheduling on edge devices with limited power,
proposing a multi-objective energy-efficient task scheduling
technique (METSM). This technique establishes a math-
ematical model considering make-span and total energy
consumption as optimization objectives, and it introduces a
problem-specific algorithm called the iterated greedy-based
multi-objective optimizer (IMO) to address task scheduling
and resource allocation. The increasing adoption of Cloud
services by Internet of Things (IoT) devices has raised
concerns about latency, leading to the emergence of fog
computing. Fog computing has an objective to minimize
latency (enhance response time) by bringing processing
capabilities closer to the end-users with the help of installing
extra resources in the proximity of users and at the edge
of the Cloud infrastructure. However, reducing latency or
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improving response times without negatively affecting the
total energy consumption remains a challenge. In [34],
a novel genetic-based algorithm called GAMMR is proposed
to address the task scheduling problem in a fog-cloud-
based environment, achieving an optimal balance between
total consumed energy and total response time, outperform-
ing standard genetic algorithms in simulations on various
datasets.

Current real-time systems offer increased computational
power to handle CPU-intensive applications, but this leads
to higher energy consumption and heat dissipation [21].
To address these issues, system speed is dynamically adjusted
to meet application deadlines while reducing overall energy
consumption. Although multi-core technology presents
opportunities for energy-efficient scheduling, it remains
relatively unexplored. This paper proposes techniques to
optimize core speed for individual tasks and balance core
utilization, ensuring task deadlines are met, and overall
system energy consumption is minimized, with experimental
results demonstrating the effectiveness of the approach over
existing methods.

Reference [23] introduces a framework for analyzing and
designing embedded systems to minimize energy consump-
tion while meeting timing requirements. Realistic assump-
tions are made, including discrete operating modes for the
processor with associated speed and power consumption, and
consideration of energy overhead and transition delay during
mode switches. The method enables computation of the
optimal sequence of voltage/speed changes to approximate
the minimum continuous speed, ensuring the feasibility of
real-time tasks without deadline violations and is applicable
under both fixed and dynamic priority assignments.

The authors created a resource management framework
for cloud computing systems for the first time in [35]. This
framework clarifies the resource management process in
relation to cloud job scheduling. Next, we examine how the
physical resources of a Virtual Machine (VM) affect the
consistency of cloud service execution. Next, we created
an algorithm called priority-based fair scheduling (PBFS)
to schedule jobs in a way that ensures they have access to
the necessary resources at the best possible times. Three
important parameters—CPU time, arrival time, and work
length—have been taken into consideration when developing
the algorithm. We have developed a backfilling method called
Earliest Gap Shortest Job First (EG-SJF) that emphasizes
filling up schedule gaps in a certain sequence for the best
scheduling of cloud workloads. A novel method is proposed
in [36] to enhance the current Priority Rules (PR) for cloud
schedulers by creating a new dynamic scheduling algorithm
and adjusting the gaps in the cloud work schedule. First,
in order to schedule jobs so that they may access the
necessary resources at the best times, the Priority-Based
Fair Scheduling (PBFS) algorithm has been devised. Next,
a backfilling technique known as Shortest Gap - Priority-
Based Fair Scheduling (SG-PBES) is created in an effort to
control the spaces in the cloud tasks’ schedule.
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The Johnson Sequencing algorithm is used by the authors
of [37] to provide a unique approach to work scheduling in
cloud computing across three servers. The Johnson Sequenc-
ing approach, which was first created for job scheduling
in a manufacturing setting, has shown efficaciousness in
addressing scheduling difficulties. In this case, we modify
this approach to deal with task scheduling amongst three
servers in a cloud computing setup. The algorithm’s main
goal is to reduce the makespan, which is a measure of the
overall amount of time needed to do all activities. The authors
provide a three-step procedure to implement the Johnson
Sequencing method for cloud computing work scheduling.
Initially, we create a precedence graph by examining the
connections between the various jobs. The precedence graph
is then assigned to servers, converting it into a two-machine
Johnson Sequencing issue. Lastly, in order to minimize
the makespan, we use the Dynamic Heuristic Johnson
Sequencing approach to figure out the optimal sequence of
jobs on each server. The relevant work to our proposed system
is summarized in Table 1. We think the data in this table will
enable readers to rapidly pinpoint areas in need of more study,
analysis, and development.

Ill. SYSTEM MODEL AND BACKGROUND

Before explaining the systematic process and background in
detail, the schematic symbols used in the research work are
given in Table 2.

A. MATHEMATICAL TASK MODEL
A periodic task model is used where a task t; is characterized
by the following three parameters.

o Period P;

« Relative deadline D;

o Worst-case execution time C;

A task 7; needs C; units of central processor shares by D;.
The set T = 11, 12,...7, comprises all n our tasks or
activities. The resources’ usage of a single task and total core
or handling system use is given by (1) and (2).

Ci
Ui= 4 ¢h)
k
C;
U@=Z; )

i=1

The core or system number i is represented by §;.

The rate-monotonic scheduler assigns high priorities to
tasks having smaller periods, i.e., priority 7; fl’i'

The first feasibility test for RM scheduling is called
LL-bound (Liu and Layland) which states that inherent
deadline task proposed by Liu and Layland in [18]. Wherever
d = p is possible on core i if and only if (3) is satisfied:

dﬁ—QzU@J 3)
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The hyperbolic bound (HB) test [26] shows that a task is
operatable on core i if (4) is satisfied:

n
2= [Jwian+1 @)

h=1
When all cores function at low speed, the symmetric
performance of the multi-core system is possible [21].
The multi-core systems in edge-computing result in power
leakage when they operate at high speed. To avoid the
above-mentioned problem and conserve energy, the cores
need to operate at the same minimum possible frequency.
To formulate our problem, we assume that a I" is schedulable
on a universal core. As indicated by authors in [16], the total
responsibility of 7; any time occurrence ¢ is the total execution
time demand of 7; and the total workload of higher priority

tasks than r;. Mathematically, it is given by (5):

i—1
um=a+§j§]q )
=117

From (5), it can be observed that a task t; is possible on
a general core §; at any time occurrence ¢ if and only if the
following (6) is satisfied:
t > min L;(¢) (6)
tesS;
In (6), S; represents scheduling points and ¢ represents a
scheduling point and set it in appropriate way such that the
criteria in (7) is met:

Si={l-Pilj=1....0;]l= PPy (D)

After signifying the feasibility of a task, the task set I suits
possible when criteria in (8) is met:

min;es; Li(t) ]

; ®)

1 > max I
j k
The authors in [21] incorporated the speed component in
the task’s schedulability analysis, which expresses that a task
is operatable with speed f; when it is schedulable at any point
of t € §;. Formally, it can be mathematically written as given
in (9):

a+35 7|6

Jiz ‘ ®

In the author’s previous work [21], the lowest speed for

a task t; processing was obtained by testing all values of

t € S;. The lowest possible speed termed as the LeFeS can
be obtained by (10).

L
a+35 7S

> mi 10
Ji = min max ; (10)

The mathematical formulations and obtained results reveal
that speed gained through FiFeS > LiFeS and therefore,
power consumption (energy use) spent by LeFeS is in a
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TABLE 1. Summary of the related work, closest to GA-LeFeS, with respect to various evaluation criteria.

Related Work
Parameters [31] | [32] | [33] | [34] | [23] | [35] | [36] | [37] | [21] | [19] | GA-FiFeS
Energy v v v v v v v
Deadlines v v v v v v
DVFS v v v v
Homogeneous v v
Heterogeneous v v v v v
Edge v v
Priority v v v
Back-filling v
GA v v
TABLE 2. List of notations and symbols. then the next ¢ is tested. Thus, this interaction goes on until
the first possible point is reached by reusing a similar cycle.
Notations Description It becomes the initial population for the Genetic algorithm
r Tasks set if FiFeS for every task in the task set I' = 71, 10, ..., 7, i8S
Ti Tasks i calculated.
Ci Worst-case execution time of task ¢ The process of GA is shown in Fig. 1 outside the red box.
P; Period of task i In GA, further processing the values of phenotype must be
D; Relative deadline of task i converted into genotype because the FiFeS values behave in
n Total number of tasks in task set phenotype. As such, for further steps, the FiFeS values are
Ui Cumulative utilization of task ¢ necessary to transform into binary form because its values are
U(d) Cumulative core utilization in decimal form. In the initial population, all the offsprings’
P Power fitness values are calculated. But in (11) the fitness function
Vv Voltage in our case is given.
Frequenc .
if“ Timefl insta};lt m}n Such that
L; Cumulative workload of task 4 i1 T ¢
S Scheduling points set min [ max Cit 2o ’VFJ'-I G
LeFeS Least Feasible Speed 1€S; t
FiFeS First Feasible Speed

smaller amount than or equivalent to the power consumed by
FiFeS i.e., FiFeSpoyer > LeFeSpoyer. In the present research,
the FiFeS paradigm is further extended by hybridizing
with a genetic algorithm in order to further improve the
system speed, which in turn improves the system power.
This hybridized technique is known as the GA-FiFeS
technique [31], [32].

IV. THE PROPOSED MODEL

In Fig. 1, we elaborate on the working process of the proposed
method. The whole process is divided into two sub-processes;
the first feasible speed calculation and the optimization using
genetic algorithm. The process of the first feasible speed
calculation is denoted by the red box. Initially, for a generic
task, 7; using (7) the scheduling points set is calculated. Then
task workload on scheduling points is determined by (5).
Using (6) the execution possibility of a task z; on a core
is checked. The system speed by using this ¢ is calculated
by (9), if the task t; is possible at a point ¢, which excludes
further scheduling points from feasibility analysis amid this
speed called FiFeS. If the task 7; is not viable at the point z,
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This condition f; is the FiFeS obtained by (10) are satisfied
because by min(f;) we mean minimizing the FiFeS. The
next step is the selection of offspring, when the fitness
values are calculated then the offspring’s selection has many
ways such as: (i) tournament selection, (ii) roulette wheel
selection, and (iii) random selection [30]; because each of
the selections has its pros and cons. Due to the likelihood
of the concept of GA [29] “survival of the fittest”, the
author of [29] uses a tournament selection method. For the
cross-over phase, selecting two offsprings from the original
population is achieved and then the tournament is applied
to randomly selecting four offsprings in the selection phase.
As our problem is a minimization problem, that is why we
select the offspring having minimum speed in the Tournament
Selection Process (TSP). The whole TSP mechanism is
pictorially presented in Fig. 2.

A. KEY DRIVERS OF THE GENETIC ALGORITHM

The key drivers of the GA algorithm are mutation and cross-
over. The Mutation process happens in a single offspring,
while for the cross-over process, at least two offsprings are
mandatory.
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FIGURE 1. The workflow of the proposed model.

Randomly selected offspring
from Population

Lo [ ofofuofuiofo[u]

Lofrjrjofujofufofajo]

|0 ﬂlﬂll)lllll Ulﬂlﬂlll
[EIE[E o o o [¥o o]0

FIGURE 2. The Tournament selection process.

1) THE CROSS-OVER PROCESS

The cross-over is the process of reproduction where parents
meet to produce children/offspring. The offspring get some
characteristics of their own but also inherit some features
from their parents. Between two offsprings, both at single or
multiple points, the cross-over occurred. These points may
vary or be fixed, but the authors used a single-point cross-
over while this point is not fixed. The following Fig. 3 (a)
and Fig. 3 (b) show the cross-over process.

2) THE MUTATION PROCESS

Traits are transmitted from parents to offspring through
cross-over, and mutation is liable for the offspring’s specific
qualities. A minor change in the structure of children’s genes
is called Mutation. After crossover, the mutation occurs in
a single offspring and also can be single-bit or bitwise.
But usually, the probability of mutation is retained very
low, which is why mutation does not occur in offspring
occasionally. In the objective function, there are high hazards
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of convergence, if the probability is high of the mutation.
To trap out from local minima, the mutation is utilized.
But in our case, the probability of mutation is 0.1 because
the authors used single-point mutation. First authors check
the possibility that mutation will occur at the point or not,
authors arbitrarily select a mutation point and the bit altered
consequently, if it fulfills the mutation probability. In any
case, leaves the offspring, all things considered, on the off
chance that it is absurd. Fig. 4 shows the process of mutation.

In the single-point-mutation process, we select randomly
a point and checked only once the probability of mutation
occurrence. In bitwise-mutation, the chance is tested at each
piece to transform the piece or hold it, all things considered.
Using (11) the fitness values are calculated for the fresh
offspring next to the mutation and cross-over processes. If the
offspring’s old fitness value is greater than the new fitness
value of an offspring, then all old offsprings are replaced with
the new offsprings as shown in (12).

In the single-point-mutation process, we select randomly
a point and check only once the probability of mutation
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FIGURE 4. The mutation process.

occurrence. In the bitwise-mutation, the chance is tested
at each piece to transform the piece or hold it, all things
are considered. Using (11) the fitness values are calculated
for the fresh offspring next to the mutation and cross-over
processes. If the offspring’s old fitness value is greater than
the new fitness value of an offspring, then all old offsprings
are replaced with the new offsprings as shown in (12).

Old(f;) > New(f;) (12)

For further iterations, in the population the values are
retained if the offspring whose new fitness value is not less
than its old fitness.

By summing up the above conversation, GA-FiFeS works
on the acquired f; through FiFeS by utilizing the primary
drivers of GA, with the end goal that the new speed is not
more than that got through LeFeS. Thus, we can undoubtedly
get f; that FiFeS > GA — FiFeS > LeFeS. Various steps in
the proposed process are described in Alg. 1.

B. FEASIBILITY CHECKING THROUGH GA-FiFeS
APPROACH

A task 7; execution is possible using the FiFeS technique if
and only if, By rearranging (9) and (10), we get (13):

Ci+ Zl:;{ {1%—‘ G
t > min
teS; ﬁ

13)
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And using LeFeS if, and only if, a task 7; is feasible if (14)
holds:
' Ci+ Z,l;i IV}%-I G
t > min | max (14)

teS; ﬁ

Like FiFeS > GA — FiFeS > LeFeS, as we determine
that the f; acquired through LeFeS, FiFeS and GA-FiFeS
and the required execution time increases if the f; value
decreases. If a task execution is possible at FiFeS, it may also
be possible at LeFeS as presented in [21]. We can determine
that LeFeSyime. > GA — FiFeS;ime > FiFeS;,. from the above
discussion. Therefore, it might be possible to execute a task
at GA-FiFeS, if a task is viable at LeFeS. Fig. 5 elaborates on

the flow of the GA-FiFeS technique.

C. COMPUTATIONAL COMPLEXITY

As discussed in [2], the time complexity of FiFeS is mlog(n)
where m shows the amount of time taken in calculating the
number of scheduling points and log(n) is the amount of
time taken to find the first feasible point i.e. to calculate
the speed at that particular point. The time complexity of
LeFeS is O(mn), where m shows the amount of time taken
in calculating the number of scheduling points, and n is
the amount of time taken in calculating the speed at every
feasible point, and finally selecting minimum speed among
the calculated speeds. The time complexity of GA-FiFeS is
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Algorithm 1 The GA-FiFeS Algorithm

Input: GA-FiFeS values
Output: Set of min(f;) values

Calculate individual f; of all the offsprings in the initial population (FiFeS) ;

for epoch: 1 to total number of epochs do
Step 1: Tournament selection ;

Step 2: Cross over ;
Select p where 1 < p < size(Off) ;
Cross over the two parents Off at p. Step 3: Mutation ;
Select p where 1 < p < size(Off) ;
if prob,,; lies in the range of threshold,,,; then
| mutate the bit at p ;
else
‘ retain the bit as it is ;
end
Step 4: Calculate f; of the two new Off ;
if New(f;) < Off (f;) i.e. Handle ties arbitrary then
| Replace old Off with new Off ;

Select randomly Off; where i‘l‘ and arrange a tournament between Off (1, 2) and (3, 4). ;
Select those Off as parent whose f; > opponent i.e. Handle ties arbitrary ;

else
‘ Retain the old Off as it was (before crossover and mutation) ;
end
epoch = epoch +1 ;
end
return

O(mlog(n) + k), where mlog(n) is the amount of time taken
by the FiFeS and k is the amount of time taken by the genetic
algorithm portion of the GA-FiFeS algorithm. The amount of
k depends on the number of iterations (epochs/population)
in the genetic algorithm. If the value of k is high enough
to the amount of n then the GA-FiFeS will take more time
than LeFeS and if the value of k is small then GA-FiFeS will
take less time than the LeFeS technique. However, existing
counterparts for the FiFeS beat our both proposed approaches
if time is the comparison parameter [38], [39].

As we know that f = 1/t which is of concern i.e.
we are interested in lowering the speed (frequency) of the
CPU and, hence, power consumption (energy); therefore, the
relationship of GA and LeFeS methods may become like
f = LeFeS € O(g(FiFeS)). This means that if the speed
of the CPU is taken as a comparison parameter then the
FiFeS approach is the upper bound for the LeFeS method i.e.
0 < f(LeFeS) < C(g(FiFeS)) and if time is the comparison
parameter then all these terms occurs in a reverse order.
However, if speed is the comparison parameter then the above
relationship can also be written as f (FiFeS) € w(g(LeFeS)).
This means that the LeFeS method is the lower bound for the
FiFeS technique i.e. 0 < C(g(LeFeS)) < f(FiFeS).

V. RESULTS AND ANALYSIS

A. EXPERIMENTAL SETUP

For experimental results and analysis, the three tech-
niques FiFeS, GA-FiFeS, and LeFeS were compared using
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numerical simulations in the MATLAB software. With a
step size of 1, random task sets with sizes between [5, 50]
were created in order to evaluate and compare the three
methods. The average values of 300 runs for each of the task
sets 5 through 50 are evaluated and visually plotted in the
following sections. The task durations were chosen at random
from a range of [100, 10,000] that was evenly distributed.
In order to derive the relevant task execution needs C; for 11,
uniformly distributed random values were selected from the
range [1, P;]. The tasks were prioritized in accordance with
the Rate Monotonic (RM) scheduling guidelines. In other
words, the job priority increases with a shorter task period
and vice versa. We first maintain the system utilization at
0.69 or [n(2), which is rather low, in order to have a viable
RM schedulable task set. Moreover, the CPU runs at various
speeds, i.e. frequencies, where a lower speed has a lower
energy consumption and vice versa. We assume that a pro-
cessor has 10 major operational levels as detailed in Table 3.

B. EVALUATION METRICS

We use three evaluation metrics to compare the results of
the proposed algorithm with the closest rivals: (i) speed;
(i1) energy consumption; and (iii) execution time. Note that
speed is related to the CPU frequency (measured in Hz) that
denotes the CPU speed for a particular task set. We assume
that the CPU operates at multiple speeds i.e. dynamic
voltage and frequency scaling (DVFEFS). Energy consumption
is measured in Watts hours (Wh) and denotes the amount of
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TABLE 3. Operational levels and the respective speed ranges.

Level(i) | fi | f; (respective subranges/minor-levels for speed f;)
0 0.1 0.01, 0.02, ..., 0.09, 0.10
1 0.2 0.11, 0.12, ..., 0.19, 0.20
2 0.3 0.21, 0.22, ..., 0.29, 0.30
3 0.4 0.31, 0.32, ..., 0.39, 0.40
4 0.5 0.41, 0.42, ..., 0.49, 0.50
5 0.6 0.51, 0.52, ..., 0.59, 0.60
6 0.7 0.61, 0.62, ..., 0.69, 0.70
7 0.8 0.71, 0.72, ..., 0.79, 0.80
8 0.9 0.81, 0.82, ..., 0.89, 0.90
9 1.0 0.91, 0.92, ..., 0.99, 1.00
TABLE 4. Experimental results in terms of task set sizes, required speeds, normalized energy consumption, and required execution times for various
techniques.
Task Set Size | 5 10 \ 20 30 40 50
Required Speed
FiFeS 0.904982619 | 0.972157773 | 0.992753623 | 0.997436993 | 0.999608611 1
LeFeS 0.511280551 | 0.553269655 | 0.579440521 | 0.594227956 | 0.605409814 | 0.628962088
GA-FiFeS 0.5625 0.59375 0.609375 0.62109375 | 0.627929688 | 0.78515625
Normalized Energy Consumption
FiFeS 0.840278158 1 1 1 1 1
LeFeS 0.296865217 | 0.375918616 | 0.406418616 | 0.438941335 | 0.468941335 | 0.495941335
GA-FiFeS 0.375976563 | 0.41015625 0.5 0.50390625 | 0.517578125 0.765625
Execution Time Required
FiFeS 1 1 1.001602564 | 1.003902439 | 1.017283951 | 1.104993598
LeFeS 1.589920949 | 1.634133965 | 1.663017815 | 1.701449964 | 1.760596091 | 1.95587334
GA-FiFeS 1.273631841 | 1.406593407 1.6 1.620253165 | 1.662337662 | 1.777777778

energy consumed by all CPUs at the end of each experiment.
Note that energy consumption is directly proportional to the
speed of the CPU. Finally, execution time is measured in
seconds (s) and denotes the total CPU time for all tasks in
a particular task set.

C. RESULTS DISCUSSION

The empirical results and evaluation of FiFeS, LeFeS, and
GA-FiFeS are considered in this section. The obtained results
for various techniques, in terms of task set sizes, required
speeds, normalized energy consumption, and required exe-
cution times are shown in Table. 4.

Under the FiFeS, LeFeS, and GA-FiFeS procedures,
we plot the speeds essential for task sets viability shown in
Fig. 5. which show, obviously, that FiFeS is fewer high-speed
runs than GA-FiFeS, and that is why FiFeS performs better
than GA-FiFeS. Fig. 5 (a) is based on 150 and Fig. 5 (b) is on
400 epochs for GA-FiFeS. The LeFeS is the optimal solution
so with an increase in the number of epochs (new populations)
the GA-FiFeS will behave like LeFeS while as the number of
epochs decreases then the GA-FiFeS approach behaves like
the FiFeS technique.

Following are some of the inferences, justifications, and
mathematical perspectives that are discussed based on our
empirical evaluation, the results obtained, and their analysis:
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o When speed is used as a testing attribute, then GA-FiFeS

achieves better than FiFeS. From a Justification and
mathematical perspective, for speed calculation, FiFeS
uses (9), and the result of this is the input for the
GA-FiFeS. We also apply mutation and cross-over
operations due to the optimization properties of
GA-FiFeS that improve the outcomes obtained by FiFeS
due to the objective or fitness function of the GA-FiFeS
which is min(f;). At the point when the speed is thought
about, we noted that the GA-FiFeS method outperforms
the FiFeS technique.

If speed is the testing criterion, the supremacy of LeFeS
over FiFeS and GA-FiFeS is shown in Fig. 5. From
the obtained results, anyone can easily conclude that
the LeFeS algorithm runs with less feasible speed than
GA-FiFeS and FiFeS. We observed from justification
and mathematical perspective; that when speed is under
consideration, LeFeS is efficient [21]. Hence, as clear
from GA-FiFeS constraints, we set a restriction that the
speed got through GA-FiFeS should not be exactly the
speed acquired by the LeFeS technique. This is evident
from the GA-FiFeS constraints given by (15):

Ci+ Z,:{ {p%—‘ G
max :

tesS; t

min

<fi (a5
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offspring as it is No
FIGURE 5. Flow chart of the Genetic Algorithm based First Feasiable Speed (GA-FiFeS) Technique.
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FIGURE 6. The required speeds for LeFeS, FiFeS, and GA-FiFeS approaches [lower graphs denote minimum CPU speed for tasks
execution] - The GA-FiFes method performs better than FiFes and for higher epoch GA-FiFes is comparable to the LeFes approach.
The energy usage of GA-FiFeS, LeFeS, and FiFeS not exactly as of FiFeS. As we know that P = V2 x f
algorithms are shown in Fig. 6, respectively. Fig. 6 (a) and E = P x T and the power (energy) values for
used 150 and Fig. 6 (b) used 400 epochs for the GA-FiFeS will outperform FiFeS values, as we put the
GA-FiFeS technique. speed values acquired by FiFeS and GA-FiFeS in the
o The GA-FiFeS does not have as much power (energy) previous relations.
as compared to the FiFeS method. The mathematical o The LeFeS uses less energy or power than GA-FiFeS
viewpoint and justification is, that it is evident from the and FiFeS, the mathematical perspective and justifi-
first inference that the speed got through GA-FiFeS is cation are, as clear from the justification of previous
54888
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FIGURE 7. The Normalized energy usage of LeFeS, FiFeS, and GA-FiFeS approaches [lower graphs denote minimum energy consumption
for tasks execution] - The GA-FiFes method performs better than the FiFes approach and for higher epoch GA-FiFes is comparable to the

LeFes approach.

implications 2 and 3. The essential execution times of
GA-FiFeS, LeFeS, and FiFeS approaches are shown in
Fig. 7 and it is clear that when desirable execution-time
is the analysis factor, GA-FiFeS defeats LeFeS. The
results based on 150 epochs and 400 epochs are shown
in Fig. 7 (a) and Fig. 7 (b) for GA-FiFeS, respectively.

« In the required execution time, the proposed GA-FiFeS
defeats the LeFeS approach. In the justification, for the
detection of the least feasible speed, the LeFeS method
checks all scheduling points of every task. Therefore,
it takes extra execution time. Whereas, GA-FiFeS takes
the first feasible point, for each task, and subsequently
uses GA for optimization. The GA-FiFeS takes a
negligible portion of performance time. Thus, GA-FiFeS
overthrows LeFeS in the viewpoint of expected execu-
tion time. The execution times are shown in Fig. 8.

o In required execution (response) time, FiFeS defeats
both the GA-FiFeS and LeFeS approaches. In its jus-
tification, as clear from previous inferences, in terms of
execution time GA-FiFeS defeats the LeFeS approach.
The result of FiFeS turns into input for GA-FiFeS.
Consequently, in the required execution time, the FiFeS
defeats LeFeS and GA-FiFeS approaches.

o If GA-FiFeS is used, a task execution is possible
using GA-FiFeS if a task finishes within its assigned
deadline. The mathematical perspective and justification
is, as inferred from inference 5, the necessary execution
time of GA-FiFeS is not as much as reported for the
LeFeS technique i.e., LeFeSsime > GA — FiFeStime-
Furthermore, the outcomes in [19] show that a task is
feasible at FiFeS, it might likewise be possible at the
LeFeS. From this, we can determine that LeFeSy,, >
GA — FiFeSiime > FiFeStime.
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o Survival of the fittest proof through GA is as follows.
For the Justification, the concept of Darwin’s philosophy
and hence of GA is “Survival of the fittest” [29]. It is
clear from the results that when the amount of epochs
is less, then the GA-FiFeS works like FiFeS as shown
in Fig. 5, Fig. 6, and Fig. 7. But the fittest values are
attained when the number of epochs increases, then the
GA-FiFeS acts like the LeFeS method as the number of
iterations increases.

o The last inference is, through the GA-FiFeS, the
obtained f; values are non-decreasing. For this justifi-
cation, the second constraint of the fitness function is
referred to where it is clear, that f; > f(i — 1). Therefore,
through the GA-FiFeS technique, the f; values are
non-decreasing.

D. CRITICAL ANALYSIS AND SCALABILITY

With the size increase of the task set, as evident from the
experiments, the proposed solution has shown no significant
performance improvements over the FiFeS algorithm. There
are two possible reasons for this situation: (i) existing tradeoff
between task parameters; and (ii) resource utilization [9].

In respect to (i), the characteristics of the tasks themselves
might be influencing the performance comparison due to
the fact that certain types of tasks may favor one algorithm
over another, depending on factors like task dependencies,
resource requirements, or deadlines [28]. In respect of (ii),
a solution might perform similarly in terms of raw execution
time but be more resource-efficient. Therefore, further assess-
ment is needed whether your proposed solution effectively
utilizes available resources (e.g., CPU, memory) compared
to the FiFeS technique [19].

54889



IEEE Access

H. Hussain et al.: Energy Efficient Real-Time Tasks Scheduling

=== LeFeS-Time
—+— FiFeS-Time H
—4— GA-FiFeS-Time FR

-
L

e ——

-

o

l‘
\

Required Execution Time
-

-
b

0 10 20 30 40 50
Task Set Size

(a) at 150 epoch

1.9
===+ LeFeS-Time 1
1.8 ——FiFes-Time ot
" a5
g 17| OAFFeS Time o ‘.“
F e - asnd
c 16 — M“" ]
% 15 f—"’. ~ {
H P
H 14 { 4
- |
213 / B
E 12+ ,‘1 4
€l J
I .—M”"/
) I
o 10 20 30 40 50
Task Set Size

(b) at 400 epoch

FIGURE 8. Execution times for FiFeS, GA-FiFeS, and LeFeS approaches [lower graphs denote minimum execution times for tasks] - The
GA-FiFes method performs better than the FiFes approach and for higher epoch GA-FiFes is comparable to LeFes approach.

Moreover, the complexity of the GA algorithm can also
affect the overall performance of the proposed GA-FiFeS
method. In case both algorithms i.e. GA-FiFeS and FiFeS
have similar time complexities, then it is expected that their
performance would be comparable, regardless of the size of
the task set.

The scalability of a task scheduling algorithm for real-
world large-scale scenarios is essential for ensuring that it
can effectively handle increasing workloads, task volumes,
and system demands [40], [41]. This should be noted that
GA-FiFeS incorporates load-balancing mechanisms, which
can lead to balanced resource utilization in large-scale scenar-
ios. Ensuring efficient load balancing becomes increasingly
important as the number of tasks and resources grows to
prevent the overloading of individual resources and maximize
overall system throughput. Moreover, the proposed algorithm
can easily be modified with fault-tolerance approaches.

We studied the scalability of the proposed method under
various workload conditions, task set sizes, task resource
utilization, number of processors or cores, and heterogeneity
of resources. We observed an existing tradeoff among various
performance evaluation metrics. Moreover, the FiFeS is
known for its simplicity and efficiency, often with a time
complexity that is linear or close to linear with respect to the
number of tasks and resources [42], [43]. We believe, that the
GA method can make the complexity of GA-FiFeS a bit high
but still, it is very close to linear. Therefore, linear scaling
makes it well-suited for handling large-scale task scheduling
scenarios efficiently.

VI. CONCLUSION AND FUTURE WORK

In this research, we focused on energy and performance-
efficient scheduling of real-time tasks on high-performance
edge computing systems while ensuring that they meet
their deadlines. By using the concepts of GA, we enhanced
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the power and speed viewpoints of the classical FiFeS
approach, and this improved variation of the FiFeS algorithm
is named as GA-FiFeS technique. We observed that the
GA-FiFeS method is more effective in power and speed
consumption than the FiFeS approach which is proved
through several plausible assumptions and experimental
results. The GA-FiFeS algorithm has improved results as
compared to the LeFeS method while taking the expected
time of execution as an assessment feature for analysis.

For future directions, we suggest that the analysis of
the performance of a specific task time of execution C;
through alteration in speed f; will give reasonable results.
Furthermore, for a distinct task, the correlation between C;
and f; is C; o + and the value of C; decreases consequently if
there is an increase in fi- In addition, this is for a singular task,
but if there are multiple dependent and independent tasks
then what will be the impact? Another alternative for future
direction is to balance the load among the processing units or
cores in edge computing if there are dependent tasks and what
will be the impact on individual execution unit speed when
tasks are independent. we will also investigate the scalability
of our approach to large-scale cloud computing servers while
accounting for the heterogeneity of resources and workloads.
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