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ABSTRACT Software development projects demand high levels of interaction betweenwork teammembers.
This way, management and decision-making must be supported by analyzing the complex dynamics
generated through individual interactions to complete the projects. This complexity can be addressed using
system dynamics. This modeling approach studies how the structures and relationships between variables in
a system interact to generate behaviors over time. It is used to understand and analyze complex systems
and make informed decisions. The first step in modeling is articulating the problem. This step defines
the key variables that will be included in the model. Still, the lack of a standardized procedure to select,
measure, and propose causal relationships is evident. Subjectivity is often appealed to, but this could lead
to inaccurate models and biased results. The challenge intensifies when it comes to qualitative variables.
This study introduces a formal methodology to characterize such variables, addressing a gap in the existing
literature. The use of systematic mapping and a survey-based study is proposed. The methodology is applied
to characterize three social and human factors that influence the productivity of software development
teams: communication, leadership, and teamwork. The results captured primary experimental research’s
proven definitions, measurement mechanisms, and causal relationships. This formalized approach not
only fills a significant gap in system dynamics but also lays a foundation for expanding its scope to
encompass additional variables. As such, it represents a substantial methodological contribution to the
field.

INDEX TERMS Complex systems, human factors, performance analysis, productivity, system dynamics,
software development management, qualitative variables characterization, interdisciplinary approaches.

I. INTRODUCTION
Effective resource management, primarily focusing on
human resources, is critical in the software industry and the
digital economy. This necessity arises from recognizing that
software development is fundamentally a social process, with
its core centered around individuals [1]. It is executed in
teams and demands high levels of communication [2]. More-
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over, successful project completion is more compromised by
a lack of non-technical skills than technical skills [3], leading
to low productivity rates.

Productivity depends on technical and non-technical fac-
tors and is a critical aspect of software development project
management [4], [5]. However, there is a tendency to focus
on measuring technical rather than non-technical factors [6],
as the latter entail complexities related to their quantification
and control [7], [8].
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Within the set of non-technical factors, there are social
and human factors that influence the productivity of software
development teams [9]. Interpersonal social and individual
self-management skills characterize the performance of a
work team [10]. That makes management more challenging.
Therefore, software development project managers demand
tools that facilitate the analysis and understanding of these
complexities, making informed and effective decisions more
straightforward.

One way to approach decision-making in Software Engi-
neering project management is through simulation [11].
Simulation stands as one of the preeminent techniques
within the field of operations research [12]. This invaluable
tool serves the purpose of mitigating uncertainties inherent
to decision-making processes or evaluating transformation
strategies [13]. Its utility becomes evident when dealing with
situations where precise mathematical formulations for mod-
eling the target system are either absent or impractical due
to the unfeasibility of conducting experiments on the system
itself [14].

System Dynamics represents a prominent paradigm within
the realm of simulation techniques [11]. This approach
enhances the capacity to comprehend and model complex
systems, allowing for an exploration of the intricate interplay
among multiple variables and their temporal evolution [15].
It constitutes a dynamic, deterministic, and continuous sim-
ulation framework [16], with its relevance extending into the
contemporary context of Industry 4.0 [17].
Dynamic systems are rarely linear and unidirectional [18];

instead, they are intertwined in nets of interdependence that
can be difficult to capture [19]. Such inherent complexity
necessitates the adoption of a rigorous methodology to steer
the modeling endeavor and facilitates a systematic examina-
tion of the underlying factors. Documenting it constitutes a
best practice in system conceptualization [20].

The initial phase of the modeling process is articulation of
the problem; This step is crucial as it lays the foundation for
the entire modeling endeavor [21]. The key variables to be
included in the model are defined, an aspect in which a group
of experts in the subject of interest usually participate [15].
This approach stems from relying on the firsthand experi-
ences and observations of individuals who engage with the
system as the main source of data [22].

Given the nature of the data, system complexity, and
information sources, the adoption of qualitative methods
for problem identification and dynamic hypothesis develop-
ment is often advantageous [23]. Although these methods
demonstrate economic efficiency, the existing literature high-
lights certain restrictions that include the subjectivity of
researchers, the need to accomplish complex data analysis,
the potential difficulty in maintaining anonymity, and limita-
tions in terms of generalization of results [24]. Thus, the lack
of a robust methodological approach in the initial phase may
lead to inaccurate models and decisions based on unreliable
projections.

In this context, a methodology that avoids the weaknesses
of the suggested methods and addresses the identification
and characterization of the essential factors for constructing
system dynamics simulation models is needed. For this rea-
son, the methodology should provide a solid framework for
exploring and analyzing complex systems. In addition, it must
focus on the visible relationships and the subtle connections
that can significantly impact the overall system dynamics.
Thus, a systematic approach is needed to guide the selection
of variables, the definition of relationships and the identifica-
tion of measurement tools to ensure that the resulting model
is true to reality and facilitates decision-making.

Because of the above, the primary objective of this paper
is to introduce a formal methodology to streamline the char-
acterization and analysis of the pivotal elements inherent
to system dynamics models. In this way, the main contri-
bution of this work focuses on the first step of modeling:
problem articulation. This methodology proposes addressing
the complexities and challenges that arise when modeling
dynamic systems [25], providing researchers and practition-
ers with a guide to build accurate and applicable simulation
models.

In order to illustrate the methodology implementation for
problem articulation, the research team presents a case study
characterizing social and human factors that are perceived to
influence the productivity of software development teams [9].
Of those social and human factors, communication, lead-
ership, and teamwork constitute a set of essential skills in
companies in the digital era [26], [27], [28]. Hence, the
application focuses on these three factors.

In software development projects, communication over-
head is an aspect that has been extensively studied [29],
[30], [31]. Some research indicate that the communication
overhead can be calculated as a function of the number of
individuals in a team [31], [32], [33]. This characterization
facilitates its adaptation and use in simulation models in
various scenarios. However, this is not a widespread prac-
tice when it comes to soft variables such as leadership and
teamwork.

The application of system dynamics in Software Engi-
neering acquires relevance, given that historically, it has
focused mainly on the management of technical aspects of
projects [34], [35], [36], [37], [38], [39], [40]. At the same
time, the social components have received limited atten-
tion [41]. Therefore, system dynamics provides a priceless
tool to analyze and understand the complexities triggered
by the interaction between individuals during the software
development process, which is essential for the successful
completion of projects.

Considering this particular context and aiming for a
methodology that facilitates the proper integration of qualita-
tive variables into a system dynamics simulation model, the
following research question is formulated: In what terms can
the social and human factors that are perceived as influencing
the productivity of software development teams be described?
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Answering this research question contributes to articulating
the problem to be analyzed under system dynamics.

The following sections present an overview of research
related to this study (Section II), the research methodology
(Section III), the results (Section IV), and their discussion
(Section V). Finally, conclusions and suggested avenues for
future research are outlined (Section VI).

II. RELATED WORK
A. SYSTEM DYNAMICS
System Dynamics is a simulation paradigm proposed by
Forrester in the 1950s [42] to make strategic decisions
through the design and improvement of policies [12]. It has
been applied principally in engineering, business and com-
puter science [43] and even used to model the software
development process [11].

The models under this paradigm exhibit a high degree
of abstraction [16] and study the relationships between the
structure and behavior of a system [44], considering the
causal relationships between its elements and how the system
assimilates fortuitous events from feedback [45].
The modeling process using System Dynamics is iter-

ative and consists of five steps: (1) problem articulation,
(2) dynamic hypothesis formulation, (3) simulation model
formulation, (4) testing and (5) policy design and evalu-
ation [15]. The first step identifies the problem, essential
variables, time horizon and reference modes [46]. The objec-
tive of the second step is the construction of the dynamic
hypothesis, which requires the statement of variables and the
underlying causal relationships that condition the behavior of
the system of interest [47].

The dynamic hypothesis consists of causal diagrams that
outline the positive or negative causal relationships between
variables [44]. Feedback is vital because it reflects how some
variables affect others in a causal loop and can amplify or
dampen changes [48]. These feedback loops allow capturing
nonlinear dynamics and cumulative effects in systems. Fur-
thermore, including elements such as response times reflect
the inherent delays of the processes [19].
The formulation of the simulation model, which corre-

sponds to the third step, uses Forrester or stock and flow
diagrams [44]. These diagrams include stocks, flows, and
decision functions that control the flow rates between stocks
based on the information available from the system [18].
The mathematical modeling employs differential equations
to capture the critical aspect of how variables evolve over
time [13].

The fourth step involves testing the structure and behav-
ioral validity [49]. Finally, designing scenarios and analyzing
the sensitivity are activities of the fifth step, with the corre-
sponding recommendations and support documents [47].
System Dynamics helps analyze the particularities of the

software development process [50]. The software develop-
ment process is inherently human [1] and involves tech-
nical, personal and social skills [51]. Furthermore, it is a

process executed through projects [29]. In general, projects
are complex, and for this reason, the team performance must
include both technical and social controls [52]. Under these
characteristics, using a simulation model to support the man-
agement of these projects entails incorporating qualitative
variables.

Some models address strategic problems [53], [54], meet-
ing deadlines [35], [38], [55], the inspection [56], [57], [58]
and agile development [34], [36]. These models include
mainly technical factors [41]. Some models incorporate
non-technical factors such as communication and motiva-
tion [31], [59], [60]. However, given that the list of soft skills
required in software development is extensive [26], [61], and
is underrepresented [62], an open line of work related to their
inclusion is evident.

B. METHODS USED IN PROBLEM ARTICULATION
The literature offers numerous instances showcasing the
successful utilization of simulation based on system dynam-
ics [63], [64], [65], [66]. Despite this, there is concern about
the lack of transparency of the models to represent the com-
plexity of specific systems, such as those related to project
management [67]. That is an aspect that must be addressed
from the first modeling step.

Generally, the process begins with describing the prob-
lem by interacting with the people involved [21]. Reviewing
documents, collecting data, conducting interviews, and direct
observation are techniques to obtain the required information,
with a particular emphasis on establishing reference modes
and explicitly defining the temporal scope [15].

The problem definition must be precise and exhaus-
tive [68]. Thus, determining the exogenous, endogenous and
excluded variables [69] and their existing relationships are
critical aspects related to the problem articulation [70]. It is
possible to use literature review [71], content analysis, focus
groups, or interviews [23]. These methods have strengths.
However, they also have certain limitations.

The literature review provides a comprehensive overview
of existing documentation in a specific field and helps in
the early stages of the research process [72]. They excel at
identifying knowledge gaps and offer a solid theoretical and
conceptual foundation for new research efforts [73]. How-
ever, literature reviews may introduce selection bias when
choosing which studies to include, and the quality of the
literature reviewedmay vary. Furthermore, it does not provide
primary data but a synthesis of previous research [74].

Narrative analysis comprehensively depicts information
and context through a participant’s unique perspective on
a specific topic [75]. However, this method may introduce
subjectivity into the interpretation of findings and may be
more challenging to quantify and analyze than quantitative
research methods. Furthermore, its implementation requires
strong researcher and participant communication skills [76].

Interviews have the advantage of collecting detailed
information. They allow researchers to explore individual
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perspectives and experiences, and questions can be resolved
in real time [77]. However, this method can be resource-
intensive, especially when there are large samples. They
may also be subject to interviewer or respondent bias,
and maintaining confidentiality and anonymity can present
challenges [72].
On the other hand, the ‘‘questionnaire’’ collects data effi-

ciently from a large sample, making it suitable for obtaining
quantitative data. This method makes it easy to standardize
questions and answers, simplify the summary of answers,
and identify trends [77]. However, it is essential to note that
responses obtained through questionnaires can sometimes be
superficial or biased, as they may need to capture the full
depth of participants’ perspectives. Furthermore, question-
naires may not provide the opportunity to explore complex
issues in depth, and the response rate may sometimes be
low, which could affect the representativeness of the data
collected [72].

The ‘‘focus group’’ leverages the experience and knowl-
edge of professionals in a particular field [78]. It is valuable
in areas with limited prior research, as it can offer insights
that are difficult to obtain otherwise. It is a method char-
acterized by being economical and quick to execute [79].
However, challenges associated with selecting experts and
their availability may pose difficulties in assembling the
group. Furthermore, it may be susceptible to individual bias
of participating experts, and not all research topics may have
easily identifiable experts [80].

The problem articulation is essential in system dynamics
modeling [81], and the literature reports using one or more of
thosemethods. However, a conspicuous gap exists in the form
of a standardized methodology for the formal delineation
and explication of variables and their interactions. Table 1
presents some studies based on system dynamics where this
deficiency is evident.

TABLE 1. Methods for problem articulation.

Exploring which variables to incorporate into the model
and how they are causally related to others is a task that should

be linked to identifying instruments to measure them. Doing
this allows, in the model’s practical application, the collection
of data to be consistent with the purpose of the analysis.
Mainly, when dealing with qualitative variables related to soft
skills, it is essential to ensure the reliability and validity of the
construct [96], avoiding subjective measurements that affect
the relevance of the model’s results [97]. Thus, it is pertinent
to inquire how to measure them [98]. That is an aspect that
could be included in a formal methodology to characterize
this type of variable.

III. PROPOSED METHODOLOGY
The experimental research’s primary objective is to establish
cause-effect relationships with a high level of reliability [78].
This type of study examines how a change in one independent
variable influences another dependent variable under con-
trolled conditions [99]. However, conducting experiments to
examine all possible causal relationships between the vari-
ables of interest involves a process that demands significant
resources. Therefore, it is desirable to explore such relation-
ships through information documented in published research,
which can be achieved through a literature review [24], [74],
[75].

The literature review regarding the investigation of
cause-effect relationships between variables can provide
insights into how these are measured. Thus, this method
addresses two fundamental requirements for the problem
articulation [71]. A structured protocol to follow a litera-
ture review is the systematic mapping study [100]. However,
to avoid bias in selecting articles, it is necessary to validate
the applicability and use of the identified measures. In this
context, a survey becomes a valuable tool [101].
Consequently, this paper proposes a mixed research

approach involving a systematic mapping study and a
survey-based study to address the research question com-
prehensively (Fig. 1). The complementary use of these two
methods offers a formal methodology that avoids subjec-
tivities in the problem articulation and, at the same time,
strengthens the formulation of dynamic hypotheses.

Systematic mapping is a protocol for obtaining a literature
review by identifying, analyzing, and interpreting informa-
tion from primary studies related to a specific topic [100]. The
protocol consists of three phases: 1) planning the review, 2)
conducting the review, and finally, 3) writing the report with
the analysis and presentation of results [102]. In that way, this
study conducts systematic mapping to identify the character-
istics inherent in each of the three social and human factors
of interest. Fundamentally, the aim is to find definitions of
the factors, relationships with other factors, and metrics or
instruments to measure them.

Upon obtaining the results of the systematic mapping,
the data related to metrics or instruments will go through
a validation process through a survey-based study, to estab-
lish comparisons with the practices of software development
teams in the industry. This method allows obtaining relevant
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FIGURE 1. Methodology to define key variables in system dynamics
models.

information from a population from a sample [103]. Before
application, the design requires experts on the subject to
validate the questions and analyze their wording. In addition,
the final version must have been tested on a pilot sam-
ple and adjusted according to identified opportunities for
improvement [96].

A. SYSTEMATIC MAPPING STUDY
The first phase is planning the review, which includes
defining the research question and specifying the protocol
elements according to the purpose of the research. In this
case, the objective of the systematic mapping is to summa-
rize the scientific production in Software Engineering that
addresses definitions of the factors of interest, relationships
with productivity, and metrics or instruments to measure
them. Therefore, the research question presented in the Intro-
duction is subdivided into the following questions, which will
guide the systematic mapping:

RQ1: What are the definitions reported in the Software
Engineering literature of the social and human factors of
interest?

RQ2: What are the factors or variables with which the
social and human factors of interest are linked, as the
scientific literature indicates? Is productivity included?

RQ3:What metrics or instruments for measuring the social
and human factors of interest have been mentioned in the
Software Engineering literature?

The mapping protocol defined in this study considers the
following elements:

• Specialized databases: IEEE Xplore, ACM, Science
Direct, and Springer since they are electronic sources of
relevance in Software Engineering [23].
The general structure of the search string is context
AND non-technical factor AND (measure? OR metric?
OR asses?) AND team AND productivity. Therefore, the

search string for each social and human factor in the
context of Software Engineering is as follows.
Communication: (‘‘software develop?’’ OR ‘‘software
engineer?’’) AND communication AND (measure? OR
metric? OR asses?) AND team AND productivity
Leadership: (‘‘software develop?’’ OR ‘‘software engi-
neer?’’) AND leadership AND (measure? OR metric?
OR asses?) AND team AND productivity
Teamwork: (‘‘software develop?’’ OR ‘‘software engi-
neer?’’) AND (teamwork OR ‘‘team cohesion’’) AND
(measure? OR metric? OR asses?) AND team AND
productivity
To use the search string in ACM, select the ‘‘Any-
where’’ filter, and the document type is ‘‘Research
Article’’. In Science Direct, select ‘‘Research articles’’
and filter ‘‘Computer Science’’ as the subject area.
In Springer, select the discipline ‘‘Computer Science’’.
Finally, in IEEE, use the ‘All metadata’ filter.

• Time: Studies related to Industry 4.0 started to be pub-
lished in 2012 [104], [105]. Thus, this mapping includes
studies published between 2012 and 2022.

• Exclusion criteria: Studies with unavailable files (C1)
that are books or book chapters (C2), that are literature
reviews (C3), that are not written in English (C4), that
are not related to the measurement of factors of interest
in Software Engineering (C5), that are not related to
Software Engineering (C6), that are repeated (C7) or
that are not scientific articles, such as supplements, call
to events, business news, interviews, prefaces, among
others (C8).

• Inclusion criteria: Studies written in English that mea-
sure communication, leadership, or teamwork in the
Software Engineering context.

• Classification procedure: Read each study’s title,
keywords, abstract, and conclusions captured in each
database. Write the title of each article that meets the
inclusion criteria in an Excel database. That allows the
identification of repeated studies.

• Quality assessment: Experts in Software Engineering
and external to the research evaluate the quality of the
preselected studies with five Yes/No questions. Each
‘Yes’ answer receives a score of 1, while each ‘No’
answer receives a score of 0. The questions are QQ1:
Is the objective of the study related to the systematic
mapping research questions? QQ2: Do the authors spec-
ify the context (academic/industry) under which they
conducted the study? QQ3: Do the authors specify the
study method they followed to obtain the results they
present? QQ4: Are the limitations of the study dis-
cussed? QQ5: Do the data support the conclusions?
Studies with average scores of 4 and 5 move on to data
extraction.

• Data extraction strategy: Read each study completely
to extract general data (title, authors, year of publication,
keywords, DOI, and journal), data related to the research
methodology (research question or hypothesis, context,
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data collection method, size of the sample), and finally,
the definition of non-technical factors and their metrics.
Store data in a spreadsheet.

• Synthesis of data extraction: The synthesis uses a
qualitative meta-summary, which includes extracting
the findings, editing them, grouping them into com-
mon themes, abstracting the findings, and calculating
frequencies [106], [107].

The research team and independent experts critically eval-
uated the mapping protocol to conclude the planning phase.
The review by the research team involved conducting a pilot
search test in each database to verify the consistency between
the results and the study’s objective. The independent experts
reviewed the congruence between the research question, the
search string, the inclusion and exclusion criteria, and the data
to be extracted.

Upon concluding the initial phase, ‘‘Planning the review,’’
the protocol must be executed as outlined. That encom-
passes the subsequent phase, ‘‘Conducting the review.’’ Ulti-
mately, the third phase involves consolidating the findings
and presenting them alongside the respective analyses.

B. SURVEY-BASED STUDY
The research team executed the survey-based study according
to Kitchenham and Pfleeger’s procedure [108]. The following
subsections detail the first five phases of the survey-based
study (Fig. 1).

1) SETTING THE OBJECTIVES
The goal of this survey-based study is to get information on
the use of the metrics and instruments identified through prior
systematic mapping. In addition, acquire other measurement
mechanisms that the software industry uses.

Following the above, the hypothesis proposed here is
linked to a potential deficiency in the awareness among
members of software development teams regarding the mea-
surement of social and human factors within their work
teams. These factors are relevant, but it is still necessary to
establish a formal link in the management and performance
of the team. In this way, this survey constitutes progress in the
discussion that must take place within work teams to include
these factors in decision-making.

2) SURVEY DESIGN
Following a cross-sectional approach in which a population
is analyzed at a specific time, each participant completes
the survey only once. Moreover, the decision to employ a
self-administered online questionnaire elicits more authentic
and thoughtful responses, ensures confidentiality, and pro-
vides participants the flexibility to respond in their preferred
environments.

3) DEVELOPING THE SURVEY INSTRUMENT
The survey has four sections: 1) general data, 2) ques-
tions on communication, 3) questions on leadership, and
4) questions on teamwork. The general data section is

comprised of 17 questions inquiring about respondents’
location, age, profession, experience, and company and
team characteristics (adapted from [109]). Before start-
ing with the general data section, the survey presents
the study’s objective. The text states that the research
team analyzes the responses in an aggregate manner and
that it guarantees the anonymity and confidentiality of
the responses, with strict adherence to the laws that reg-
ulate statistical secrecy and the protection of personal
data.

The sections related to the social and human factors con-
tain Yes/No questions, open questions, and multiple-response
questions. Each section presents the definition of the factor
and asks: Considering the previous definition, is this factor
measured in your team? If Yes, it requests to mention the
metrics the work team uses to measure it. If the answer is No,
it requests to indicate which metrics or instruments identified
in the systematic mapping could be used. In this way, the
survey includes 26 questions, but everyone must answer 23
(Fig. 2).

FIGURE 2. Survey structure.

An expert in qualitative research, who is independent of
the research project, must review the survey’s first version.
The assessment encompasses the overall survey design, the
alignment of questions with research objectives, the use of
neutral and non-suggestive language, the logical organization
of questions, the clarity of instructions, and all aspects related
to ethics and confidentiality.

4) EVALUATING THE SURVEY INSTRUMENT
The survey is submitted to the judgment of experts in Soft-
ware Engineering to study the content validity. Each question
had to be rated 1 (not relevant and should be eliminated), 2
(relevant but should be modified), or 3 (relevant and should
be included). The evaluation format has a space for experts
to include comments if necessary. With these data, the team
research calculates the Content Validity Coefficient (CVC) of
each question, retaining only those with a value greater than
0.7 [110].

Finally, a pilot test with the final version of the sur-
vey, in which Software Engineering professionals participate,
makes it easier to estimate the average time required to
complete it and identify additional aspects to adjust.
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5) OBTAINING VALID DATA
The participants are related to the second author; thus, the
non-probability convenience sampling approach was used
in this study [111]. The researchers selected this approach
because the software developer community is diverse and
extensive. As a community spanning a diversified range of
work backgrounds and specializations, with many collabo-
rating with multiple companies, it is practical and feasible
to select participants willing and available to contribute their
experiences and perspectives. Non-probability convenience
sampling has been used in Software Engineering [108], [112],
and provides valuable information about the diversity of roles
and contexts in the software development domain despite the
inherent limitations of non-probability selection.

Following the procedure of Mendes et al. [113], the second
author invited people to share the survey with others who
were part of software development teams and who were inter-
ested in supporting the research. In this way, the research team
also applied non-probabilistic snowball sampling [111]. The
use of these two non-probability sampling schemes allows
for increasing the number of people surveyed and reduces
the bias that could occur when only convenience sampling
is used.

IV. RESULTS
A. RESULTS OF THE SYSTEMATIC MAPPING
The execution of the search string in the identified databases
yielded an initial capture of 7080 studies. The application of
the established inclusion and exclusion criteria and the review
of the general elements of each document led to the selection
of 40 studies (Fig. 3).

FIGURE 3. Number of captured studies.

Three highly qualified professional experts with postgrad-
uate degrees and working in the academic sector evaluated
the quality of the 40 studies. One of them specializes in
gamification, and the remaining two have extensive experi-
ence leading software development teams. The three selected
people know and use the systematic mapping protocol. The
average evaluation was within the acceptance range in all
cases. As a result, all studies were maintained.

Table 2 shows the number of studies captured per year and
factor. Through these results, it is possible to identify that
interest in these factors has increased over the last six years.

TABLE 2. Studies per year per factor.

Of the 40 included studies, 21 did not detail a specific
development methodology. On the other hand, 18 studies
were related to agile methodologies. One study was devel-
oped under a hybrid methodology. It is important to note that,
of the 40 studies, 26 took place in the industrial setting, while
10 were conducted in the academic context; in addition, one
of the studies was conducted in both contexts.

According to the typology of research methods by
Kothari [72], 24 of the 40 studies are Field Research. In com-
parison, the remaining 16 are related to Library Research.
Field Research used principally interviews and surveys.
Concerning Library Research techniques, analysis of his-
torical research records predominates by taking data from
repositories such as Jazz, Github, or job portals.

Communication is the social and human factor that has the
most studies captured. This result corroborates the impor-
tance of this factor for research in Software Engineering
since it is closely related to the success of the projects. The
limited number of studies on the other two factors represents
a research opportunity.

RQ1:What are the definitions reported in the Software
Engineering literature of the social and human factors of
interest?

The factor definition unifies criteria and facilitates the
design of metrics for the management of software develop-
ment teams. According to this premise, the definitions of each
factor reported in the primary studies captured are in Table 3.

These definitions suggest the close relationship that exists
between the three social and human factors in the context of
Software Engineering. In addition, they reflect their impor-
tance at the team level. In this way, those who manage teams
can design strategies to promote these factors once they have
measures that allow them to identify the team’s level.

RQ2. What are the factors or variables with which the
social and human factors of interest are linked, as the
scientific literature indicates? Is productivity included?

Some primary studies investigated the relationships
between the factor and other variables of interest for software
development. Table 4 presents the variables that explain each
social and human factor. In this case, each factor is considered
as a dependent variable.

Teamwork is one of the factors that explains communi-
cation, and in turn, communication is one of the factors
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TABLE 3. Definitions for each factor.

TABLE 4. Factor analyzed as a dependent variable.

that explains teamwork. Therefore, these results show the
interrelationship that exists between both factors.

On the other hand, motivation is a factor that explains
leadership and communication. However, motivation is a
factor that is outside the scope of this study and, therefore,
constitutes future work.

The social and human factors are independent variables in
some primary studies. Considering this, Table 5 presents the
variables which each factor explains.

Based on these results, the three factors promote the suc-
cess of work teams. Therefore, it is relevant for project

TABLE 5. Factor analyzed as an independent variable.

TABLE 6. Metrics / instruments for measuring communication.

managers to include them in their management models to
analyze and improve team performance.

RQ3: What metrics or instruments for measuring the
social and human factors of interest have been mentioned
in the Software Engineering literature?

The measurement of non-technical factors in Software
Engineering is a challenge [138], as evidenced by the limited
literature that addresses metrics for such purposes. Table 6
presents the metrics (M) or instruments (I) reported in the
literature to measure communication.

In the leadership case, the systematic mapping cap-
tured two instruments: MultiFactor Leadership Question-
naire [126], [139], and Questionnaire on leader traits [116],
[120].

In the teamwork case, the systematic mapping captured
four instruments: Group Environment Questionnaire [118],
[140], Questionnaire on the teamwork process [116], [127],
Teamwork Quality [131], [137], and Teamwork Process
Antecedents [120].
The three factors have instruments that satisfy the char-

acteristics of validity and reliability, and therefore, team
managers can use them. At this point, it is necessary to review
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its availability and interpretability. If there are limitations of
this type, an alternative is to use metrics.

Only metrics for communication are evident, and this may
be related to the level of investigative maturity that the factor
has. In this way, there is an open line of work to identify
metrics for the other factors.

The results related to metrics or instruments to measure
communication, leadership, and teamwork correspond to the
inputs for the survey-based study.

B. RESULTS OF THE SURVEY-BASED STUDY
An expert in qualitative research reviewed the survey’s first
version, and she suggested minor adjustments. With respect
to expert judgment, three people active in Software Engineer-
ing research participated in content validity. The CVC of the
survey was 0.916, none of the questions had a coefficient less
than 0.7, and the wording of some questions was adjusted
according to their recommendations.

Nine professionals who work in software development
participated in the pilot test. They suggested adjusting the
conditionals of the form and specifying that the study context
is the software industry.

The survey’s final version was hosted on Google Forms
to facilitate its dissemination. The second author sent the
description of the study’s purpose, data processing consider-
ations, and the form link. The survey was available between
May 1st and July 31st, 2023.

Seventy-five people responded, 63 of whom reside in
Colombia. The remaining 12 individuals reside in various
locations: three in Chile, two in Spain, two in Canada, one
in the United States, one in Guatemala, one in Mexico, one in
Bolivia and one in the United Arab Emirates. Of the respon-
dents, 72%weremen, while the remaining 28%were women.
The ages of the participants ranged from 21 to 62 years.
Regarding their educational level, 26 people indicated having
an undergraduate degree, 32 mentioned having completed
specialization studies, 13 had a master’s degree, and 4 had
a doctorate. Regarding development methodologies, 46 par-
ticipants indicated that they work under agile methodologies,
4 work under traditional methods, 21 use hybrid methodolo-
gies and four have developed their own methodologies. It is
relevant to highlight that 63 respondents have five or more
years of experience in software development.

After completing the survey, 10 of the 75 responded that
they measure the three factors in their work teams. Further-
more, 14 people reported measuring one factor, and eight
measures two factors. The remaining 43 mentioned not mea-
suring any of the factors. Table 7 details the number of
responses related to the people who measure each factor in
their work teams.

Results related to measuring communication.
Those who responded that their teams measure communi-

cation indicated that they do so by collecting and analyzing
data from collaborative platforms. Slack or Microsoft Teams
are tools that serve this purpose.

TABLE 7. General results on factor measurement.

TABLE 8. Preferences of metrics/instruments to measure communication.

From an organizational point of view, measurement is
done through the number of posts, the number of employees
who open and read organizational emails, and the num-
ber of employees who participate in meetings, training,
and onboarding activities. The results also suggest track-
ing emails, messages, and calls. Additionally, utilize project
log analysis, performance evaluations, and retrospective
meetings.

Finally, one response indicated the use of simple question-
naires to understand the perception of each team member’s
communication. Another response indicated measuring com-
munication through the number of interactions, the average
size of interactions, and cross-cutting interactions.

Those who responded that their teams do not measure com-
munication indicated that instruments such as the Teamwork
Quality (TWQ) test or the Communication Effectiveness and
Efficiency Questionnaire could be used. Metrics such as the
number of meetings (face-to-face or virtual) in a time window
or the number of times a day that a person communicates
by messaging with colleagues can also be considered. The
frequency of possible use received by each of the metrics and
instruments reported in Table 6 related to communication is
detailed in Table 8.

According to this result, there is no significant preference
for the use of instruments over the use of metrics. If the team
decides to use metrics, it is preferable to use several metrics
simultaneously to ensure that all perspectives of the factor are
covered.

Results related to measuring leadership.
Of the three factors, leadership had the highest frequency

of people reporting, measuring it in software development
teams (Table 7). The investigation into the measurement
of this factor yielded results that involve both metrics and
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surveys. The set of metrics includes the number of initiatives
a person leads or the number of team members.

Leadership is also analyzed based on the ability to plan
and manage tasks, which can be analyzed with the sup-
port of platforms such as Asana. Some responses indicated
measuring leadership through average team performance and
satisfaction with personal projection.

In a complementary manner, some answers were related
to analyzing the leader’s immersion in the operational and
strategic aspects of the business, the evaluation based on the
fulfillment of monthly objectives, and the review of the goals
achieved compared to those proposed for a given period.

The use of surveys that address relational dynam-
ics and intra-group interactions was reported to deter-
mine whether leadership aimed at continuous improve-
ment is exercised and perceived. Also reported were
questionnaires aimed at assessing the leader’s charac-
teristic traits and annual surveys that capture the level
of success and trust in leaders. Companies can define
and evaluate their leadership principles, as Amazon
does.

Alternative mechanisms to evaluate this factor were also
reported, for example, through analyzing the Organizational
Climate using the Employee Net Promoter Score (eNPS).
These surveys explore happiness in each project or through
performance evaluations.

Of a total of 52 respondents who stated that leadership is
not evaluated in their work teams, theMultiFactor Leadership
Questionnaire received the support of 28 participants for its
use. At the same time, the Questionnaire on leader traits
obtained 27.

Results related to measuring teamwork. In the area of
teamwork, mention is made of an instrument designed explic-
itly in an organization, which evaluates from the attitude
of respect towards others to the clarity in the definition of
tasks. It also highlights the possibility of analyzing teamwork
through retrospective meetings. These meetings, which are
held periodically, allow an in-depth analysis of positive and
negative aspects, and identify actions to be implemented in
the short term to achieve substantial improvements.

In an additional approach, metrics revolving around several
key aspects were reported. These include the quantification
of shared interactions, the recording of cross interactions per
shared module, the correlation between the number of mod-
ules and the number of developers involved, the measurement
of the impact of people in the achievement of objectives and
results, the evaluation of the volume of projects executed by
each work cell, the tracking of deliverables per team and the
evaluation of the degree of fulfilment of the team in their tasks
and responsibilities.

Concerning the use of instruments that could be used to
measure teamwork, 10 of the 55 people who responded that
this factor is not measured in their teams agree that it is
possible to use any of the four instruments reported. The fre-
quencies according to the responses obtained are presented in
Table 9.

TABLE 9. Preferences of metrics/instruments to measure teamwork.

V. DISCUSSION
A. DEFINITION OF FACTORS
Defining variables avoids misunderstandings and confusing
interpretations in the modeling process. It ensures that every-
one involved in the project understands the variables and
avoids including unnecessary or irrelevant variables in the
model’s objectives [143]. In addition, it contributes to the
validation and verification process by starting from a base
conceptualization, which in turn facilitates the analysis [12].
In the specific context of Software Engineering, the results in
Table 3 can be enriched with the findings of other studies that
have conducted literature reviews and provided definitions
for various social and human factors [144] or soft skills [145].

B. RELATIONSHIPS BETWEEN FACTORS
Considering the results on the relationships between vari-
ables shown in Tables 4 and 5, it becomes clear that both
teamwork and leadership influence the productivity of the
software development team. Furthermore, it is evident that
communication influences team productivity and software
quality [128], [134].
Teamwork and communication are intertwined in the con-

text of software development teams [116]. The tasks to be
executed in projects are often interdependent and require the
collaboration of multiple individuals with diverse skills and
roles [146]. Effective communication enables team members
to understand their shared responsibilities, goals, and chal-
lenges [147]. Constant and open communication facilitates
early problem identification and conflict resolution. It also
promotes a collaborative work environment where ideas can
flow freely, knowledge can be shared, and creative solutions
can be explored [148].

Leadership plays a role in fostering intrinsic motivation.
That is possible because transformational leadership is asso-
ciated with motivating, inspiring and stimulating critical
thinking [126], which drives creativity [149].

That highlights the intricate net of relationships between
communication, leadership, and teamwork in software devel-
opment. As these connections are explored, it becomes
clear that success in this industry is not based solely
on technical competence but on the ability of teams
to collaborate, communicate effectively, and be inspired
by a leadership that fosters creativity. This under-
standing suggests considering a holistic approach in
which these factors are mutually intertwined, and the
search for practical solutions in Software Engineering
becomes a balance between technical excellence and team
dynamics.
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C. MEASUREMENT OF FACTORS
Measuring qualitative variables introduces complexities in
both research and data analysis. Unlike quantitative variables
that are easily quantifiable and directly amenable to statistical
analysis through numerical representation, qualitative vari-
ables encapsulate characteristics that defy simple numerical
quantification [150].

The challenge with qualitative variables lies in their sub-
jective nature, heavily reliant on individual perception and
interpretation [151]. The absence of numerical values hin-
ders the use of conventional statistical methods, thereby
constraining the capacity to achieve precise and objective
measurements. Furthermore, variations in how researchers
interpret and code qualitative responses introduce an addi-
tional layer of subjectivity to the data analysis process [152].
Addressing these difficulties, therefore, requires specialized
qualitative approaches and analysis techniques that consider
the richness of qualitative information without attempting to
force it into a purely numerical structure.

A broad spectrum of human factors in Software Engineer-
ing has generated research interest [145]. The measurement
of this type of factor is usually based on surveys and
questionnaires. However, these methods pose challenges in
obtaining consistent and reliable data [153]. This challenge
also permeates simulation under system dynamics.

One of the good practices to follow during simulation
model conceptualization is to ensure, in principle, that each
variable can be measured [20]. Therefore, the results related
to RQ3 support this purpose.

The captured literature offers a set of 10 metrics and
three instruments intended to analyze communication in
software development teams, as detailed in Table 6. How-
ever, the survey reveals that only 22.7% of participants
reported implementing these metrics in their work teams,
as Table 7 illustrates. By making a comparison between
the metrics identified in the systematic mapping and those
used by the respondents, a distinctive pattern emerges: the
metrics that stand out are those that focus on quantifying
the number of interactions through messages [130], [141],
comments [136] and face-to-face conversations [141]. Addi-
tionally, three respondents also mentioned this approach as a
viable alternative for assessing communication in their work
context.

According to the results of RQ3, leadership, and teamwork
are measured through psychometric instruments. Regarding
leadership, the Multifactor Leadership Questionnaire is often
used. It is a test widely used in various organizational con-
texts [154]. However, it is protected by copyright, which
may limit its availability at the team level. On the other
hand, some of the answers provided by the 23 participants
who indicated measuring this factor were related to eval-
uating leadership through identifying and evaluating traits
and qualities considered essential in a leader. Although this
approach coincides with a second option reported in Table 6,
it is based on individual perceptions, introducing subjectivity

into the measurement process. That approach is related to
the use of behavioral markers. It is a mechanism adapted in
Software Engineering from disciplines such as aviation and
medicine, where observable behaviors that affect individual
or team performance are identified [155].
The systematic mapping allowed to identify four potential

instruments to analyze teamwork. It was considered a viable
option to measure it by at least half of the people who do not
do it in their work teams.

Psychometric tests are frequently employed to examine
such factors, and their utilization tends to be more prevalent
at the organizational rather than at the team level, because
interpreting their results necessitates the expertise of a pro-
fessional [156]. In the organizational context, they are usually
applied at specific moments, such as the selection process,
to assess fit to profile [157]. This situation would justify the
results shown in Table 7, where it is evident that, for each
factor, more than 69% of those surveyed said they did not
measure it.

This finding highlights a scenario in which the assessment
and monitoring of these social and human factors has yet to
become widespread. For most respondents, including these
factors in the management schemes of software development
teams should be more evident. While they play a crucial role
in the success of software development teams [6], they are
often overlooked or underestimated compared to the technical
aspects.

Under traditional methodologies, it is possible to track
communication and leadership through collaborative tools.
However, cascade or sequential models often focus on hier-
archical structures and sequential processes [158], which can
restrict the breadth and depth of monitoring these factors.

In communication, traditional methodologies often rely
on written documentation and regular meetings. While these
practices can help keep a formal record of communication,
they can overlook aspects such as informal conversations
and real-time interactions. Thus, through platforms such as
Slack or Microsoft Teams, it is possible to identify mes-
sage frequency, response times, communication patterns, and
recurring themes.

In terms of leadership, traditional methodologies often
rely on a rigid, hierarchical leadership structure, making it
challenging to assess transformational leadership and team
influence accurately. While collaborative tools can provide a
record of the leader’s actions, they may need to fully capture
the quality of leader-collaborator relationships or their ability
to inspire and stimulate creativity.

Organizations are adopting agile methodologies and more
flexible collaborative tools to address these constraints. These
approaches enable more fluid communication, foster innova-
tion by providing room for experimentation and continuous
feedback, and value leadership that adapts to the team’s
changing needs. However, the choice of methodology and
collaborative tools must be aligned with the organization’s
goals and the culture it wishes to promote, recognizing the
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importance of maintaining a balance between tradition and
adapting to an ever-changing business environment.

Under agile methodologies, the retrospective is a propi-
tious space to socialize the problems that arose due to the
absence of social and human factors. The retrospective is
a regular meeting at the end of each iteration to encourage
the team to reflect on their work and constantly search for
improvements in their work practices [159]. This process,
supported by tools such as Kanban board or Starfish [160],
stands out for the entire team’s participation, deep reflection
and collaborative orientation [161]. Formalizing an instru-
ment to measure social and human factors in the retrospective
is a line of future work.

The metrics and instruments to measure non-technical fac-
tors like communication, leadership, and teamwork are input
to include them in the decision-making process. A manager
team can utilize these tools to assess how the team performs
in relation to each factor. After that, it is possible to design
an intervention strategy to improve it and, consequently,
improve the team’s productivity. That constitutes a practical
implication of the results presented in this study.

D. DYNAMIC HYPOTHESIS
Fig. 4 shows the causal diagram derived from the defined
relationships. It consists of a balancing loop called ‘‘B1:
productivity and social and human factors’’ and a reinforcing
loop called ‘‘R1: interaction between team members’’.

FIGURE 4. Proposed dynamic hypothesis.

The productivity cycle (B1) is aligned with the goal-
seeking archetype, in which an attempt is made to bring
the system toward an ideal state [48]. Estimating a software
development project includes estimating the effort, time, and
resources required for its completion [159]. In this context,
‘‘work to do’’ represents the total estimated amount of work
on the project. At the same time, ‘‘team’s working capacity’’
indicates the work the team expects to accomplish in each
iteration.

Tracking project progress can be done through ‘‘work
done’’ behavior [162]. It is helpful to analyze the discrepancy
between ‘‘work done - estimated’’ and ‘‘work done’’. Increas-
ing ‘‘work done’’ reduces this disparity, while a growing gap
requires intervention. This intervention is aligned with the
efforts to guide the team, linked to leadership, defined as the
’Ability to direct and coordinate the activities of other team

members, assess team effectiveness, assign tasks, develop
team knowledge, skills, and abilities, motivate team mem-
bers, plan and organize, and establish a positive atmosphere
[116], according to Table 3.

As leadership improves, communication intensifies
because effective leaders understand its importance in
achieving goals and keeping their teams focused and
engaged [126]. Quality communication between team mem-
bers and the Project manager positively influences the team’s
results [128]. In this way, leaders who strive to improve
communication often achieve more effective leadership and
more satisfied teams.

Teamwork and communication are inherently intertwined.
Effective communication enables successful teamwork [127],
while effective teamwork, in turn, fosters smoother collabo-
rative communication [118]. These elements form a positive
feedback loop (R1). Both are essential for the achievement of
objectives and the success of any team.

Finally, improvements in teamwork present increases in
productivity [120]. Consequently, teamwork maintains a pos-
itive causal relationship with the ability to work as a team,
thus increasing the work done.

E. COMMENTS ON THE PROPOSED METHODOLOGY
The literature review is a method used in system dynamics
to articulate the problem (Table 1). However, a repeatable
procedure to characterize the variables of interest is not exhib-
ited. This aspect is covered by applying systematic mapping,
through which it is possible to identify relevant research
related to a question or topic of interest [102].

Systematic mapping collects definitions, relationships
between variables, and metrics or instruments related to each
variable of interest. However, subjecting the results related to
the measurement of these variables to a review by profession-
als working in the field provides amore complete perspective.
Doing this evaluation through a survey encourages reflection
on the measurement of these variables and their importance.
Additionally, the survey avoids the problems of transcription,
tabulation, and analysis of data obtained through interviews.

This proposal represents a new perspective for system
dynamics modeling because it formalizes a methodology to
characterize the key variables to be included in a simulation
model. This aspect has yet to be reported in the literature.
Finally, this proposed methodology shows adaptability for
other work teams, not only those related to software develop-
ment, and can be further extended to address more complex
challenges.

F. LIMITATIONS AND THREATS TO THE VALIDITY OF THE
STUDY
This study has certain limitations to consider. First, the sur-
vey is only available in Spanish, restricting its applicability
to Spanish-speaking countries. The need for future English
translations and exploration of this topic in English-speaking
contexts is recognized. Moreover, the findings are specific
to the context of Software Engineering and should not be
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prematurely generalized to other disciplines. However, con-
sidering the relevance of this study’s contributions, broader
applicability may be possible in the future.

Internal threats related to article selection bias are identi-
fied. However, this threat was addressed by clearly defining
the inclusion and exclusion criteria. These elements are part
of the systematic mapping protocol and were reviewed by
experts external to the research.

The non-probabilistic convenience sampling can introduce
biases in the sample since the selection of participants is
influenced by personal connections and references, which can
condition their responses. Considering this risk, convenience
sampling was leveraged by non-probabilistic snowball sam-
pling to expand the sample and capture responses from people
with whom there is no direct link.

One of the external threats identified is the small num-
ber of studies available in the literature to define, measure,
and relate the variables that were interesting to analyze in
the research. That is an aspect covered by the proposed
methodology by allowing the participants to complement
the information captured in the systematic mapping review
through a survey of closed and open questions.

Another external threat identified is related to participants’
limited knowledge of psychometric tests. However, strategies
were implemented to address this potential bias. A brief
description of each psychometric test included in the survey
was included. Additionally, accessibility was facilitated to
complete the survey from anywhere, without time restric-
tions, and open communication channels were provided to the
researchers to address concerns.

These considerations underscore the importance of inter-
preting the results within their context and recognizing areas
of improvement for future research.

VI. CONCLUSION AND FUTURE WORK
The problem articulation corresponds to the first step of sys-
tem dynamics modeling. The problem is defined and limited
in this stage regarding variables and time. It is usual to use
qualitative methods due to the importance of resorting to
the experience and knowledge of those who are part of the
system of interest. However, a standardized procedure needs
to be improved to define and describe the variables and their
interactions formally.

In response to this gap, this article presented a method-
ology that addresses this need in the simulation modeling
process based on system dynamics. The mixed approach,
consisting of a systematic mapping and a survey-based study
(Fig. 1), aims to provide a solid and effective structure for
characterizing the factors included in the model.

By presenting this methodology and emphasizing its appli-
cability within the Software Engineering context, an effort is
made to contribute to advancing research and development in
system dynamics-based simulation. Additionally, a valuable
tool is provided for practitioners and academics to construct
more precise, dependable, and relevant simulation models.
This methodology can be used to analyze non-technical

factors in another context by adjusting the first keyword of
the general structure of the search string.

This study contributes to empirical research in Software
Engineering because it characterizes non-technical factors
relevant to team management. As a result of the application
of the methodology, the research team captured the defini-
tions of communication, leadership, and teamwork reported
in the literature. Moreover, it has elucidated the relationships
between these factors and their measurement mechanisms.
Asking Software Engineering professionals about the use
of the metrics or instruments identified at the team level
expanded the spectrum of possibilities. Characterizing these
factors strengthens the approach of the dynamic hypothesis.

Key findings include:
• The methodology proposed in this study formalizes
the articulation of problems in system dynamics. This
methodology includes the consecutive use of two meth-
ods: (i) systematic mapping study and (ii) survey-based
study.

• It enables the detailed portrayal of non-technical factors
by addressing (i) the definition of the factor, (ii) its
relationship with other factors, and (iii) measurement
mechanisms.

• The characterization of non-technical factors, following
the proposed methodology, strengthens the formulation
of dynamic hypothesis.

• The list of metrics and instruments to measure com-
munication in software development teams expands the
possibilities of analysis from dimensions other than
‘‘communication overhead’’.

• The instruments reported in this research to mea-
sure non-technical factors promote their inclusion in
management schemes of software development teams.

The proposed methodology can be applied to characterize
other social and human factors such as commitment, auton-
omy or emotional intelligence, and even non-technical factors
such as adaptability or problem-solving. This is achieved
by applying the search string’s general structure as outlined
in the systematic mapping protocol, which specifies the
non-technical factor to be included.

By adjusting the first two terms of the search string accord-
ing to the research interest, this methodology can be extended
to other contexts and include other factors. That expands
the spectrum of application possibilities of the methodology
proposed in this study.

Social and human factors are inherent to the work of soft-
ware development teams. In this way, the characterization of
communication, leadership, and teamwork presented in this
study is applicable to both teams that use traditional and agile
methodologies. However, the research team identifies a line
of future work, adapting the simulation model parameters
according to the characteristics of each development method-
ology. This aspect will be part of the third step of the system
dynamics simulation process.

Finally, another aspect that constitutes future work follow-
ing the system dynamics modeling process is the formulation
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of the simulation model. This model should be part of a sim-
ulation framework that supports informed decision-making
in the planning stage of software development projects,
incorporating social and human factors.
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