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ABSTRACT The feature selection for interval-valued data (IVD) aims to identify representative features
from a large set of features, which can reduce the model complexity, minimize the training time, and enhance
the generalization ability of the model. Addressing the inter-feature correlations in IVD, we propose a feature
selection method called the maximum information coefficient for interval-valued data (IVD_MIC). First,
the method balances the relationship between the midpoint and radius of IVD with an adjustment factor,
constructing the interval-valued data unified representation frame (URF). Based on the URF, the method
measures the degree of correlation between two features by calculating themaximum information coefficient,
and obtains the maximum information coefficient matrix for IVD. Then the features with strong correlation
are progressively removed from three perspectives(row, column, and both row and column), generating a
series of corresponding candidate feature subsets. Finally, IVD_MIC is validated on candidate feature subsets
to obtain the final classification accuracy and optimal feature subset. The experiment results on synthetic
and real-world datasets with different classifiers demonstrate that the overall performance of IVD_MIC
surpasses other methods. The average accuracy of IVD_MIC is higher, improving by 0.23%, 0.53% and
0.45% compared to the second-best method on LIBSVM, CART Tree and KNN, respectively.

INDEX TERMS Feature selection, interval-valued data, maximum information coefficient, optimal feature
subset, unified representation frame.

I. INTRODUCTION
With the onset of big data era, there has been a significant
surge in data volume, accompanied by a constant enrichment
of data types. IVD represents a common type of quantita-
tive symbolic data characterized by each attribute feature
being not a single numerical value but an interval range.
The unique structure of IVD poses a challenge to traditional
analysis methods, which are not directly applicable. Cur-
rently, researchers often resort to using the midpoint, upper
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and lower bounds, or median radius of IVD to represent
it. Subsequently, these representations are explored in the
context of principal component analysis [1], [2], [3], dis-
criminant analysis [4], [5], [6], regression analysis [7], [8],
[9], and cluster analysis [10], [11]. However, these traditional
researchmethods for IVD have limitations, as theymay either
sacrifice location information, size information, or result in
an increased number of features.

To address the challenges mentioned above, it is crucial
to preserve key information within IVD while minimizing
a significant increase in the number of features. Feature
selection plays a vital role in achieving this objective by
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eliminating redundant or irrelevant features, thereby reducing
the overall feature count. However, the unique structure of
IVD necessitates a different method for feature selection
compared to traditional methods. Reference [12] introduced
a method that defined a similarity boundary to measure the
similarity between features and label. This similarity bound-
ary was then utilized to formulate a boundary-based target
function, optimizing the objective function to evaluate feature
importance. Subsequently, feature selection was performed.
C. H. Guo and Y. C. Liu employed the median-radius distance
to measure the similarity of IVD. They proposed a maxi-
mum similarity optimization model between sample points
and sample label centers to estimate the feature weight of
IVD, followed by feature selection [13]. Reference [14] used
the midpoint of IVD for numerical representation, employed
KL divergence to measure the correlation between two
interval-valued feature data, and introduced a cost-sensitive
interval-valued feature selection method. It was noteworthy
that these methods relied on converting IVD into numerical
representations before feature selection, potentially resulting
in information loss or increased data analysis complexity,
whichmight subsequently impact classifier classification per-
formance.

To address the challenges of feature selection for IVD and
the potential loss or multiplication of features, a novel method
called maximum information coefficient feature selection for
IVD is proposed. The method begins by using an adjustment
factor to balance the relationship between the midpoint and
radius of IVD, constructing IVD under the URF. Within this
URF, the degree of correlation between features is measured
by calculating the maximum information coefficient.

The experimental analysis is conducted from various per-
spectives of the maximum information coefficient matrix,
resulting in a series of candidate feature subsets. Subse-
quently, these candidate feature subsets are experimentally
validated using different classifiers to obtain classification
accuracy and identify the optimal feature subset.

On synthetic and real-world datasets, IVD_MIC demon-
strates superior accuracy compared to comparison methods,
particularly excelling on real-world datasets. Specifically,
on LIBSVM, CART Tree, and KNN, the average unit fea-
ture accuracy of IVD_MIC is the highest, followed by
Spearman, with Pearson ranking the lowest. The average
unit feature accuracy of IVD_MIC surpasses the Spear-
man method by 1.43%, 1.46%, and 1.49%, and outperforms
the Pearson method by 3.07%, 3.04%, and 3.08%. These
results indicate the superiority of IVD_MIC over other
methods.

The main contributions of this paper are as follows:
1. By adjusting the factor to balance the relationship

between the midpoint and radius in IVD, constructing the
URF for IVD effectively balances the feature correlations
within the data.

2. Utilizing the maximum information coefficient to mea-
sure inter-feature correlations and progressively eliminating
highly correlated features to generate an optimal feature

subset enhances the model’s classification accuracy and gen-
eralization ability.

3. A feature selection method named interval-valued data
maximum information coefficient(IVD_MIC) is proposed,
demonstrating superior average accuracy over other methods
across various classifiers and datasets.

The rest of this paper is organized as follows:
Introduction of IVD_MIC under the IVD and URF

(Section II): This section provides an overview of IVDwithin
the URF. It specifically elucidates the key concepts and prin-
ciples behind the proposed maximum information coefficient
feature selection method for IVD.

Experimental datasets and settings (Section III): Section III
outlines the experimental datasets used in the study and
provides detailed information on the experimental settings.
Additionally, it presents the results of the experiments along
with a thorough analysis.

Conclusion and future work (Section IV): The final section
of the paper offers the conclusion drawn from the study and
outlines plans for future research and improvements.

II. MAXIMUM INFORMATION COEFFICIENT FEATURE
SELECTION METHOD FOR INTERVAL-VALUED DATA
This section introduces IVD and URF. Then describes the
theoretical foundations of IVD_MIC and the main steps of
IVD_MIC in detail.

A. DEFINITION OF INTERVAL-VALUED DATA
The relevant definitions of IVD under the URF are as follows:
Definition 1 (Interval-Valued Data Unit [15]): Let u =

[u−, u+] be an interval-valued data unit, where u−, u+
∈ R

and u−
≤ u+, u− and u+ are called the lower and upper

boundary respectively. If u−
= u+, u becomes a general

single value, that is, u = u−
= u+.

Definition 2 (Interval-Valued Matrix [15]): Denote U =

[uij] as an n × p interval-valued matrix U, i.e.,

U = (U1,U2, · · · ,Up) =


u11 u12 · · · u1p
u21 u22 · · · u2p
...

...
. . .

...

un1 un2 · · · unp

 , (1)

where Uj = ([u−

1j, u
+

1j], [u
−

2j, u
+

2j], · · · , [u−

nj, u
+

nj])
T represents

the jth feature vectors with all samples, where uij = [u−

ij , u
+

ij ]
as an interval-valued data unit.
Definition 3 (Midpoint and Radius of Interval-Valued Data

Unit [15]): Let um and ur be the midpoint and radius of
interval-valued data unit u, defined as

um =
u−

+ u+

2
. (2)

ur =
u+

− u−

2
. (3)

According to the above definitions, let umr be themidpoint-
radius value, it can be represented as:

umr = αum + (1 − α)ur , (4)
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where α ∈ [0, 1], α can be regarded as the adjustment
factor of IVD unit, which is used to balance the relation-
ship betwe-en the midpoint and radius of the IVD unit. The
midpoint-radius matrix is constructed as:

Umr
= (Umr

1 ,Umr
2 , · · · ,Umr

p )

=


umr11 umr12 · · · umr1p
umr21 umr22 · · · umr2p
...

...
. . .

...

umrn1 umrn2 · · · umrnp

 . (5)

whereUmr
j = (umr1j , umr2j , · · · , umrnj )

T represents the jth feature

vectors with all samples under the URF.

B. CONSTRUCTION OF THE IVD_MIC METHOD
The relevant definitions of the IVD _ MIC method are con-
structed as follows:
Definition 4 (Mutual Information): The mutual informa-

tion of two discrete random variables X and Y is defined as:

I (X;Y ) =

∑
y∈Y

∑
x∈X

p(x, y) log
p(x, y)
p(x)p(y)

. (6)

where p(x, y) is the joint probability of X and Y , p(x) and p(y)
are the edge probabilities of X and Y , respectively. A larger
mutual information value indicates a stronger correlation
between two variables. when two variables are independent
from each other, p(x, y) = p(x)p(y), the mutual informa-
tion is 0, that is, there is no same information between two
variables.
Definition 5 (Maximum Information Coefficient of

Interval-Valued Data under the URF): The maximum infor-
mation coefficient of two random interval-valued feature
vectors under the URF is constructed as:

IVD_MIC(Umr
i ,Umr

j ) = max
a∗b<B(n)

max
a∗b

I (Umr
i ;Umr

j )

log2min(a, b)
, (7)

Among it,

max
a∗b

I (Umr
i ;Umr

j ) =

∑
umri ∈Umr

i

∑
umr
j ∈Umr

j

p(umri , umr
j ) log

p(umri , umr
j )

p(umri )p(umr
j )

. (8)

where i, j represent the ith, jth feature vectors, i = 1, 2,
. . . , p. j=1, 2, . . . , p. n is the number of samples. a, b are
the number of partition grids in the x, y direction. Extensive
experiments show that the method has a good performance
when we choose B (n) = n0.6 [16]. Eq. (7) normalizes with
log2min (a, b) so that the range is [0, 1].

A simple proof procedure is given as follows:
The strength of correlation between two interval-valued

feature vectors under the URF is measured by calculating the
maximum information coefficient. Due to the high complex-
ity of mutual information calculation, the two feature vectors
are dispersed in a two-dimensional space and represented

by a scatter diagram. The current two-dimensional space is
divided into certain intervals in the x, and y direction, and
then the situation of the scatter diagram in each region is
viewed to solve the calculation problem in mutual informa-
tion. For example, under the URF, for a finite set D ∈ R2 and
partition grids G, assuming that the partition grids in the
direction of x are ai(i=1,2, . . . , x) respectively, assuming that
the partition grids in the direction of y are bj( j=1,2, . . . , y),
put D in a two-dimensional space, according to the calcu-
lation equation of the mutual information in the probability
theory, p(ai) and p(bj) are probabilities that the dots fall in
column i and row j in 2-dimensional space respectively,
p(ai, bj) denotes probability that is overlapped dots of the
row j and column i in 2-dimensional space.
mutual information:

I (D|G) =

x∑
i=1

y∑
j=1

p(ai, bj) log
p(ai, bj)
p(ai)p(bj)

=

x∑
i=1

y∑
j=1

p(ai, bj) log
p(ai|bj)
p(ai)

=

x∑
i=1

y∑
j=1

p(ai, bj) log
1

p(ai)

−

x∑
i=1

y∑
j=1

p(ai, bj) log
1

p(ai|bj)

≤

x∑
i=1

y∑
j=1

p(ai, bj) log
1

p(ai)

=

x∑
i=1

p(ai) log
1

p(ai)
, (9)

Therefore, when the logarithmic function is bottomed by 2,
and a represents the number of partition grids in the x direc-
tion, there is:

I (D|G) −

x∑
i=1

p(ai) log a

≤

x∑
i=1

p(ai) log
1

p(ai)
−

x∑
i=1

p(ai) log a

=

x∑
i=1

p(ai) log
1

a · p(ai)

=

x∑
i=1

p(ai)
ln 1

a·p(ai)

ln 2

=

x∑
i=1

p(ai) ln
1

a · p(ai)
·
ln e
ln 2

=

x∑
i=1

p(ai) ln
1

a · p(ai)
· log e

≤

x∑
i=1

p(ai)(
1

a · p(ai)
− 1) · log e
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=

x∑
i=1

(
1
a

− p(ai)) · log e

= (
x∑
i=1

1
a

−

x∑
i=1

p(ai)) · log e

= 0. (10)

From the above Eq. (9) and Eq. (10) to obtain:

I (D|G) ≤ log a,

and

I (D|G) ≤ log b. (11)

Therefore:

I (D|G) ≤ logmin{a, b}. (12)

The final proof:

0 ≤ max
a∗b<B(n)

max
a∗b

I (Umr
i ;Umr

j )

log2min(a, b)
≤ 1. (13)

Nature 1: (Symmetry): IVD_MIC value of two interval-valued
feature variables Umr

i andUmr
j satisfies symmetryis, and is

constructed as:

IVD_MIC(Umr
i ,Umr

j ) = IVD_MIC(Umr
j ,Umr

i ) (14)

Definition 6 (Maximum Information Coefficient Matrix of
IVD): Contained information between the interval-valued
data features is presented in the form of a matrix, recorded as
an IVD_MIC matrix. The maximum information coefficient
matrix is constructed as:

IVD_MIC =


Umr
11 Umr

12 · · · Umr
1k

Umr
21 Umr

22 · · · Umr
2k

...
...

. . .
...

Umr
l1 Umr

l2 · · · Umr
lk

 (15)

where Umr
lk is matrix element, Umr

lk represents the degree
of correlation between the lth and kth features, that is
IVD_MIC(Umr

l ,Umr
k ), the larger element value indicates the

stronger correlation between two features. FromNature 1, the
IVD _ MIC matrix is symmetric.

C. IVD_MIC
The main ideas of IVD_MIC are as follows: First, the method
uses an adjustment factor to balance the relationship between
the midpoint and radius of the IVD unit, constructing IVD
under the URF. Within this URF, the IVD_MIC matrix of
different datasets is calculated, a larger matrix element value
indicates a stronger correlation between two features. Since
the IVD_MIC matrix is symmetric, the analysis is performed
only in the upper triangle (excluding the main diagonal line)
of the matrix. Then from three perspectives of the matrix,
those are, row(r), column(c), and both row and column (rc),
we progressively remove the features with strong correla-
tion, obtaining a series of corresponding candidate feature
subsets. When a feature is deleted, the candidate feature

subset obtained from perspective of both row and column
is the same as the subset obtained from one of the other
two perspectives, so the two features involved are directly
deleted from perspective of both row and column. Finally, the
candidate feature subsets are learned and verified on different
classifiers to select the optimal feature subset. The main steps
of the IVD_MIC method are summarized as Algorithm 1.

Algorithm 1 IVD_MIC Method
Input: input an interval-valued datasetU , label Y , and adjust-
ment factor α.
Output: output the classification accuracy acc, candidate
feature subset A, and optimal feature subset E.
1: Initialize: A = ∅,E = ∅.
2: Convert IVD to midpoint and radius with Eq.(2) and (3),

then construct URF for IVD according to Eq.(4).
3: Calculate IVD_MIC values between features with Eq.(7)

and form the IVD _ MIC matrix according to Eq. (15).
4: From three perspectives (row, column, and both row and

column) of the IVD_MIC matrix, gradually delete the
features with strong correlation and put the remaining
features into the empty candidate feature subset A. Obtain
a series of corresponding candidate feature subsets from
different perspectives.

5: Candidate feature subsets are learned and classified in the
classifiers, obtain corresponding acc.

6: Until the stop condition is reached(accuracy drops), the
subset with high accuracy and a few number of features is
output as the optimal feature subset E .

We give an example from the meteorological data labeled
by Harbin and Taiyuan to clearly explain the basic process
of the proposed IVD_MIC, as shown in Table 1. U =

{u1, u2, · · · , u20} represents 20 samples, F={temperature,
atmospheric pressure, humidity, horizontal visibility, dew-
point temperature} represents the feature set.

First of all, we convert IVD to midpoint and radius, and
select α = 0.5 as the optimal adjustment factor, construct-
ing URF for IVD. Then the degree of correlation between
features is measured according to the element value of the
IVD_MIC matrix that is shown in Table 2. The element
values are ranked as 1.0000, 0.9341, 0.8623, 0.5283, 0.5073,
0.4799, and 0.3674 from large to small in the upper triangle
matrix. From three perspectives, features with strong correla-
tion are progressively removed to obtain a series of candidate
feature subsets. The removal process is as follows:

For the row perspective of IVD_MIC matrix, T, AP, H, and
HV are deleted in turn.

For the column perspective, DPT, AP, H, and HV are
deleted in turn.

For the both row and column perspective, first, T and DPT
are directly deleted, and then we delete AP and H in turn.

The candidate feature subsets are learned and validated
with the classifier to obtain the classification accuracies cor-
responding to different candidate feature subsets, as shown in
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TABLE 1. Interval-valued dataset U and label Y.

TABLE 2. IVD _ MIC value between features.

Table 3. In Table 3, from perspective of column, the feature
subset composed of T retains the fewest features, and has
the highest accuracy, reaching 100%. Therefore, considering
three perspectives, the feature subset composed of T is finally
selected as the optimal feature subset.

For the n × p interval-valued dataset, n is the number
of samples andp is the feature dimension. Since α adjusts
the midpoint and radius of the interval-valued data unit, the
feature dimension does not increase, so the time complexity
of IVD _ MIC is O (p2).

III. EXPERIMENTAL RESULTS AND ANALYSIS
IVD_MIC emerges as a potent solution for the fea-
ture selection of IVD. In this section, we validate the

effectiveness of IVD_MIC by conducting a comparative anal-
ysis of experimental results. The performance of IVD_MIC
is benchmarked against other feature selection methods using
both synthetic and real-world datasets. This comparative
evaluation aims to demonstrate the superiority and efficacy
of IVD_MIC in handling feature selection challenges posed
by IVD.

A. DATA DESCRIPTION
The experiment utilizes datasets and the best a mentioned
in the [17], and detailed information about the datasets is
provided in Table 4. It includes 8 synthetic datasets and 4 real-
world datasets, categorized into two types: low dimensional
and high dimensional for synthetic datasets. The construction
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TABLE 3. Accuracies varied with removed features.

TABLE 4. Datasets used in experiments.

TABLE 5. Four comparison algorithms.

method aligns with the method outlined in [17]. Addition-
ally, irrelevant features have been removed in Ds1 and Ds2.
Among the 4 real-world datasets, the first three are meteoro-
logical data sourced from the ‘‘Reliable Prognosis’’ site [18],
theWater dataset comprises 30-minute flow records spanning
1 year in the Barcelona water distribution network (from
June 1, 2003 to May 31, 2004) [19].
To evaluate the effectiveness of IVD_MIC, four bench-

mark methods are employed for comparison. The specific
settings are outlined in Table 5. Among them, SU (symmet-
rical uncertainty) is a traditional method based on mutual

information [17]. The Pearson correlation coefficient mea-
sures the linear correlation between two variables based on
covariance and standard deviation. The Spearman correlation
coefficient is a rank correlation coefficient obtained based
on the variable locations in the data. The Kendall correlation
coefficient, another rank correlation coefficient, measures the
monotonic relationship between two ordered variables using
‘‘pairs’’ and ‘‘pairs’’ with consistent and disagreement pairs,
indicating the consistency and inconsistency of the values of
the two variables, respectively.

B. PARAMETER SETTING
In the experiment, the step size for the low-dimensional
synthetic and the 5-dimensional real-world datasets is set
to 1. The high-dimensional synthetic andWater datasets have
more feature dimensions, so the stepwise shrinkage method
is used with preset step sizes of 10, 5, and 1. When the step
size is 10, the data set is preliminarily screened until the
accuracy drops. Taking the feature subset with high accuracy
and fewer features after preliminary screening as the center,
neighboring subsets of features are selected, and then the
screening is continued with 5 as the step size. The above
process is repeated until the step size is 1 and the accuracy
drops, and the optimal feature subset can be selected.

In order to avoid randomness, the experiment adopts the
method of 10-fold cross validation. The samples on the data
set are randomly divided into 10 parts of the same size. Each
part serves as the test set in turn, while the remaining 9 parts
form the training set. Finally, the experiments are repeated
10 times on each dataset, and the average value is taken as
the experimental result. Furthermore, LIBSVM, CART Tree,
and KNN classifiers are used to verify the performance of
5 methods, SVM is implemented using the LIBSVM toolkit,
utilizing the RBF kernel function with the parameter γ =

0.2 and a penalty factor of C = 1. CART Tree adopts the Gini
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FIGURE 1. IVD _ MIC value between features.

coefficient with no parameters. For KNN, euclidean distance
is selected as the nearest neighbor with the parameter K = 4.

C. ANALYSIS OF THE EXPERIMENTAL RESULTS
1) CORRELATION ANALYSIS BETWEEN FEATURES FOR
IVD_MIC
The strength of the relationship between features is measured
based on the element values of the IVD_MICmatrix, which is
presented as a thermal diagram of the correlation coefficient
matrix in Fig.1. Here, x1, x2, x3, and x4 represent four
different features. The darker color of the small square where
the element value is located indicates the larger element value
and the stronger relationship between two features.

In Fig.1, for Ds1 and Ds2, the element values are generally
small. For Ds3 and Ds4, the IVD_MIC value of x1 and
x4 is the largest, and the IVD_MIC value of x2 and x4 is
second. The upper triangle element values of the matrix are
ranked from large to small, and features are removed from
perspectives of row, column, and both row and column of
the IVD_MIC matrix to obtain a series of candidate feature

subsets. The results are shown in Table 6, where ‘‘
√
’’ indi-

cates a retained feature, and ‘‘×’’ indicates a removed feature
in the feature subset.

The experiment results in Table 6 are obtained by removing
features step by step according to the element values in Fig.1.
Let’s take Ds3 as an example. The element values in the
upper triangle matrix, ranked from large to small, are 0.7157,
0.4135, 0.2514, 0.1291, 0.1215, and 0.1152. The removal
process is as follows:

From perspective of row:
Remove x1 (0.7157).
Remove x2 (0.4135).
Remove x3 (0.1152).
From perspective of column:
Remove x4 (0.7157).
Remove x2 (0.2514).
Remove x3 (0.1291).
From perspective of both row and column:
Remove x1 and x4 directly(0.7157).
Remove x2(0.4135).
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TABLE 6. Candidate feature subsets varied with removed features.

Similar processes are followed for the other datasets, and
features are removed in turn from three perspectives to obtain
a series of feature subsets. For example, for Ds1 and Ds4, x1,
x2, and x3 are deleted in turn from perspective of row. For
Ds2, x3, x1, and x2 are deleted. For the column perspective,
x3, x4, and x2 are deleted in turn for Ds1, and for Ds2 and
Ds4, x4, x3, and x2 are removed in turn. In the both row and
column perspective, for Ds1, x1 and x3 are deleted directly,
then x2 is deleted. Similarly, for Ds2, x3 and x4 are deleted,
then x1 is deleted. For Ds4, x1 and x4 are deleted, then x2 is
deleted.

Due to the large number of features in high-dimensional
datasets, thermal diagrams of correlation coefficient matric
and feature subsets are not provided. However, for Set1-
Set3, the elemental values of the correlation coefficient are
distributed between [0, 0.2]. For Set4, the distribution is as
follows:

The first-row elemental values of the matrix are distributed
between [0.2, 0.3].

The element values of the second row are distributed
between [0.6, 0.7].

The element values for the remaining row are 0.7219.
Similarly, matrix element values on each dataset are

arranged in descending order, and features are gradually
removed from three perspectives using the stepwise shrinkage
method to obtain a series of feature subsets.

TABLE 7. Candidate feature subsets varied with removed features.

Combining Fig.2 and Table 7, we can observe the fea-
tures in the obtained subsets. For the three five-dimensional
datasets (T, AP, H, HV, DPT), where T represents temper-
ature, AP is atmospheric pressure, H is humidity, HV is
horizontal visibility, and DPT is dew-point temperature, the
upper triangle (excluding the main diagonal line) of the
thermal diagram shows that element values are distributed
between 0 and 1. Arranging them from large to small,
we delete features from three perspectives and obtain feature
subsets. Taking HS_Ds as an example, the upper triangle ele-
ment values order is 0.7141, 0.4015, 0.3934, 0.3593, 0.3173,
0.2480, 0.2409, 0.1644, 0.1286 and 0.0798.

For the row perspective of IVD_MIC matrix, we delete T,
AP, HV, and H in turn.

For the column perspective, we delete DPT, AP, HV, and H
in turn.

For the both row and column perspective, first, T and DPT
are directly deleted, then we delete AP and HV in turn.

Similar processes are applied to the other two five-
dimensional datasets, where T, AP, H and HV are deleted in
turn from perspective of row. For the column perspective, AP,
DPT, HV and H are deleted in turn on TB_Ds. On HSTB_Ds,
DPT, AP, H and HV are deleted successively. For the both
row and column perspective, T and AP are directly deleted,
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FIGURE 2. IVD _ MIC value between features.

FIGURE 3. Accuracy trend of feature subsets on low-dimensional synthetic datasets.

53760 VOLUME 12, 2024



X. Qi et al.: Maximum Information Coefficient Feature Selection Method for IVD

FIGURE 4. Accuracy trend of feature subsets on high-dimensional synthetic datasets.

followed by the deletion of DPT and H in turn on TB_Ds.
T and DPT are directly deleted, followed by the deletion of
AP and H in turn on HSTB_Ds.

Although IVD_MIC values and feature subsets of the
Water dataset are not detailed, we can see from the thermal
diagram that features with strong correlation are concentrated
in the middle and upper-left corner of the figure. Features are
removed using the stepwise shrinkage method according to
the idea applied to the five-dimensional datasets to obtain a
series of feature subsets.

2) SELECTION OF OPTIMAL FEATURE SUBSET FOR IVD _ MIC
IVD_MIC obtains a series of candidate feature subsets
from three perspectives of the IVD_MIC matrix to select
the optimal feature subset. Fig.3-Fig.5 show the accuracy
trend of IVD_MIC on synthetic datasets and real-world
datasets. In the figures, the y-axis represents the classifi-
cation accuracy, and the x-axis represents the number of
features corresponding to the feature subsets under different
perspectives of the complete set (U), row (r), column (rc), and
both row and column (rc). The small squares represent the

number of features of different candidate feature subsets and
the corresponding accuracies, and the circle dot represents
the final selected optimal feature subset. Each subgraph is
divided into three regions from left to right according to three
different perspectives by two vertical lines.

From Fig.3, it can be clearly seen that the accuracies cor-
responding to each perspective on both Ds1 and Ds2 datasets
are decreasing. When the number of features is 3 and 2 on
the column perspective for Ds1, the accuracies of the corre-
sponding feature subsets vary by less than 1the accuracy of
the subset containing 2 features in the column perspective is
higher than the corresponding accuracy of the subset contain-
ing 3 features in the row perspective. Therefore, the feature
subset corresponding to c2 is selected as the optimal subset
for Ds1, and r1 is the optimal subset for Ds2. Similarly, for
Ds3 and Ds4, after comparison from three perspectives, the
feature subsets corresponding to c3 and c2 are finally selected
as the optimal feature subsets, respectively.

In Fig.4, the classification accuracies of the subsets fluc-
tuate continuously with decreasing in the number of selected
features. In order to select the optimal feature subset quickly,
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FIGURE 5. Accuracy trend of feature subsets on real-world datasets.

FIGURE 6. Comparison of classification accuracy among five methods on LIBSVM.

we can first select a better feature subset from three per-
spectives, and then compare to obtain the optimal feature
subset. For Set1, in the three perspectives, the number of
features of the selected better feature subsets is 72, 84, and
93 respectively, whose corresponding accuracies are 91.17%,
92.75%, and 93.75% respectively. The maximum value of
accuracies difference among the three is 2.58%, while the
difference of the corresponding number of features is 21,

and the corresponding average unit feature accuracies dif-
ference improves by 0.27%. Therefore, the feature subset
corresponding to r72 is selected as the optimal feature subset.
In like manner, for Set2, Set3, and Set4, the feature subsets
corresponding to r89, r70, and r64 are selected as the optimal
subset after a comparison from three perspectives.

Fig.5 shows the changing trend of the accuracies cor-
responding to different subsets on the real-world datasets.
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FIGURE 7. Comparison of classification accuracy among five methods on CART Tree.

FIGURE 8. Comparison of classification accuracy among five methods on KNN.

As for both HS_Ds and HSTB_Ds, the accuracies show
a downward trend, therefore, the subset with the highest
accuracy is selected as the optimal feature subset from three
perspectives, that is the subset corresponding to r4. For
TB_Ds, in the row perspective, when the number of retained
features is 4, 3, and 2, the corresponding accuracies are
similar and relatively high. In two perspectives of column,
and both row and column, when the number of features
is 4 and 3, respectively, the corresponding accuracies are
relatively high, and the accuracies are similar to the subset
with the retained 2 features at the row perspective. So r2 is
selected as the optimal feature subset. For the Water, in the
three perspectives, the selected better subsets have 30, 31, and
31 features respectively, whose corresponding accuracies are
81.98%, 81.70%, and 81.36%. It is obvious that the subset
with 30 features has the highest accuracy and the least number
of features, so r30 is selected as the optimal feature subset.

3) CLASSIFICATION PERFORMANCE OF IVD_MIC
A good feature selection method should not only select fewer
features but also choose the most representative features

that can improve the classification performance. To evaluate
the performance of IVD_MIC, five methods are validated
on LIBSVM, CART Tree, and KNN. The performance of
IVD_MIC is reflected through different evaluation indicators
which are classification accuracy, average accuracy, MRR,
Win/Tie/Loss, average ranking, and average unit feature
accuracy.

Fig.6-Fig.8 show a comparison of classification accu-
racy among five methods on three classifiers. For LIBSVM
and CART Tree classifiers, IVD_MIC achieves the high-
est classification accuracy in 7 out of the 12 datasets.
For KNN, IVD_MIC achieves the highest classification
accuracy in 6 datasets. Additionally, compared to other meth-
ods, IVD_MIC performs better on the real-world datasets.
In conclusion, IVD_MIC demonstrates more outstanding
classification performance.

We compare the accuracies of five methods on three classi-
fiers, and the results on 12 datasets are listed in Table 8. The
best results are indicated with bold values. Average results,
MRR, and Win/Tie/Loss of each method are also listed in
the last three row of each classifier. MRR is the average

VOLUME 12, 2024 53763



X. Qi et al.: Maximum Information Coefficient Feature Selection Method for IVD

TABLE 8. Comparison of classification accuracy on different classifiers.

reciprocal rank [20], used to measure the comprehensive
ranking of amethod, the largerMRRvalue indicates the better
ranking. For example, IVD_MIC is ranked on LIBSVM as
follows: 1, 1, 1, 1, 4, 2, 2, 1, 1, 2, 2, 1. TheMRR of IVD_MIC
is calculated as (1 + 1 + 1 + 1 + 1 / 4 + 1 / 2 + 1
/ 2 + 1 + 1 + 1 + 1 / 2 + 1 / 2 + 1) / 12 = 0.7708.
Win/Tie/Loss [21] indicates that IVD_MIC outperforms the
current method (Win), has the same performance (Tie), or is
not outperformed by the currentmethod (Loss). FromTable 6,
it is clear that IVD_MIC outperformed other methods for the
average on the three classifiers, and IVD_MIC has the best
MRR value with about 0.77, 0.75, and 0.68, respectively,
on the three classifiers. Besides, Win/Tie/Loss results are
significant, with the number of Ties being 0 and the number
of Wins being more than Losses on three classifiers. This

indicates that the accuracy of IVD_MIC performs the best
over the current methods in most datasets. In conclusion,
the comprehensive performances of IVD_MIC are optimal,
indicating that IVD_MIC performs better in feature selection
and has good robustness, especially on LIBSVM.

Fig.9 shows the average rankings of each method on
different classifiers. As seen in Fig.9, IVD_MIC not only
ranks first but also has a small standard deviation on three
classifiers. For LIBSVM and CART Tree, IVD_MIC ranks
significantly better than other methods, and the standard devi-
ation is similar to Spearman. For KNN, IVD_MIC is ranked
optimal with a small standard deviation (1.44). This further
reinforces the conclusion that IVD_MIC performs exception-
ally well in comparison to other methods across different
classifiers.
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FIGURE 9. Average ranking of the experimental methods (average ± standard deviation).

FIGURE 10. Average unit feature accuracy of the experimental methods.

The average unit feature accuracies of the five methods
are compared to verify the effectiveness of IVD_MIC, and
Fig.10 shows the comparison results of average unit feature
accuracy for each method on different classifiers. In Fig.10,
on the three classifiers, the average unit feature accuracy of
IVD_MIC is the highest, Spearman is second, and Pearson
is last. On LIBSVM, CART Tree, and KNN, the average
unit feature accuracies of IVD_MIC are 18.57%, 17.75%,
and 17.79%, respectively. They are 1.43%, 1.46%, and 1.49%
higher than Spearman, and 3.07%, 3.04%, and 3.08% higher
than Pearson. The experimental results demonstrate that
IVD_MIC is the most effective method for feature selection
of IVD.

IV. CONCLUSION
In conclusion, the traditional feature selection methods for
IVD face some challenges, such as losing key information
(location or size), and increasing the number of features.
To address these issues, we propose the IVD_MIC. We con-
struct URF with the best adjustment factor, and then calculate
the IVD_MIC matrix. Subsequently, we remove strongly
correlated features from three perspectives, and obtain the
optimal feature subset. Experimental results demonstrate that
IVD_MIC outperforms other methods in both comprehensive

performance and average unit feature accuracy. Since we
concentrate on resolving redundancy issues among features,
there’s a possibility of eliminating features more closely
associated with the category or retaining those less rele-
vant. In subsequent endeavors, we aim to experiment with
a two-step feature selection approach to tackle the redundant
features of IVD. This method will preserve features strongly
linked to the category in the initial step and then eliminate
redundant features from the selected set in the subsequent
step. Alternatively, we seek to explore a feature selection
method that combines the above two steps into one, seeking
maximum correlation and minimum redundancy.
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