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ABSTRACT This paper presents a new real-time method for fast and reliable detection of islanding events
in DC microgrids (MGs). The method involves injecting a distinct periodic perturbation signal from the
controller of the main bidirectional dual active bridge (DAB) DC-DC converter at predetermined intervals.
This discrete signal significantly reduces its impact on power quality. Intentionally injecting a narrow-band
perturbation signal enhances the method’s ability to differentiate islanding events from random fluctuations
and disturbances, demonstrating its robustness. Decentralized detectors at each MG sub-DC link monitor
system parameters. Real-time wavelet analysis concurrently decides to disconnect the main DC grid and
common DC bus during islanding events, eliminating the need for complex DC circuit breakers (CBs). The
proposed method is easily implementable without requiring a separate communication infrastructure and
is applicable in scenarios with or without power exchange between the main DC grid and MGs. Detailed
mathematical stability analysis confirms the method’s stability, aligning with the IEEE 1547 Standard, and
is supported by extensive simulation results.

INDEX TERMS Active islanding detection method, DC microgrid, bidirectional DC-DC converter, high-
frequency injection, islanding condition, real-time wavelet analysis, dual active bridge (DAB) converter.

I. INTRODUCTION
Recently, DC MGs have attracted attention for their
greater reliability and efficiency compared to traditional AC
MGs [1]. They are also noted for being more economical,
providing better control and flexibility, and improving power
quality [2]. While DC MGs offer numerous benefits, the
challenge of detecting islanding conditions remains complex.
In DC MGs, unlike AC power systems, there are no
parameters like frequency or reactive power, which are
commonly used in IDMs for AC MGs. This lack of reactive
power, while beneficial in some ways, means traditional
IDMs utilized in AC power systems cannot be applied
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to DC MGs. Moreover, DC MGs cannot employ different
frequency-based detection techniques such as rate of change
of frequency (ROCOF), active frequency drift (AFD), and
slip mode frequency shift (SMS), limiting detection strategies
to voltage and current monitoring [3], [4], [5], [6]. This lim-
itation poses challenges in accurately identifying islanding
events, especially when power generation closely matches
consumption. Additionally, the complexity of protection
systems in DCMGs, due to the lack of zero-crossing current,
necessitates the development of fast and reliable detection
methods, highlighting the need for innovative approaches in
DC MGs.

Generally, IDMs are categorized into local and remote
approaches. Local IDMs monitor system parameters at
the point of common coupling (PCC) to detect islanding
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TABLE 1. Comparison of traditional islanding detection methods in AC/Hybrid power systems.

events, dividing further into active and passive methods.
Passive methods, though quick and simple, face limitations
in detecting events when generation matches load closely,
leading to a significant non-detection zone (NDZ) [7].
Active methods introduce perturbations to identify islanding
but can impact power quality [7], [8]. Remote IDMs,
utilizing communication links for detection, offer enhanced
accuracy and minimized NDZ but come with higher costs
and complexity, along with vulnerability to communication
failures [9].
Remote IDMs such as power line signaling and transfer

trip schemes are more effective in detecting islanding events
in DC networks than conventional local methods. These
communication-based methods use communication links to
recognize between islanding and non-islanding conditions.
The main advantages of these methods are the secured
power quality and zero NDZ. However, communication-
based IDMs face several challenges, including the high
cost of comprehensive communication infrastructures and
complicated implementation. Moreover, due to the risk of
communication failure, the effectiveness of these methods
cannot be guaranteed [29], [30].
To address the challenge of accurately detection of

islanding conditions and ensuring selective protection in
DC MGs, there is a growing interest in adopting advanced
signal processing methods. These techniques utilize sig-
nal processing tools to analyze DC voltage and current,
establishing criteria for fault location. Signal processing
involves analyzing system output signals to detect faults
without requiring a detailed input-outputmodel of the system.

Key signal analysis methods include fast Fourier transform
(FFT) [31], short-time Fourier transform (STFT) [32], and
Hilbert-Huang Transforms (HHT) [33]. The FFT is used
to analyze how the frequency content of a non-stationary
signal changes over time, offering a more perspective on
the data features. STFT, in particular, finds common usage
in detecting and categorizing failures in DC MGs due
to its ability to overcome Fourier transform limitations
related to signal intervals. The S-transform is another signal-
processing technique for analyzing non-stationary signals.
It can be employed in islanding detection systems to analyze
frequency components of signals, aiding in the identification
of islanding events [34].
The Wavelet Transform (WT) analysis is a signal-

processing technique that has been employed for detecting
islanding conditions in power systems [23], [35], [36]. The
WT IDM is highly effective at detecting rapid changes
in signals because it can accurately identify signals in
both frequency and time domains. Reference [34] shows
the feasibility of detecting faults by analyzing spectral
changes in the frequency components of voltage at the
PCC during islanding events. However, WT IDMs used
in [34] is an offline method and identify an islanding
event only after it has already occurred. This delay in
detection might risk disconnecting the main grid from
other MGs. Table 1 compares the conventional islanding
detection methods (IDMs) in AC/Hybrid Power Systems,
and Table 2 provides a summary of the characteristics,
advantages, and disadvantages of various IDMs in DC MGs,
such as current differential and directional protection, which
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TABLE 2. Comparison of common islanding detection methods in DC MGs.

offer inherent selectivity due to well-defined protection
zones.

This paper presents a novel real-time wavelet-based active
IDM for fast and reliable identification of islanding events
in DC MGs, which considerably reduces the detection time,
ensuring fast real-time actions in case of islanding events.
The superiority of the proposed method is validated in a
DC power system including an infinite DC bus connected
to the common DC through the main bidirectional DAB
converter. Additionally, three different MGs are connected to
the common DC bus employing their respective bidirectional
DC-DC converters. In cases where the perturbation signal
is detected, the controllers maintain the connection of the
main grid to the common DC link, ensuring continuous
operation of the system. Conversely, in the absence of
the perturbation signal, all bidirectional DC-DC converter
controller disconnect their connection to the rest of the
system, effectively disconnecting eachMG from the common
DC bus and the main grid. The discrete nature of the
perturbation signal significantly reduces disturbances on the
power quality of the system. By combining the advantages
of real-time detection, precise and highly reliable detection
methods, and low-cost implementation due to the lack of
extensive communication infrastructure, this technique offers
an enhanced solution for islanding detection in DC MGs.
Furthermore, due to the narrow band perturbation signal,

this method can distinguish between islanding conditions and
any other noise or unwanted signal, proving its robustness.
Notably, the method achieves a near-zero NDZ, representing
a significant advancement among conventional IDMs.

The subsequent sections of this paper are organized as
follows: Section II presents an overview of the studied
system. Section III focuses on the model derivation. The
methodology employed in the proposed approach is detailed
in Section IV. Section V presents simulation parameters. The
results and discussion of the proposed IDM are provided in
Section VI. The stability analysis of the proposed approach
in both island and non-island conditions is presented in
Section VII. Finally, Sections VIII and IX belong to the
comparison and conclusion, respectively.

II. STUDY SYSTEM
Fig. 1 shows the schematic of a multi-terminal radial DC
system that has been used to develop a new islanding
detection algorithm in a DC power system. Also, Fig. 2
displays the schematic of the proposed DC power system in
‘‘Normal’’ and ‘‘Islanding’’ operation modes. According to
Fig. 2, the proposed system comprises an infinite DC bus
that connects to a common DC bus through a DAB converter.
Three separate DC MGs are connected to the other side of
the common DC bus through their respective bidirectional
DC-DC converters. Each MG operates independently with
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FIGURE 1. The schematic of a four-terminal DC power system.

FIGURE 2. Schematic of the proposed DC power system in ‘‘Normal’’ and ‘‘Islanding’’ operation modes.

its power demands and supplies, which may vary over time.
Table 3 shows some of the high-level design specifications
and modeling parameters used to simulate the MGs and the
infinite DC bus. Power lines are modeled using the equivalent
series resistance of 0.083 �.km−1 and the equivalent
inductance of 0.1 mH .km−1.

III. MODEL DERIVATION
In this section, the generalized average model is used to
model the dynamics of the DAB converter [53], [54], [55],
[56]. This technique is based on representing a signal using
the Fourier series as follows:

x(τ ) =

+∞∑
−∞

⟨x⟩k (t)ejkωsτ (1)

where:

⟨x⟩k (t) =
1
T

∫ t

t−T
x(τ )e−jkωsτdτ

=
1
T

∫
t−T

t
x(τ )coskωsτdτ − j

1
T

∫ t

t−T
x(τ )sinkωsτdτ

(2)

Using the dynamical equations of the inductor current and the
capacitor voltage, the state equations of the DAB converter
presented in Fig.2 can be derived as follows:

dit (τ )
dt

= −
Rt
Lt
it (τ ) +

1
Lt
S1(τ ).Vin(τ )

−
N
Lt
S2(τ ).VDC(MG1)(τ ) (3)

dVDC(MG1)
dt

= −
1

RDC(MG1)C(MG1)
VDC(MG1)
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TABLE 3. Modeling parameters of the DC power system.

+
N

C(MG1)
.it (τ )S2(τ ) +

1
C(MG1)

Ipv(MG1)(τ )

(4)

In a conventional state-space average model, the state
variables can be simplified using only the DC terms (k = 0)
of the Fourier series. However, since the transformer current
it is purely AC, the DC term is zero and there is a large ripple
that needs to be modeled. Thus, the average model utilizes
more terms in the Fourier series to represent more details in
the model. In the case of the DAB converter, it is common
to include more terms (k = 0, k = +1, and k = −1)
in the Fourier series to represent the average values of the
state variables. In a continuous-time model, the state-space
representation of the systems is given by:

Ẋ (t) = A.X (t) + B.U (t) (5)

where matrices X and B are defined as follows and matrix A
is presented in (6), shown at the bottom of the next page.

X =



⟨VDC(MG1)⟩0
⟨it ⟩1R
⟨it ⟩1Im
⟨it ⟩0

⟨VDC(MG1)⟩1R
⟨VDC(MG1)⟩1(Im)

 B =



0
1

C(MG1)
0 0

−
2
π.Lt

0

0 0
0 0
0 0


In the proposed systems at (5), ‘‘R’’ and ‘‘Im’’ represent

the real and the imaginary parts of a complex number,
respectively. It is assumed that ⟨it ⟩0 is zero since ⟨it ⟩ has
an AC nature and does not have a DC term. Additionally,
since the dynamics of VDC(MG1) is much slower than it , it can
be assumed that the variation of the VDC(MG1) is negligible.
Therefore, ⟨VDC(MG1)⟩1R = ⟨VDC(MG1)⟩1Im = 0. The input

capacitance (Cin) is relatively large, so the input voltage
variation is not significant, and the dynamic of the input
capacitor is not considered.

As it can be seen from the equations (5) and (6), the
⟨it ⟩0, ⟨VDC(MG1)⟩1R, and ⟨VDC(MG1)⟩1Im are decoupled from
the system inputs. Since their initial values are zero, they
do not have any variations in time. So, their steady-state
values are also zero, and their dynamics are independent
of the rest of the system. Accordingly, the dimension of
the state-space matrix can be reduced to 3 as represented
in (7), shown at the bottom of the next page. The state-space
matrix indicates that the system’s dynamics can be described
using the 0th coefficient of output voltage VDC(MG1), and
the 1st coefficients of transformer current as state variables.
Including more terms in the Fourier series would increase the
model’s accuracy, but it would also make the model more
complex.

The steady-state equations of the systems can be derived by
setting the derivatives of the state variable to zero. By doing
that and substituting it(1R) and it(1Im) into VDC(MG1), the
following equations can be calculated:

VDC(MG1)(1 +
8N 2RDC(MG1)Rt
π2(R2t + L2t ω2

s )
)

=RDC(MG1)Ipv1+
8NRDC(MG1)

π2

Rtcos(dπ ) + ωsLtsin(dπ )

(R2t + L2t ω2
s )

vi

(8)

As 8RDC(MG1)Rt ≤ π2(R2t + L2t ω
2
s ), and by assumingN = 1,

equation (8) can be rewritten as equation (9).

VDC(MG1) = RDC(MG1)Ipv1

+
8N 2RDC(MG1)

π2

Rtcos(dπ ) + ωsLtsin(dπ )

(R2t + L2t ω2
s )

vi

(9)
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Equation (9) is obtained under normal conditions (non-
islanding). However, in the event of islanding, the infinite DC
bus is disconnected from the rest of the system and this will
result in it = 0. In this scenario, the reflection of it on the
second side is also zero. Consequently, all parts of Ipv1 flow
into RDC(MG1). The steady-state equation for the islanded DC
network is then expressed as follows:

VDC(MG1) = RDC(MG1)Ipv1 (10)

Comparison between (9) and (10) shows that during the
transition from ‘‘normal’’ to ‘‘islanded’’ mode, the bus
voltage VDC(MG1) varies by the term of:

8N .RDC(MG1)
π2 (

Rtcos(dπ ) + ωsLtsin(dπ )

(R2t + L2t ω2
s )

)vi (11)

Therefore, the difference between ‘‘normal’’ and ‘‘islanded’’
modes is:

1VDC(MG1)

=
8N .RDC(MG1)

π2 (
Rtcos(dπ ) + ωsLtsin(dπ )

(R2t + L2t ω2
s )

)vi (12)

IV. METHODOLOGY
The system can be operated in two different modes depending
on the connectivity of the infinite DC bus to the main DAB
converter: normal operation mode and islanding operation
mode. Fig. 3(a), and Fig. 3(c) depict the system study in
the ‘normal operation mode’ in the absence and presence
of the proposed method, respectively. In the presence of the
proposedmethod, themainDAB converter acts as the primary
controller to maintain the voltage of the common DC bus.
The controller of the main DAB converter injects a periodic

perturbation signal into the system. At each MG terminal
(DC link), a local detector measures the voltage and current,
transmitting the monitored data through the DC link to the
control systems to implement the relevant control algorithm.
The presence of the perturbation signal within the DC voltage
indicates the normal operation mode.

Fig. 3(b), and Fig. 3(d) illustrate the system study in
the ‘‘islanding operation mode’’ without and with the
proposed method, respectively. The absence of the proposed
perturbation signal indicates that the system is in an islanding
condition. After detecting the islanding condition, since
power-generating nodes may still be active and contribute to
the system during the islanding mode, the main objective is
to stop the power-generating nodes as soon as the main grid
is absent. Therefore, if the signal is not received, the common
DC bus should be de-energized, and each MG should supply
its loads.

A. CONTINUOUS WAVELET TRANSFORM (CWT)
IMPLEMENTATION
1) USING MORLET WAVELET
In this section, the application of the Morlet wavelet
function is discussed. The unique time-frequency localization
characteristics of theMorlet wavelet are harnessed to monitor
islanding and non-islanding signals effectively. In this
method, the input signal is convolved with a well-suited
Morlet wavelet. The choice of the Morlet wavelet for this
investigation is based on specific reasons [57]:

1) The primary objective of the proposed method is
to identify a single-tone frequency signal within the
system.

A =



−
1

RDC .C(MG1)
−
4Nsin(dπ )
π.C(MG1)

−
4Ncos(dπ)
π.C(MG1)

0 0 0

−
2Nsin(dπ )
π.Lt

−
Rt
Lt

ωs 0 0 0

−
2Ncos(dπ )
π.Lt

−ωs −
Rt
Lt

0 0 0

0 0 0 −
Rt
Lt

4Nsin(dπ )π.Lt 4Ncos(dπ)
π.Lt

0 0 0 −
2Nsin(dπ )
π.C(MG1)

−
1

RDC2.Cout
ωs

0 0 0 −
2Ncos(dπ )
π.C(MG1)

ωs −
1

RDC2.C(MG1)



(6)

d
dt

⟨VDC(MG1)⟩0
⟨it ⟩1R
⟨it ⟩1Im

 =


−

1
RDC .C(MG1)

−
4Nsin(dπ )
π.C(MG1)

−
4Ncos(dπ )
π.C(MG1)

−
2Nsin(dπ )
π.Lt

−
Rt
Lt

ωs

−
2Ncos(dπ )
π.Lt

−ωs −
Rt
Lt


⟨VDC(MG1)⟩0

⟨it ⟩1R
⟨it ⟩1Im

 +


0

1
C(MG1)

0 0

−
2
π.Lt

0


[
Vin
Ipv1

]

(7)
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FIGURE 3. Schematic of the radial DC power system using conventional vs. proposed IDM in both normal/islanding operation modes.

2) TheMorlet wavelet, functioning as a powerful analytical
signal, exhibits a significant correlation with a sine
wave.

3) The Gaussian envelope in the time domain enables pre-
cise control over the wavelet’s time-frequency length.

4) The Morlet wavelet’s rapid response characteristic
further justifies its selection for this application.

2) MORLET WAVELET TRANSFORM
The wavelet transform which is based on the inner product of
the wavelet transform and the signal is defined as (1).

ψa,b(t) = | a |
1/2ψ(

t − b
a

) (13)

where ‘‘ψ(t)′′ is the mother wavelet, ‘‘a′′ is the scale
factor, and ‘‘b′′ is called the time-location factor. The scale
parameter ‘‘a′′ and translation parameter ‘‘b′′ of CWT change
continuously. The Morlet wavelet is common for analyzing
signals since it is identical to an impulse component. AMorlet
wavelet is given by (2).

ψ(t) = exp(−β2t2/2)cos(π t) (14)

Considering both dilation factor ‘‘a′′, and translation param-
eter ‘‘b′′, the Morlet wavelet transform can be defined as:

ψa,b(t) = exp

[
−
β2(t − b)2

a2

]
cos

[
π (t − b)

a

]
(15)

As can be seen in (3), three important parameters in a
Morlet wavelet are ‘‘a′′, ‘‘b′′, and ‘‘β ′′. Different values
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FIGURE 4. Control block diagram of the proposed IDM.

FIGURE 5. Morlet wavelet.

of ‘‘a′′, and ‘‘b′′ result in a shift of the main function in
the time domain, and help the proposed signal has a better
time resolution. The shape of the Morlet wavelet is also
controlled by the parameter ‘‘β ′′. The parameter ‘‘β ′′ makes a
balance between the time and the frequency resolution of the
Morlet wavelet. Increasing ‘‘β ′′ results in a better resolution
in time, and a worse resolution in frequency. When ‘‘β ′′

goes toward 0, the Morlet wavelet becomes a cosine function
with the best effective frequency resolution. On the contrary,
when ‘‘β ′′ tends to ∞, the Morlet wavelet has the best time
resolution. Accordingly, an optimal ‘‘β ′′ provides a proper
time-frequency resolution for the proposed signal localized
in the time-frequency plane. Fig. 5 illustrates the shape of the
Morlet wavelet [58].

Fig. 4 illustrates the control block diagram of the proposed
IDM. Themain bidirectional DAB converter and its controller
are shown on the left. This controller regulates the voltage
of the common DC bus by adjusting the converter’s control
signal. To detect an islanding condition, a high-frequency
perturbation signal is injected into this control signal, which
is measured at the voltage terminals of each MG. The control
signal in the DAB converter is the phase shift (φ) between the
primary side bridge and the secondary side bridge and it can
be defined as d =

φ
π
.

As depicted in Fig. 4, the perturbation signal is added to
the desired control variable d . Then, the measured voltage
is processed through a wavelet analyzer block. In this block,
first, the measured signal is processed in a wavelet analysis
block, and then the output of the wavelet analysis passes
through the absolute value block to determine whether the
perturbation signal is present or not. A compactor determines
the existence of the perturbation signal if the output of the
absolute value block is above a predetermined threshold.
In the existence of the perturbation signal, the timeout
timer will be reset before reaching the detection time (DT).
In the absence of the perturbation signal, the timeout timer
works continually, and it reaches the predefined DT, and the
converters’ controller will disconnect the common DC bus
from all MGs and the main DC bus.

B. PERTURBATION INJECTION
The proposed novel IDM for islanding detection in DC
MGs consists of three stages. In the first stage, the main
bidirectional DAB converter that connects an infinite DC
bus to the common DC bus periodically sends short pulses
at a certain frequency on the common DC bus. In the
second stage, these pulses are used to send and receive
data between nodes. Each MG’s DC link is equipped with
a detector that measures the DC voltage and it is sensitive
to the frequency of this perturbation signal. Finally, in the
third stage, when the perturbation signal is present, the
MG is connected to the main grid (infinite DC bus), and
power can be transferred between the grid and the MGs.
The absence of the perturbation signal indicates an islanding
condition. After detecting the islanding condition, as power-
generating nodes may still be active and contribute to the
system during the islanding mode, the main objective is to
stop the power-generating nodes as soon as the main grid is
absent. Therefore, if the signal is not received, the common
DC bus should be de-energized, and each MG should supply
its loads. Fig. 6 depicts the flowchart of the proposed method.
The injected perturbation signal can be defined as d = d0 +

Apsin(ωpt), where, ω = 2π fp, fp = 1000 Hz and Ap = 0.03.
By substituting d = d0 + Apsin(ωpt) into (12), we have:

1VDC(MG1)
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FIGURE 6. Flowchart of the proposed islanding detection algorithm.

=
8NRDC(MG1)

π2

vi
(R2t + L2t ω2

s )
× [cos(Apπsin(ωpt))(Rtcos(d0π )) + ωsLtsin(d0π ))

+ sin(Apπsin(ωpt))(ωsLtcos(d0π )) − (Rtsin(d0π ))]

(16)

Equation (16) shows that 1VDC(MG1) is a function of
vi, fs, d0,Ap, fp, i.e. 1VDC(MG1) = f (vi, fs, d0,Ap, fp).
By assuming constant values for vi, ωs and d0 based on the
power equation for a fixed design, (16) is only a function of
Ap, fp, so 1VDC(MG1) = f (Ap, fp). Based on the reflection
of the frequency and the amplitude of the perturbation
signal in the voltage deviations between islanding and
non-islanding modes, islanding conditions can be detected
in DC MGs.

C. REAL-TIME WAVELET ANALYSIS
To implement the wavelet analysis on the measured signals
in the simulation, a C block code is developed. This real-time
method utilizes a shifting buffer. Accordingly, new data is
added to the first memory cell of the buffer in each sampling
sequence, and every other memory cell is shifted, and the last
data is discarded. In each sample, the inner product of the
wavelet vector and the sampled signal are calculated, and the
result is passed through the output of the C block. Based on
the presence or absence of the perturbation signal during the
DT, it can decide whether to disconnect the MGs from the

main grid or not. The proposed real-time wavelet analysis is
depicted in Fig. 7.

V. SIMULATION PARAMETER
In this section, the simulation results will be discussed.
Table 4 provides the simulation parameters.

A. DETECTION TIME (DT)
The primary challenge facing DC power networks is the
absence of comprehensive standard documents. Conse-
quently, in the absence of specific standards for DC power
systems, a common practice is to adopt the worst-case
scenario of similar AC systems, where the trip time standard
is set at 2 cycles (33 ms for 60 Hz) for 137% ≤ V .
As per the guidelines outlined in the IEEE Std. 929-2000,
interconnected distributed generation units are mandated to
take appropriate action during abnormal conditions. Given
the diverse abnormal thresholds, the converter must detect
abnormal voltage conditions and respond accordingly. If the
perturbation or abnormal condition is not sensed within the
specified 33 ms time frame, it indicates that the system is
potentially entering an islanding condition. In this scenario,
the main grid should disconnect from the common DC bus
and any connected MGs promptly. This fast disconnection
plays a critical role in maintaining the integrity and stability
of the DC power system.
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FIGURE 7. Real-time wavelet analysis.

TABLE 4. Simulation parameters.

B. PERTURBATION DURATION
Choosing a 5-cycle duration (Tpd ) for the perturbation
signal is crucial to effectively distinguish it from potential
noise within the system, whether repetitive or non-repetitive
noise occurs at the same frequency as the perturbation
signal. In other words, opting for a 5-cycle duration for the
perturbation signal is a strategic decision, particularly when
compared to shorter durations such as 1 to 4 cycles, which
present certain challenges. Within these shorter durations,
there is a significant risk that the wavelet might incorrectly
interpret noise as the perturbation signal. This issue can
lead to delays in detecting critical events like islanding
conditions in the system. Conversely, selecting a perturbation

signal with a duration of less than 5 cycles introduces
the risk of misinterpretation, especially in the presence
of non-repetitive noise. In scenarios where the system
undergoes islanding, and non-repetitive noise coincides by
chance, and considering the absence of a perturbation signal
with this non-repetitive noise during islanding, the wavelet
may inadvertently delay recognizing the perturbation signal,
potentially postponing critical actions by another 33 ms
(resulting in a total delay of 66 ms), during which there
may be a failure to meet the standard. By specifically opting
for a 5-cycle perturbation duration, these risks are mitigated
and the wavelet’s ability to accurately identify and promptly
respond to perturbation signals is enhanced. This approach
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FIGURE 8. Perturbation amplitude.

ensures reliable and timely detection of events, aligning with
established standards, and that is precisely the reason for
opting for a perturbation signal with more than one cycle
repetition.
In addition, the choice of a 5-cycle perturbation signal is
rooted in considering the use of a 5-cycle Morlet wavelet as
a continuous wavelet transform (CWT). Utilizing a 5-cycle
Morlet wavelet complements a 5-cycle perturbation signal
seamlessly. The inner product of a 5-cycle perturbation signal
with a 5-cycle Morlet wavelet provides comprehensive cov-
erage and yields favorable results. This strategic combination
enhances the ability of the proposed method to accurately
detect and respond to perturbation signals, aligning to meet
established standards.

C. INJECTION INTERVALS
Perturbations are intentionally injected at 10-millisecond
intervals (TInterval) to maintain balance. Continuous perturba-
tion can disrupt power quality, particularly given the existing
noise in the system. Conversely, waiting too long between
injections could compromise the method’s reliability. In this
setup, a perturbation is sent every 10 ms and lasts for 5 ms
(or 5 cycles). This means that, in every 10 ms slot, the
perturbation signal is active for 5 ms, enters a rest period
for the next 5 ms, and then gets ready for the next round.
This design carefully maintains power quality standards
while effectively managing any unexpected noise in the
system. It reduces the impact on power quality and provides
sufficient intervals to respond to different types of system
noise.

D. PERTURBATION FREQUENCY
The reason behind selecting the perturbation frequency (fp)
is based on the characteristics of a signal with a frequency
of 1000 Hz, corresponding to a period of 1 ms. This choice
is particularly relevant as perturbations are systematically
injected every 10 ms. Within this 10 ms interval, the signal
exhibits a pattern of five sine cycles followed by five cycles
where it is off. It reveals that the duration of each sine wave
within this 10 ms cycle is 1 ms. Therefore, the perturbation
frequency is 1000 Hz.

E. PERTURBATION AMPLITUDE
The choice of an amplitude of 0.03 for the perturbation signal
is determined by the observed effects of perturbation injection
on the common DC bus voltage. Injecting a perturbation into
the system leads to distortion in the common DC bus voltage.
This understanding informs the decision to select a specific
amplitude for the perturbation signal, aimed at achieving the
desired level of impact while maintaining system stability.
To ensure that the perturbation amplitude (Ap) remains within
a reasonable magnitude, careful considerations are made
to restrict its range. Through MATLAB simulations, the
relationship between Ap and 1V is examined, as illustrated
in Fig. 8. Adhering to standards, a 3.5% tolerance for 1V
is set at 15V. Analysis of the MATLAB graph for a 3.5%
1V tolerance (15V) reveals that Ap equals 0.035. This careful
consideration of Ap ensures that the perturbation-induced
distortion in the common DC bus voltage remains within
acceptable limits, conforming to industry standards and
ensuring the system’s stability.

F. THRESHOLD
By adjusting a proper threshold, the system can differentiate
the perturbation signal from any other noise and unwanted
signals. The reason for setting the threshold at 1.6 is based on
a careful consideration of simulation results. The threshold
value needs to achieve a fine balance. On one hand, it needs
to be high enough to prevent mistakenly identifying small
peaks that are due to other noise sources. When the threshold
is set too low, there is a risk of misinterpreting these unrelated
peaks as injected perturbation signals. This misinterpretation
could lead to the inadvertent resetting of the signal when
the system enters islanding mode. Conversely, the threshold
should not be excessively large to the extent that it overlooks
genuine perturbation signals. The design of the threshold
has undergone careful consideration through simulations to
determine a threshold value that effectively discriminates
between the desired perturbation signal and unrelated noise.

VI. RESULTS AND DISCUSSION
To demonstrate the detection of islanded and non-islanded
modes using active real-time wavelet analysis, the system
being studied was simulated in PSIM. Moreover, to show the
3D scalogram of the wavelet analysis, wavelet calculation
was conducted in MATLAB using the DC bus voltage
of MG1 as the raw data which should already have the
perturbation signal inside it. If the perturbation signal is
detected, the system will continue to operate smoothly. If not,
the system will enter islanding mode and the converters
should disconnect the main DC bus from the common DC
bus and MGs. As mentioned earlier, the perturbation signal
is a sinusoidal signal with a frequency of 1000 Hz and an
amplitude ofAp = 0.03. At t=100ms, this perturbation signal
is injected into the controller of the main DAB converter
in intervals of 10 ms, as illustrated in Fig. 9(a). As shown
in Fig. 9(b), a perturbation enable signal is multiplied by
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FIGURE 9. (a) Proposed perturbation signal, (b) perturbation enable
signal, and (c) common DC bus voltage waveforms.

FIGURE 10. (a) Output of C block, (b) Output of amplitude estimator,
(c) Output of comparator, (d) Timeout signal, (e) Islanding trigger signal
waveforms.

a sinusoidal waveform to control the perturbation signal.
Following this, common DC bus voltage is recorded which
is shown in Fig. 9(c). The maximum tolerance for voltage in
the common DC bus is 0.035, within the standard range.

The wavelet analysis block receives these signals as inputs.
Fig. 10(a) shows the output of C block. As Fig. 10(b)
depicts, the output is an estimated amplitude signal, which
is determined by passing the signal through an absolute value
block and a low pass filter. As it can be seen in Fig. 10(b),

FIGURE 11. Effect of long distance between microgrids and the common
DC bus (a) CB-MG1, (b) CB-MG2.

and Fig. 10(c), for further analysis, the output signal is
passed through a comparator to compare with a pre-defined
threshold. By adapting a proper threshold, the system is
able to distinguish between the perturbation signal and any
other noise and unwanted signals. Fig. 10(d) shows that the
timeout signal is a ramp waveform that is reset every time a
perturbation signal is detected. If no signal is received within
33 ms, the timeout signal reaches a timeout threshold and
reports an islanding condition. Finally, based on Fig. 10(e),
if an islanding condition is detected, the islanding circuit
breakers are triggered to stop energizing the commonDC bus.
The islanding condition occurs at t=300ms after the system
start-up. The maximum tolerance for voltage in a common
DC bus is 3.5%, which is within the standard range. The
output of the comparator, timeout signal, and islanding trigger
signal waveforms are shown in Fig. 10.

Fig. 11 shows the effect of long distances on the response
time of the CB. This effect comes from the overall line
inductance of the interconnections resulting in different
delays in the signals. The longer the distance is, the
higher the line’s inductance; hence, there will be a delay
in interconnections and signals. The time difference (1t)
between the two signals illustrated in Fig. 11 depends on
the dynamic equations of the transmission line. To calculate
that, it is required to solve the proposed dynamic equations in
time domains for the mentioned distances in Table 3. To solve
these differential equations, the line’s equivalent inductance,
capacitance, resistance, and transmission line model should
be considered. The derived model is also dependent on the
type, size, and location of the utilized cables [29], [30].

To conduct wavelet analysis for the 3D Scalogram, the
convolution of the Morlet wavelet with the common DC bus
voltage at various frequencies and time shifts is essential.
As depicted in Fig. 12(a), this approach produces 3D images
that depict the frequencies and time intervals of perturbations
within this voltage. Notably, at time intervals of 10 ms (e.g.,
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FIGURE 12. Scalogram of the convolution of the Morlet wavelet and the
common DC bus voltage, (a) 3D chart, (b) 2D chart.

t = 0.26s, t = 0.27s, etc.) and around 1000 Hz frequency, the
scalogram exhibits peaks higher than 1.6, indicating perturba-
tion signals in these time-frequency intervals. Additionally,
Fig. 12(b) presents the 2D Scalogram of the convolution
at specific time intervals and frequencies. By establishing
a threshold for the convolution value, perturbations in the
signal can be identified. This approach is consistent with the
PSIM simulation employed in the wavelet analysis block.

Fig. 13(a) and Fig. 13(b) demonstrate that, with an
appropriate threshold, the system can differentiate between
perturbation signals and other unwanted signals. Finally,
as shown in Fig.14, if no signal is received within the
specified DT, the timeout signal reaches a timeout threshold
and reports an islanding condition.

VII. SMALL-SIGNAL MODEL
To verify that the proposed method does not compromise the
stability of the system, it is essential to employ the small-
signal model. This entails deriving the dynamic response of a
converter by introducing a small perturbation into the control
signal. In (7), when a small perturbation in ‘‘d’’ occurs, the
state variables ⟨VDC(MG1)⟩0, ⟨it ⟩(1R), and ⟨it ⟩(1Im) deviate from
their steady states. The deviations of the state variables from
their steady-state value can be expressed as follows:

1d = d − D

1vDC(MG1)0 = vDC(MG1)0 − VDC(MG1)0
1it(1R) = it(1R) − It(1R)
1it(1Im) = it(1Im) − It(1Im) (17)

FIGURE 13. A pre-defined threshold in (a) 2D scalogram, (b) 3D
scalogram.

FIGURE 14. Detecting an islanding condition.

where the lowercase variables represent large signals, capital
letters denote the steady state values, and 1 variables
represent small signals.

Equation (7) contains the multiplication of control
input and state variables. For a small 1d , the nonlinear
term sin(dπ ).vDC(MG1)0 can be approximated as follows
using (17):

sin(dπ ).vDC(MG1)0
= sin(πD+ π1d) × (VDC(MG1)0 +1vDC(MG1)0 ) (18)

Since the multiplication of two 1 variables is very small,
we can assume:

1VDC(MG1)01d ≃ 0

1VDC(MG1)0 (sin(π1d)) ≃ 0

Similarly, the other nonlinear terms can be calcu-
lated using the same approach. Steady-state values of
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FIGURE 15. Case study 1: f = 20 kHz, amplitude = 3%.

⟨VDC(MG1)⟩0, ⟨it ⟩(1R), and ⟨it ⟩(1Im) can be found from
equation (7) by solving:

d
dt

VDC(MG1)0it(1R)
it(1Im)

 = 0 (19)

Finally, the small signal model is given by (20), shown at the
bottom of the next page. The injected perturbation is included
in d as d = d0 + Asinωt . If there is no perturbation, d is
defined as: d = d0.
In the absence of perturbation, the system exhibits a

constant matrix A, classifying it as a linear time-invariant
(LTI) system.

A =


−

1
RDC .C(MG1)

−
4Nsin(d0π )
π.C(MG1)

−
4Ncos(d0π )
π.C(MG1)

2Nsin(d0π)
π.Lt

−
Rt
Lt

ωs

2Ncos(d0π )
π.Lt

−ωs −
Rt
Lt


(21)

The stability analysis for LTI systems is well-established
and relatively straightforward. The LTI system is stable if
the eigenvalues of matrix A are all negative, i.e. det(sI −

A) = 0 ⇒ real(s) < 0. However, when perturbation
is injected, the system becomes a Linear Time-Variant
(LTV) system, where the matrix A becomes a function of
time. One of the conventional approaches for analyzing
stability in Linear Time-Varying (LTV) systems is to define
a Lyapunov function from the state variables of the system
which is positive definite, and its derivative must be negative
definite. This way, it is proven that the overall system is
stable. However, defining a Lyapunov function with the
aforementioned characteristics is difficult. In the case of an
LTV system with periodic features, Floquet theory can also

be used as a method to prove the stability of the system
by defining a new variable that makes the overall system
independent of time (TV), and in that case, the linear systems
approaches can be adopted to prove the stability of the system
by using the state transition matrix. Again, finding a proper
variable to make the system time invariant is a complex task
to do.

To address this complexity, an alternative approach is
proposed here. Since the time-varying portion of the proposed
system in matrix A is a sinusoidal function, it is bounded
between −1 and 1, and it cannot have values outside
this boundary. Also, another characteristic of a sinusoidal
function is that it is uniformly continuous and by analyzing
it during one period, we can detect how it behaves over
time. Considering all these features, we can divide the sin
function over one period to 100 sub-intervals and can assume
the system is time-invariant in each sub-interval. Since the
system is uniformly continuous and it does not change over
time in each sub-interval, the stability of the system can be
analyzed using its eigenvalues in each interval, i.e. det(sI −

A′) = 0 ⇒ real(s) < 0. We observed that all the eigenvalues
are negative for each interval, and we can conclude that the
system is stable. Also, the system is uniformly stable and
it does not change from one interval to another, so we can
conclude that the overall system is stable.

A. COMPARISON OF DIFFERENT WAVELET COEFFICIENTS
Each wavelet transform can be chosen for a particular
application based on the signal processing analysis. The
Morlet wavelet demonstrates more accurate results than the
other continuous wavelet transform because of its Gaussian
distribution nature in the frequency domain. As shown in
Fig. 9, a perturbation signal is generated at 1 kHz frequency.
The amplitude of this perturbation is 3%. Fig. 10 indicates
that the perturbation signal detects islanding conditions based
on the designed frequency and amplitude. It means that both
the designed coefficients and scaled threshold are optimized
to detect the islanding condition.

To show that the proposed algorithm is robust to the
noise and only works for the designed frequency and
amplitude of the perturbation signal, a new simulation has
been performed with the perturbation frequency of 20kHz,
while the amplitude has remained constant. The result of
this condition is illustrated in Fig. 15 When the frequency
is higher, the output of the C block cannot detect the
perturbation through the common DC bus, so the timeout
signal is not reset, and the islanding CB is kept closed. Fig. 16
depicts that a perturbation signal with a frequency of 1 kHz,
and an amplitude of 1% is injected into the system. Similar to
the previous situation, islanding occurs at t = 300ms after
the system start-up. Since the amplitude is lower than the
designed value, the islanding signal cannot be detected using
the wavelet analysis, and islanding CB is not triggered to
disconnect the common DC bus from the rest of the system.
This issue may bring hazards to personnel and equipment.
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FIGURE 16. Case study 2: f = 1 kHz, amplitude = 1%.

So, the importance of designing the optimized coefficients is
highlighted in this section.

In the third case as illustrated in Fig. 17, to emphasize the
ability of the proposed novel islanding detection method, the
islanding event happens at t = 0.23s. In the corresponding
MG, the first load is always in the circuit. The second load
connects to the circuit at t=0.15s. The total load is now
higher than the power capability of MG. Thus, to meet the
total load demand, the bidirectional converter should transfer
the required power from the common DC bus to the MG.
However, the islanding condition happens at 230 ms, and the
islanding CB is tripped after 33 ms, causing the MG to be
disconnected from the common DC bus, and its voltage is
dropped. Table 5 shows the performance of the proposed IDM
compared to the other WT-based methods in the literature.
As this table presents, the proposed IDM can outperform
other methods in different aspects.

VIII. COMPARISON
Table 5 provides a detailed comparison of various IDMs
using wavelet-based approaches. The CWT approach offers

FIGURE 17. Case study 3, f = 1kHz, amplitude = 3%.

superior time-frequency localization but comes with a
high computational burden. To mitigate this burden in the
proposed method, the wavelet function is fixed, and data
enters and exits the window in a first-in-first-out (FIFO)
manner. This ensures real-time processing without the need
to store all the data. The proposed method has a near-zero
NDZ, surpassing other methods. Additionally, the detection
time is sufficiently low for islanding event detection, meeting
the standard for a 33 ms detection time over 2 cycles.
An important advantage of this method is that it does not
rely on communication links, allowing for local actions to
disconnect MGs from the main grid. This independence helps
in reducing the overall costs. Another significant advantage
is the proposed method’s ability to operate even in the power
match situation between the main grid and MGs, where no
power transfer is necessary. Furthermore, the discrete nature
of the perturbation signal considerably reduces its impact on
power quality.

IX. CONCLUSION
This paper presents a real-time novel active method designed
for fast detection of islanding conditions in DC microgrids

d
dt

1vDC(MG1)01it(1R)
1it(1Im)



=


−

1
RDC .C(MG1)

−
4Nsin(dπ )
π.C(MG1)

−
4Ncos(dπ )
π.C(MG1)

2Nsin(dπ )
π.Lt

−
Rt
Lt

ωs

2Ncos(dπ)
π.Lt

−ωs −
Rt
Lt


1vDC(MG1)01it(1R)

1it(1Im)

 +


−
4Ncos(dπ )
π.Cout

π It(1R) −
4Nsin(dπ )
π.Cout

π It(1Im)
2Ncos(dπ)
π.Lt

πVDC(MG1)0

−
2Nsin(dπ )
π.Lt

πVDC(MG1)0

1d
(20)
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TABLE 5. Citational evaluation of different wavelet-based islanding detection methods.

(MGs), eliminating the need for isolators or DC circuit
breakers (CBs). Detailed mathematical stability analysis
proves that the proposed method ensures system stability,
achieving a near-zero non-detection zone (NDZ) and zero
false detection. The intentional injection of a narrowband per-
turbation signal enhances themethod’s robustness, enabling it
to differentiate between islanding events and random fluctua-
tions. Moreover, the method’s near-zero NDZ makes it more
accurate compared to conventional islanding detection meth-
ods. The proposed active strategy, implemented in real-time,
minimizes the risk of misidentification under non-islanding
conditions while maintaining negligible adverse impacts
on power quality. Simulation results validate the perfor-
mance of the proposed algorithm in detecting the non-
islanded/islanded mode of the system, highlighting its poten-
tial for seamless integration of DC MGs into modern grids.
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