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ABSTRACT The significant increase of converter interfaced generation, consumption, storage, and
transmission in power systems, results in the need to consider converter-driven stability in detail, as well as to
study modelling and analysis methods with which such stability effects can be represented and investigated.
Due to the multiple causes of converter-driven stability effects, a classification into further categories of fast
and slow converter-driven stability is necessary, which is systematically presented in this paper. We further
provide a detailed overview on appropriate modelling methods including static, quasi-dynamic and dynamic
modelling and their respective applications. Typical analysis methods such as eigenvalue and impedance
based analysis are explained and related to the previous modelling approaches. Based on that, a guide to
which modelling and analysis method is appropriate for which type of converter-driven stability, is provided.
In addition, open and recent research questions with regard to studies on nonlinear analyses of large systems
with acceptable computational costs are pointed out.

INDEX TERMS Converter-driven stability, converter interfaced generation, dynamic phasors, eigenvalue
analysis, electromagnetic transients, impedance based analysis, participation factor analysis, power systems

stability.

I. INTRODUCTION

The transformation of the electrical power system from a
classical top-to-bottom structure with classical synchronous
machine based power plants on the high voltage level and
consumer on the lower voltage levels to a power system
with mainly converter interfaced generation, consumption,
storage, and transmission on high, medium and low voltage
levels, leads to challenges in the power system stability.
Due to the expanding percentage of power plants that
are connected to the grid via power electronic devices
(converter interfaced generation) and the decreasing amount
of conventional plants, the dynamics of the power system
significantly change. Thus, new stability phenomena can
occur that must be analysed. Next to theoretical approaches
that classify instability problems in power systems on
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the basis of the characteristics and reachability of the
equilibrium points of the power system differential algebraic
equations [1], extensions and revisions of the classical
stability definitions of Kundur et al. [2] are introduced
in [3]. In addition to the classical stability types such
as rotor angle stability, voltage stability, and frequency
stability, two new categories are defined, the resonance
stability and the converter-driven stability. According to
the definition of [3], resonance stability can be subdivided
into electrical resonance stability, which is affected by the
controls of doubly-fed induction generators, and torsional
resonance stability. The latter is affected by flexible AC
transmission systems (FACTS), which are static power
electronic devices used to improve power transfer capability
and controllability [4], and high voltage direct current
(HVDC), which is increasingly used in transmission systems
because of its advantages in long distance transmission and
efficiency [5].
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FIGURE 1. Frequency ranges of slow and fast converter-driven stability
and their respective main causes for possible interactions in those
regions.

Converter-driven stability is a generic term and summa-
rizes all stability phenomena that are influenced or caused
by converters and their controls. Thus, it is important
to keep in mind that different stability phenomena are
grouped and therefore the same modelling and analysis
methods cannot be applied for all investigations in converter-
driven stability. Occurring interactions can be assigned to
different time scales. Reference [3] defines slow dynamic
interactions as those with a frequency smaller than 10Hz
that concludes interactions between the controller dynamics
of power electronic devices with slow responding parts of
the power system. Furthermore, subsynchronous oscillations
above 10Hz or slow dynamic interactions around the
fundamental frequency [6] can appear. Fast converter-driven
stability includes interactions between the dynamics of the
fast controllers of power electronic devices or between
the control dynamics and fast responding parts of power
electronic devices up to a frequency of several hundred
Hz or even kHz. Fig. 1 shows main causes of slow and
fast converter-driven stability and their respective frequency
ranges.

Especially for analyzing and investigating fast converter-
driven stability, a detailed and accurate modelling is required
to be able to model the interaction phenomena. This can result
in significant problems regarding the computational time and
the solvability of the problem, if the dynamics and stability
analyses of large power systems as transmission systems are
of interest.

The increasing importance and interest in modelling of
power electronic devices and stability analysis in converter
interfaced generation dominated power system is reflected
in the research. Fig. 2 shows the increasing amount of
publications addressing the topic ‘‘converter control” and
“grid-forming converter”” that is increasing even more
strongly with time. The timeline is based on the online
available data sets of IEEE, and Elsevier (subject areas:
Energy and Engineering).

The majority of the publications on converter-driven
stability base their analyses on voltage source converters
(VSCs). VSCs are self-commutated converters, typically
based on insulated gate bipolar transistors (IGBTs). Sim-
ple topologies as 2- or 3-level VSCs allow low voltage
applications. In contrast, modular multilevel converters
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FIGURE 2. Develeopment of publications on “converter control” and
“grid-forming converter.”

(MMCs) with up to several hundred voltage levels, have
several important advantages as modularity, scalability, good
harmonic properties, and are used for medium and high
voltage applications as HVDC and FACTS [7].

Overviews or guidelines for modelling and analyzing sta-
bility of converter interfaced generation dominated systems
exist in the literature for various different applications with
different purposes. For example, [8] gives a summarized
overview on various modelling deepness and relates it to
different types of stability. Based on existing literature and
experiences, the paper provides a rough all-around as a
good start in the topic of modelling deepness of power
electronics without focusing on one specific modelling
approach or stability type. In contrast, [9] defines phasor
models of converters with different detail grade and compare
it to electromagnetic transients (EMT) models in various
studies to investigate the usability of phasor modelling
approaches of power electronics for future power systems,
where the dynamics cannot be clearly assigned to the
electromagnetic or the electromechanical field. Advantages,
disadvantages and restrictions of the modelling approaches
as well as recommended actions are given. An overview
on modelling methods, control approaches, and interaction
between converters as well as between converters and the grid
is given in [10] and in the dissertation [11] with attention
to stability problems due to converter interfaced generation
in distribution grids. A guideline in form of a conceptual
approach for stability analysis in power electronic based
power systems provides [12]. Based on system information,
recommended system modelling methods and stability tools
can be found to inter alia make predictions on stability regions
and identify critical or instable operating points. Cheah-Mane
et al. [13] provide an overview on analyzing approaches
for small signal stability for converter dominated systems.
Next to explanations of reference frames as the af-frame,
the dg-frame or the pn-frame and the corresponding trans-
forms, modelling examples of loads and passive elements,
of synchronous generators, two-level VSCs, and MMCs
are discussed. Furthermore, a short review of typical small
signal analysis methods, as impedance based analysis, state
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space analysis, and frequency domain analysis, including
advantages and disadvantages is given. Focussing exclusively
on harmonic stability, [14] presents concepts, modelling
and analysis for converter interfaced generation dominated
systems. Kong et al. [6] focuses on small signal converter-
driven stability problems, gives an inside in the state of
the art research of stability challenges in future converter
interfaced generation dominated power systems, emphasizes
main reasons for stability problems, briefly describes the
approaches of state space and impedance based analysis and
gives some examples on a fully converter based two area
system.

It becomes apparent that existing papers and guidelines
mostly address concrete analyses and modelling types in a
very detailed way, focus on specific applications or problems,
or are super high level if they consider all types of stability
in power systems and not only converter-driven stability.
This work aims to fill the gap between detailed studies
and high level power system overviews, by focusing on the
classification of converter-driven stability as well as pointing
out appropriate modelling and analysis methods for the
respective problems. We consider converter-driven stability
in general and not exclusively for a specific voltage level,
but focus on VSCs, and consider those with grid-forming
properties as well as those without.

The contributions we provide include the following:

1) A systematic overview and structured review on
stability problems and challenges caused by converter
interfaced generation and their control dynamics in the
sense of converter-driven stability is given.

2) Modelling and analysis methods are presented to the
reader and aim to provide a guideline for choosing
the appropriate approaches to the respective converter-
driven stability challenges and problems.

3) Highly topical research questions regarding converter-
driven stability are highlighted.

The paper is structured as follows: Section II gives a
comprehensive overview on the classification of converter-
driven stability. The stability subtypes are related to their
main causes and the frequency ranges in which they occur.
Modelling methods of converters in terms of suitability
for the study of converter-driven stability are reviewed in
Section III. Section IV presents different stability analysis
methods and relates it to the respective appropriate appli-
cations. Open research questions and an outlook is given
in Section V before the paper ends with the conclusion in
Section VI.

This paper provides a comprehensive and structured
overview and guideline to suitably model and analyse
converter-driven stability with priority on small signal
stability. Nevertheless, it does not claim to completely cover
the research work in this area.

Il. CLASSIFICATION OF CONVERTER-DRIVEN STABILITY
Converter-driven stability is classified and defined in Hatziar-
gyriou et al. [3]. This term covers all stability problems and
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FIGURE 3. Types of converter-driven stability.

phenomena that are caused by couplings of the dynamic
control loops of converter interfaced generation with elec-
tromechanical dynamics of power system devices or with
electromagnetic dynamics of power system or converter
interfaced generation components. For the latter, the stability
is significantly influenced by the inner current control
loops and the phase-locked loop (PLL), which determines
the voltage phase angle used for grid synchronization and
power control [3]. Since both electromechanical and elec-
tromagnetic effects can occur, converter-driven instability
problems can arise over a wide range of frequencies, from
subsynchronous oscillations of a few hertz to oscillations of
hundreds or kilohertz [15]. Whereas [3] makes a distinction
between fast and slow converter-driven stability, we will use
a more detailed division according to the main causes shown
in Fig. 3.

It is important to emphasize that not only stability
challenges occur in the range of fast converter-driven stability
or slow converter-driven stability, but interactions in different
frequency ranges can occur simultaneously. In e.g. [16]
4 Hz and 30 Hz oscillations arise. Furthermore, it is relevant
to mention that besides the interactions that can lead to
instabilities and are addressed in this paper, interactions in
power systems are obviously a prerequisite for this to work.

As stated in Section I, VSCs are considered in this work.
Those VSCs can be controlled in different ways. A detailed
overview and accurate definitions of possible fundamental
control methods provides Rocabert et al. [17]. Grid-forming
properties are present, if the converter is controlled as a
voltage source, and the voltage is set. The amplitude and
phase angle of the grid voltage can be specified as a function
of the desired active and reactive power, or the amplitude
and frequency can be specified independently. In the latter
case, such a converter can exist only once per grid or
extremely accurate synchronization is required. Converter
that are controlled as a current source defines [17] as grid-
feeding, if the power injection to the grid is independent of the
grid-frequency, and as current-source-based grid supporting,
if the injection is frequency-dependent. Both cases require a
synchronization with the grid voltage.

VOLUME 12, 2024



C. Eckel et al.: Classification of Converter-Driven Stability and Suitable Modeling and Analysis Methods

IEEE Access

Much literature as [18] makes a less detailed distinction
and uses the terms grid-feeding or grid-following (GFL) for
converter controlled as a current source, and grid-forming
(GFM) for those controlled as a voltage source. Since the
different control types are not the main topic in this paper,
the simplified notation is used here. Detailed insights in
different GFM control schemes, synchronization challenges,
and differences to GFL control give [19], [20], [21], [22].

A. SLOW CONVERTER-DRIVEN STABILITY

Slow converter-driven stability includes the phenomena that
occur in the range and below the fundamental grid frequency
f = 50Hz. This involves those that can be found in literature
under the terms low frequency oscillations (< 10 Hz in [16],
[23]), sub-synchronous oscillations (< 50 Hz), or side band
oscillations (around the fundamental frequency) as in [14].

The main reasons for the slow converter-driven stability
problems in converter interfaced generation dominated power
systems, as induced by VSC outer control loops and grid
strength, are explained in this section. Furthermore, operating
conditions or VSC interfaced loads can also have an impact
on the system stability and low frequency oscillations
[6], [24].

Real world sub-synchronous oscillations (especially in the
case of weak grids) occur and are analysed in literature.
Oscillations in the range of 20 Hz-40 Hz occurred in wind
farms in north-west China [25], and 2.5 Hz oscillations were
detected in the transmission system in southern China [26].
An overview of further sub-synchronous oscillations real
word examples in converter interfaced generation dominated
systems between 2007 and 2021 provides [15].

1) SLOW INTERACTIONS INDUCED BY GRID STRENGTH
The grid strength has a significant impact on slow interactions
in the sense of converter-driven stability [3].

Depending on the grid strength, different parameters
differently affect possible instabilities. Especially in case
of a weak grid and GFL converter, PLL parameters as
PLL response time or PLL-bandwidth significantly influence
possible interactions (see also Subsection II-A2a) [16],
[23], [27]. Tt is apparent that GFL converter are prone to
weak grids with low grid admittance, as stated in [28].
The synchronization of the converter via the PLL with a
weak grid is also difficult [3]. Furthermore, power transfer
limits [3], low voltage or high power export [23] are
main reasons for slow interactions in weak grids. Power
oscillations induced by weak grids in combination with static
synchronous compensators (STATCOMs), which are reactive
power compensation devices in transmission systems, can
also occur and are analysed in [26]. Besides, a negative
impact of GFM VSCs on the voltage stability is possible [29].

In contrast, strong grids in combination with GFM
converters can lead to sub-synchronous oscillations in the
frequency, this is investigated in [29], [28], and [30]. The
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latter presents new GFM converter control approaches based
on filters to reduce those oscillations.

The references mentioned above all use the short circuit
ratio (SCR) as a benchmark for grid strength. Since the SCR is
a measure of the stability of an electromechanical generator,
it is an appropriate standard for classical synchronous
generator based grids, but critical to use for representing the
grid strength in converter interfaced generation dominated
networks. Thus, current discussions in research address the
problem of using SCR as a measure and the Thévenin equiva-
lent as a standard in future grid and propose new possibilities.
Next to composite SCR [31], weighted SCR [32], equivalent
SCR [33], SCR with interaction factors [33], site-dependent
SCR [34], and impedance based SCR [35], recently the grid
strength impedance metric was introduced in [36] where
the grid strength can be determined over a wide range of
frequency independently of the short circuit level.

2) SLOW INTERACTIONS INDUCED BY VSC OUTER
CONTROL

VSC outer control loops as the PLL or the voltage or power
control can drive slow interactions explained below as well.

a: PLL CONTROL

The significant impact of the asymmetric PLL dynamics
of GFL converters on slow interactions are studied in [6].
It is shown that the pole - indicating the slow interactions -
becomes positive, which indicates instability, for an increas-
ing integral part and a decreasing proportional part of the PLL
control. Furthermore, a too large PLL control bandwidth,
especially when the grid strength is weak (see Section II-A1),
cause low frequency oscillations [6]. The critical value of this
bandwidth is investigated in [37] and it is determined that
it depends next to the grid strength on the converter power
setpoints. Additionally, when the PLL bandwidth exceeds
this critical value, [37] observes the ability to reduce the
bandwidth of a PLL of another GFL converter to enable
stability.

However, the PLL is not uniquely responsible for low
frequency stability problems. It is also important to consider
the cross couplings between the outer controls. Thus,
Subsection II-A2c¢ shows the interactions between the PLL
and the AC and DC link voltage control.

b: VOLTAGE AND POWER CONTROL

The outer control loops as voltage and power control loops
of GFL VSCs and of GFM VSCs have an impact on the
system stability. In case of GFL converters, the bandwidth
of the outer active power control significantly influences
subsynchronous frequency oscillations, especially in weak
grids [38]. Interactions between the voltage control loop and
outer power control loops in GFM converters can also lead to
instable oscillations [39]. In [40] it is determined that those
instabilities are more sensitive to the voltage and active power
control than to the reactive power control. Furthermore, it is
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presented that a larger voltage control bandwidth can increase
the stability and instabilities can be prevented by appropriate
tuning of the voltage and active power control parameters.
Instead of analyzing the impact of the control parameters,
[41] investigates the structure of the GFM outer control loop:
In case of a cascaded structured of droop controllers for the
inner current control, the outer voltage and power control,
the VSC tends to be less damped compared to a single droop
control.

c: PLL IN COMBINATION WITH VOLTAGE CONTROL
Interactions between the PLL and the outer voltage control
loop on the AC side and the DC link voltage control
also contribute significantly to the low frequency stability
problems, especially in weak grids. As the interactions
result in reduced damping, [42] adds a state feedback
controller to the current controller of a GFL VSC to achieve
active damping. This enables damping that exceeds classical
solution approaches based on virtual admittances by up
to 50%. A detailed analysis of the couplings including
control parameter sensitivities is performed in [43] with
focussing on the GFL VSC voltage controllers and PLL
and thus neglecting the fast inner current control. The AC
voltage controller positively impacts small signal stability,
particularly when voltage control gains are large, and PLL
gains are small. However, the stability limit decreases due
to interactions between the DC link voltage control and the
PLL. It is stated that stability is principally determined by the
power angle at the operation point, whereas the parameters of
the DC link voltage control have only a minimal effect.

B. FAST CONVERTER-DRIVEN STABILITY
Fast converter-driven stability can occur in frequency ranges
below one hundred Hz up to the kHz range. Therefore,
many different instability phenomena with completely other
causes are included. The root causes for fast converter-driven
instability effects are interactions caused by control delays
or the inner current control loop and are presented in this
section. Also, VSC interfaced loads can influence such
phenomena [6], but are not considered in detail in this paper.
Real world examples for fast interactions are addressed
in the literature. For instance, oscillations at 97.5 Hz were
observed in southern China’s transmission system [26].
Oscillations with a significantly higher frequency of over
450 Hz appeared at the offshore wind farm BorWinl that is
located off the German North Sea cost [44].

1) FAST INTERACTIONS INDUCED BY GRID

Grid properties as operating conditions influence fast inter-
actions between grid parts and converters. Furthermore,
interactions between passive elements of the grid and inner
control loops of the converter can lead to high frequency
oscillations and harmonic instability problems [45], [46].
Those can be in the range of hundred Hz up to several kHz
[8] and can occur for example in wind farms [47].
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2) FAST INTERACTIONS INDUCED BY VSC INNER PARTS
Switching actions of the converters, pulse-width modulation
(PWM), control delay and especially the inner current control
have a huge impact on fast interactions and harmonic
instability problems and are considered here in more detail.

a: SWITCHING ACTIONS AND PWM

The converter switching actions influences the resonance
frequency and can shift them to critical frequency ranges,
which in turn can lead to harmonic instability problems [44].
In case of paralleled converters with asynchronous carriers,
the sideband harmonics from the PWM can lead to harmonic
resonances and instability can occur [14], [48]. For LCL
type converter, the impact of different PWMs on the high
frequency switching harmonics are analysed in [49] and [50].

b: CONTROL DELAY

Converter control delays are a main reason for harmonic
instability problems. Interactions can occur between the LC
resonance frequency and the control delay, where the delay is
typically 1.5 times the switching period time [6]. The delays
require delay differential algebraic equations to be considered
instead of differential algebraic equations describing classical
power systems [18].

c: INNER CURRENT CONTROL
Next to the control delays, the inner current control is a
further main reason for interactions leading to instability of
the system [6], [8], [14], [S1]. Besides the negative effects on
the damping, which are transferred from the control delays
to the inner current control loop [6], current limitations
can provoke instabilities [52]. Additionally, a sequence
decomposition algorithm that can be used for positive and
negative sequence current control is a possible reason for high
frequency instability problems [53]. The design of the current
control loop’s bandwidth also affects stability. Reference [14]
explains that a VSC with a bandwidth designed for a single
grid-connected converter can lead to instability problems
when several of these VSCs are connected in parallel.

As already stated in II-B1, also couplings of the inner
current control loop and passive grid elements can lead to
high frequency oscillations and instability.

Ill. MODELLING METHODS FOR CONVERTER-DRIVEN
STABILITY

Investigating converter-driven stability requires appropri-
ate system modelling that is capable of representing the
relevant dynamics that can cause interactions. Classical
power systems dominated by synchronous generators, and
thus by electromechanical dynamics with time constants
greater 100 ms, have usually been modelled by using phasor
models that are built of algebraic equations and suitable for
representing these dynamics. The increasing penetration of
converter interfaced generation leads to an evolution to faster
system dynamics. Thus, modelling approaches are required

VOLUME 12, 2024



C. Eckel et al.: Classification of Converter-Driven Stability and Suitable Modeling and Analysis Methods

IEEE Access

that can represent those faster dynamics introduced by the
converters. Typically, EMT models that consist of differential
equations are used to account for fast electromagnetic
dynamics. However, since small sampling times are required
to capture the fast dynamics, the main drawback is that
solving EMT modelled power systems are computationally
extremely expensive. For large systems, solvability is some-
times impossible. Therefore, the present challenge of using
suitable modelling approaches to represent stability relevant
effects always involves a compromise between accuracy and
computing time, or solvability.

An extensive division in seven levels of details from full
physics based models (Type 1) to various EMT and phasor
models to root-mean-square (RMS) power flow models
(Type 7) is presented and provided in the cigré reports [54],
[55]. Similar levels can be found in the guideline for choosing
the right power electronics model for grid integration studies
in [8]. In this section, some of these levels are combined
so that the classification can be mapped to the types of
simulation typically in use in the literature and in industry.
We distinguish between:

o static respectively power flow modelling, typically
used for grid planning and determination of operation
conditions of large grids [55].

o quasi-dynamic modelling, including phasor models,
which are the most common models for classical power
system stability analysis, but have limitations due to the
representation of faster converter control dynamics [56],
and dynamic phasor models. Their main idea is to allow
modelling of electromagnetic dynamics while keeping
computational effort acceptable.

o dynamic EMT modelling, which are used for analyses
of power electronics and small power systems, as fast
converter controls can be taken into account. EMT
models are also becoming increasingly important for
stability analyses and grid planning of large future
converter based power systems [54]. The Australian
energy market operator AEMO already has large scale
EMT models for all five regions of its power system,
and require manufacturers to provide EMT models of
the plants [57].

The applicability and suitability of those models for rep-
resenting converter-driven stability effects are discussed
below. As an example, a VSC is presented in each of the
following sections at the respective depth of the model.
Figure 9 shows an overview of the modelling levels with their
advantages and limitations, extended by suitable analysis
methods, considered system components, applications, and
further information on the computational effort.

A. STATIC POWER SYSTEM MODELLING

Due to the fast converter dynamics, static also called steady
state modelling is not appropriate for converter interfaced
generation dominated power systems. Nevertheless, it is
useful to build a steady state power flow model and to run
a power flow calculation in advance of the dynamic analysis
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FIGURE 4. Static VSC model for power flow calculations with complex
node voltage U; p,, and complex power flow Sj; ;.

of the power system. Iy = Ypy - Upy with nodal admittance
matrix Ypy is solved to obtain the complex node voltages
U,y in all nodes i, and the complex power flows S,
between the nodes for the static power system model. Fig. 4
shows the VSC part of the system at node i with complex node
voltage and the corresponding node power.

Calculation of the power flow enables the initialization of
the nonlinear system or the operation point for linearized
system model in case of a small signal analysis. Thus, the
following dynamic simulation can be started in the operation
point which speeds up the dynamic analysis. Furthermore,
using a power flow analysis, it can be investigated if an
operation point is feasible or not, and a prior analysis
before the small signal analysis can be performed. Different
indices can be computed to obtain a first assessment of the
operational limits, since multiple different operation points
can be analysed without large computational cost [58], [59].

B. QUASI-DYNAMIC POWER SYSTEM MODELLING
Quasi-dynamic power system modelling includes phasor
modelling, only being capable of representing electrome-
chanical effects, and dynamic phasor modelling, which can
also represent electromagnetic transients.

1) PHASOR MODELLING

Phasor modelling can be further subcategorized into sim-
plified positive sequence and unbalanced phasor models.
In literature, next to the expression phasor models, the terms
RMS models or PDT (phasor domain transients) that was
recently introduced by [54] are used as well.

Phasor models are suitable to represent electromechanical
effects. The electromagnetic dynamics of the grid are
neglected and thus, fast system dynamics cannot be captured.
In phasor models, the currents and voltages are represented
as phasors in a rotating reference frame, which rotates at the
nominal frequency of 50 Hz. Thus, dynamics that are around
the nominal frequency are around OHz in phasor models.
Because of that and the neglected fast electromagnetic
dynamics, greater time steps for simulation can be chosen
and therefore faster simulation times and less computational
effort are achieved. The grid component models as lines are
simplified to constant impedance models and the system is
represented by a set of algebraic equations with

V=271 (1)

with the vector of complex node voltages V, of complex
currents I, and the matrix Z containing the impedance
values [9]. In the case of VSC phasor models, dynamics of the
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control loops can be considered, which leads to differential
algebraic equations that represent the overall system.

Which control loops are taken into account depends on the
selected level of detail of the phasor model, and this in turn
depends primarily on the addressed problem and the trade-off
between accuracy and computational effort. Commonly, the
VSC itself is represented as a controllable current source (see
Fig. 5) where the current magnitude and angle are controlled
as it is done in [9] that provides an overview and comparison
of four different detailed phasor models for VSCs. The most
detailed one includes the converter outer and inner control
loop dynamics as well as a RL filter representing the AC side
connection dynamics, and positive and negative sequences
are taken into account. Step by step, [9] first neglects the filter
dynamics in the models, represents the inner current control
loop dynamics as a first order delay element, then removes
these fast dynamics completely, and simplifies the outer
power control so that it is represented as a first order delay,
too. Similar models to the first and last one just mentioned
are defined and used in [60], too.

The main advantage of a smaller computational effort of
simulations using phasor models than using EMT models is
there, since larger time steps are possible and faster dynamics
are neglected. However, it is precisely because of these
idealizations that the results of phasor simulations should
be treated with caution, as they can lead to supposedly
better results. When choosing the time steps, the Nyquist
Shannon sampling theorem should be taken into account.
The time steps Ts should fulfill 75 < ﬁ where fiax 18
the frequency of the fastest system dynamics that should be
represented [61], [62]. To be on the safe side, one can use a
more conservative boundary as Ts < ﬁ

Typically, phasor models are used for grid-planning studies
because of the straightforward initialization using the power
flow solutions [8], power system stability studies, or dynamic
power flow studies. The amount of literature using phasor
models to study converter-driven stability is relatively small
compared to that using EMT models, since the electromag-
netic effects neglected in phasor models can be relevant for
stability aspects in converter interfaced generation dominated
power systems. Nevertheless, research focussing on phasor
models for such systems exist. Publications that deal with
comparison of EMT and phasor models or model reduction
from EMT to phasor models exist as [9] and [60] that address
the problem of computational effort for large power system
stability analysis. Furthermore, [63] and [64] use phasor
models for converter-driven stability analysis focussing on
voltage stability, and [65] investigates the impact of grid
strength and time delays on slow interaction converter-
driven stability using phasor models. This is in line with
the conclusion of [60], that phasor models can be used
to investigate classical stability analyses such as small
disturbance voltage or rotor angle stability, or using detailed
phasor models incorporating inner and outer control loops,
slow interactions converter-driven stability. Additionally,
current approaches exist to use phasor models for power
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system stability analysis and exchange relevant parts that
originally include fast dynamics by EMT models [54].

2) DYNAMIC PHASOR MODELLING

As already stated in [66] in 2000, using classical phasor
models for representing power systems with fast dynamic
phenomena can lead to inaccuracies in the subsequent
analysis. Thus, dynamic modelling approaches being able to
represent fast electromagnetic dynamics as dynamic phasors
were introduced in literature.

Among the first publications that introduced dynamic
phasor models to power systems, is [67] that applies
the generalized averaging method on a PWM up-down
converter. This approach of generalized averaging is later
referred to as the dynamic phasor approach and has been
established in the literature at least since the early 2000s [66],
[68], [69]. In general, the concept of dynamic phasors is
that systems with an approximately complex time domain
waveform can be approximated using Fourier series with a
set of time varying Fourier coefficients [66] (see Fig. 6).
Dynamic phasors can be seen as an extension of phasors:
Whereas phasors with time invariant Fourier coefficients can
describe periodic signals, dynamic phasors with time variant
Fourier coefficients are able to represent transient behavior
where the system is just nearly periodic. The dynamics
of the Fourier coefficients are significantly smaller than
the original system dynamics and thus faster computation
times can be reached, but nevertheless simulation results
using dynamic phasor models can be as accurate as with
EMT modelling. In [70] a ten times faster calculation time
could be achieved using dynamic phasor models than EMT
models for simulating the IEEE 39 bus system. Further
savings in calculation effort is reachable by decreasing the
level of detail of the dynamic phasors by reducing the
number of Fourier coefficients used. A compromise between
accuracy and computational effort must also be found here for
the respective analyses. Next to the generalizing averaging
method used in [54], [66], [67], [68], [69], [70], [71], and
[72] and extension introduced in [73] and used under the
name based frequency dynamic phasor in [74], dynamic
phasor approaches applying the Hilbert transformation are
used in [75] and [76]. The main goal of dynamic phasor
models is to represent electromagnetic transients accurately
as EMT models whereas having less computational effort.
Early literature as [70] and [71] on dynamic phasors in power
systems focused on this representation of electromagnetic
transients. The use of dynamic phasors to model converter
interfaced generation dominated power systems is mainly
present in recent literature, which thematize that classical

VOLUME 12, 2024



C. Eckel et al.: Classification of Converter-Driven Stability and Suitable Modeling and Analysis Methods

IEEE Access

()

Dynamic Phasor Model: — [ (e TR
VSC with RL Filter e
|1y

j SRR — Dynamic Phasor
K t z X t ‘ejkwsr I | \‘
60 = D X® T - |

kEK Vo T ] \/t

FIGURE 6. Quasi-dynamic VSC model where dynamic phasors
approximate vg(t). X (t) denotes the kth time varying Fourier coefficient
in complex form, and K is the number of Fourier coefficients used for the
approximation [71].

phasor modelling is no longer sufficient to represent the
dominant system dynamics and aim to represent the new fast
dynamics whereas still enabling computability [72], [75].

C. DYNAMIC EMT POWER SYSTEM MODELLING

EMT modelling is a dynamic power system modelling
approach in the time domain. In comparison to phasor mod-
elling, real variables instead of complex ones are used. Thus,
rather than solving algebraic equations, a set of ordinary
differential equations has to be solved. Several different
software packages with numerical solutions approaches exist.
Most of them are based on the EMT program solver
introduced in [77] that make use of the trapezoidal integration
rule, as the programs PowerFactory [78], PSCAD [79], ATP-
EMPT [80], and EMTP [81]. Next do the programs based
on the classical EMT program approach using fixed time
steps with fixed step size, others exist that use solvers with
variable step size and require more computation time such as
Matlab Simscape Electrical Toolbox [82] and PLECS [83].
The main advantages of EMT models is the capability of
representing fast system dynamics from us. Thus, detailed
modelling of the electric energy systems’ components
with switching characteristics and nonlinearities is possible.
However, those advantages in the possible accuracy also
lead to the main drawback of EMT models and EMT
simulations, the computation time and solvability. Due to
the high accuracy and the small simulation step size that is
required to represent fast dynamics, even simulations of small
grids are computationally expensive. The larger the grids to
be simulated, the longer the computation time, the less likely
it is to be capable of performing real-time simulations, and
for large systems it can also lead to the systems becoming
unsolvable. The main difference to significantly shorter
computations times of phasor simulations is not because of
the number of calculations- this is approximately the same -
but the necessity of small-time steps in EMT simulations, and
the possibility to choose larger ones in phasor simulations due
to the neglected fast dynamics.

But even within EMT models and simulations, different
accuracies and computation times can be achieved. A defini-
tion of different types of EMT converter models depending
on their accuracy is done in the cigré report [55], also
comparison to phasor and static modelling relative computing
times are given. According to their chosen definition, Type 2
and Type 3 converter models are suitable to perform detailed
faults in converter submodels, but not grid stability studies.
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Type 2 uses ideal controlled switches for modelling the IGBT,
and nonlinear resistances with the classical nonlinear diode
characteristic for diode modelling. In Type 3, the IGBT
and diodes are represented by resistances that take a small
value for the closed state, and a large value for the open
one. Further simplified EMT models are called Type 4,
which use ideal switches for IGBT and diodes and are still
capable of representing switching characteristics, but with
approximately 3% of the computational effort of the detailed
models. Type 2 to 4 models are also called EMT switching
(EMT SW) models in literature (see Fig. 7). Next to switching
models, EMT average models neglecting the high switching
dynamics are commonly used. Those average models shown
in Fig. 8 use controlled voltage or current sources to represent
the AC and DC side characteristics [55] and exist in different
levels of detail (Type 5 and Type 6). Computation times of 5%
of those of Type 4 models can be reached, making the average
models the most suitable of EMT models for grid studies.

In order to be able to use EMT models for large grid
simulations, to be able to include and analyse electromagnetic
transients caused by converters, and still be able to solve
the problem in a reasonable computational time, different
approaches have been introduced in the literature. Detailed
and extensive work on wide area studies in converter
interfaced generation dominated power systems using EMT
models provides the current cigré report [54]. It is described
that wide scale EMT models can be developed by using
phasor converter models to incorporate them into EMT
simulation frames and exchange and add all EMT relevant
components by EMT models. Co-simulations platforms can
be used for this purpose. They allow detailed modelling
of certain devices using EMT models and data exchange
with surrounding phasor models at discrete times. Addi-
tionally, phasor models can be used to perform power
flow calculations to then initialize EMT models. Model
order reduction of converter models is presented in [84]
in order not to neglect fast dynamics and still be able to
analyse fast converter-driven stability to then be used in
large systems. Also [85] applies model reduction methods
to EMT average models of VSCs and obtains reduced
order models with different numbers of state variables and
different accuracies for small signal stability analysis. The
computational challenges of using EMT models for large
system to achieve high accuracy, can be illustrated by real-
world examples. Countries as Belgium or Denmark are
affiliated to the synchronous grid of continental Europe,
which was dominated by large synchronous generators. Thus,
phasor models were sufficient and there was no need for
large scale EMT models. However, this changes because
of the significant increase in converter based generation.
In contrast, the transmission system operators of Australia,
Ireland, Northern Ireland, and Canada, among others, have
been working on large scale EMT models for several years.
The Australian energy market operator has next to EMT
models for each of the five Australian power system regions,
also an integrated EMT model of all regions, that uses
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FIGURE 8. Dynamic VSC model using EMT average modelling.

advanced computation methods to enable the computation
of 30 seconds simulation time within three hours [54].
To accomplish this, the method of having a phasor model of
the whole power system is used in addition to the EMT model
and allows for the power flow calculation to be performed
and used for the EMT model initialization. In Ireland and
Northern Ireland, the chosen approach is to accurately
model some generation units and their control, while using
a frequency dependent grid equivalent for the remaining
parts of the power system [54]. Sparse matrix based EMT
computation methods using transitions from power flow to
time domain computations are presented in [86]. They allow
the calculation of EMT models for the Hydro-Quebec power
system, which contains nearly 30000 nodes.

Due to the different accuracy of EMT models, the range
of application is diverse. EMT average models are usually
sufficient for detailed converter control studies. Depending
on the level of detail, resonance stability, slow interaction
converter-driven stability [23], [87], and fast interaction
converter-driven stability can be studied [26], [60] and
dynamic stability limits of VSCs determined [29]. Also,
when investigating AC and DC transients or if detailed
cable modelling is studied [46], EMT average models can
be applied. However, in all applications where effects are
influenced by switching frequency harmonics, especially
resonances with passive elements in the kHz range, the
use of EMT switching models is necessary. Thus, studies
of harmonic stability problems in the sense of converter-
driven stability due to interactions of inner converter control
loops and passive elements of the grid [45] or harmonic
stability studies of offshore wind power plants [47] require
EMT switching modelling. To represent the high frequency
harmonics or resonances in the range of up to hundreds of
kHz, and to modulation strategies, time steps in the range of
hundreds of ns up to tens of us are required [8]. Furthermore,
full detailed switching models are applied for converter
submodule error detection studies [55], or also can be used
for validation purposes of EMT average, which can further
be used for validation of phasor models. Besides, the use of
black box models is possible using EMT models, which is
important from the industry’s point of view.
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1) dgO-MODELLING

EMT simulations are often carried out as full waveforms
in the abc-frame. However, it makes sense to switch to the
dg0-frame, especially when considering converter control,
since active and reactive parts of the current can be
controlled separately, and PI controllers are well suited for
controlling the DC quantities. Numerous literature as [23],
[29], [88], [89], and [90] dealing with small signal stability,
control, and dynamics in converter interfaced generation
dominated grids base their investigations on dg0-models.
Those models, introduced by Park, are implemented in the
dq0-frame, also called synchronous reference frame [91].
Using the transformation matrix T to perform the Park
transformation, dg0-signals can be obtained by abc-frame
three-phase signals: x40 = Txasc. Conversely, the inverse
transformation matrix is used to obtain abc-signals from dg0-
signals: xgpc = T_lxdq(). dg0-models bring a number of
advantages, such as the decoupling of active and reactive
power and the possibility to model systems correctly at
high frequencies since information of the original signal
remain during transformation [92]. Furthermore, the dg0-
transformation result in time invariant models, such that
small signal stability studies around an operating point are
executable [92]. In case of balanced systems (systems with
only positive sequences), the occurring signal variations
are significantly smaller in dqgO-reference frame than in
the abc-frame and thus, larger time steps for simulation
are allowed that leads to shorter computation times [71].
Disadvantage is, however, that non-symmetrical systems
cannot be modelled using dg0-models [92].

Further extensive information on the dgO-transform, the
basic concept of dg0-models, examples for synchronous
machine and converter models, as well as a guideline on
systematical construction of dg0-models for complex power
systems is given in [92].

IV. STABILITY ANALYSIS METHODS FOR
CONVERTER-DRIVEN STABILITY

Converter-driven stability and power system stability analysis
is commonly done using small signal stability analysis
approaches as eigenvalue analysis based on state space
models and impedance based analysis. Thus, some literature
that compares eigenvalue analysis methods and impedance
based analysis for specific test scenarios as it is done
for harmonic stability interactions in [45] or for analysis
purposes of subsynchronous interaction between direct drive
permanent magnetic synchronous based wind farms and weak
AC grids in [25] is available. Both approaches are explained
detailed in the following subsections.

Fig. 9 shows which analysis methods can be performed
with which power system modelling approaches, which
problems can be addressed, which components are consid-
ered, and what should be known about the computational
requirements.
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FIGURE 9. Overview of modelling methods for power systems dominated by converter interfaced generation, components considered respectively,
suitable analysis tools, according analyses and purposes, as well as the computational effort. It is a guide to which modelling and analysis method is
appropriate for which kind of converter-driven stability problem. The overview does not claim to be complete, but focuses on the main aspects of
converter-driven stability. Black dashed boxes represent methods and elements not commonly used but occasionally found in publications.

A. STATIC ANALYSIS - PRELIMINARY ANALYSIS

Static Analysis - also called steady state analysis - is
based on static power system models (see Subsection I1I-A).
As a preliminary, it can provide important information
for subsequent dynamic analyses. Performing power flow
calculations is the main part of doing static analysis and
leads to a deeper understanding of the operation points that
will be investigated in the later dynamic analysis and if
those operation points are feasible or not. Furthermore, the
calculation results can be used for the initialization of power
system simulation and for the linearization of nonlinear
systems to obtain the linearized one at the operation point.
This step saves a lot of time in the dynamic analysis.

Next to this, static analyses using indices based on power
flow calculations can be performed to get an insight on
the operational limits and to evaluate them. Many of such
indices can be defined, depending on the objective of the
investigations. Reference [93] performs a statistical static
stability analysis for transmission system planning by using
a voltage regulation index, a power loss index, a transmission
line loading index, and a security index. Different voltage
indices are used for a voltage stability analysis before a
dynamic analysis is done in [59]. And [58] applies a generator
angle index, a voltage index and a current index for steady
state analysis.
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B. EIGENVALUE ANALYSIS

Eigenvalue analysis is a popular small signal stability analysis
method in power systems, since specific statements can be
made about the system and the eigenvalues. The dynamic and
dominant eigenvalues can be identified, participation factors
of the systems’ state variables can be calculated, and the
input-output dynamics can be determined [12], [14]. But a
prerequisite for eigenvalue analysis is that information on the
system dynamics is available. Thus, no black box modelling
is executable. Starting from a nonlinear system, Fig. 10 shows
the general procedure to perform small signal analysis using
eigenvalue analysis.

The computational effort for the eigenvalue analysis
strongly depends on the order of the system matrix that
further depends on the level of detail and the size of the anal-
ysed grid. Further improvements of the classical eigenvalue
analysis as the Component Connection Method [94], [95]
target to enhance the scalability.

Examples of eigenvalue analysis in converter interfaced
generation dominated power systems are increasingly appear-
ing in recent literature. Among others, [12], [23], [96] use
eigenvalue analysis for small signal stability and interaction
investigations. In [37] the Component Connection Method
is used, and [24] and [72] use a sensitivity and participation
factor analysis, respectively.
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FIGURE 10. General procedure for small signal stability analysis with
eigenvalue, sensistivity, and participation factor analysis.

1) STATE SPACE MODELLING

The eigenvalue based stability analysis is based on state
space models. Since nonlinearities occur inter alia in the
converter control loops and converter dynamics, the resulting

power system models are also nonlinear systems and can be
described by

x = f(x,u)
y=gx u ()

. T T
with f = [f1f2 ...fn] and g = [g1 g2 ... gr] .

By linearizing the system at the operation point, the
following linear time invariant state space system is obtained:

AX = AAX + BAu
Ay = CAx+ DAu 3)

with Ax € R™! Au e R™! and Ay € R7>1 ag
state-, input-, and output-vector, respectively. A € R™",
B e R C € R, and D € R denote the system-,
input-, output-, and feedtrough-matrix and are obtained by
linearization around the operation point.

Different options exist to obtain a linear state space model
of converter power systems. Commonly, those state space
models are in the dgO-frame (Subsection III-C1). In the case
of a nonlinear system in the form of (2), that includes all
system components, the linearization can be performed for
the overall system and one linearized state space system is
received. This is especially practical for smaller systems, such
as in [89] where the network consists of one synchronous
machine, one line, load and GFL VSC. For larger networks,
this approach is costly and error-prone. Here, a modular
approach is advantageous. Reference [24] is one of the
first papers that presents a modular approach for creating
state space models of a converter based networks for small
signal analysis. Therefore, state space models for the power
controller, voltage controller, current controller, and output
LC filter and coupling inductance are developed respectively.
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These are then combined to form a state space model for
the converter. This is further used together with linear state
space models for loads and nodes to create an overall
system consisting of converters, loads, and nodes. With this
commonly used type of approach, the linearization is done
for the individual state space component models using the
operation point determined by the power flow calculation,
before the overall system model is combined on a modular
basis. Determining the initial states at the operation point
from the results of the power flow calculation is the difficulty
in this case, since the variables of the power flow do not match
the state space model variables, and therefore an optimization
must be performed. In order to circumvent this problem, [96]
introduces a methodology in which a nonlinear grid model
is created out of nonlinear subsystems first. Afterward, the
operation point that is the equilibrium point of the system
and required for the linearization is calculated using Newton-
Raphson method, and no power flow calculation is needed.
The advantages of this method with respect to investigation of
different converter control parameters are shown in [96] using
the example of a system containing grid-following VSCs and
a Thévenin equivalent.

2) EIGENVALUES AND EIGENVECTORS
If a linear state space model of the form (3) is available, the
eigenvalues \; can be calculated with

x = det (A — AI) = 0. )

If Re{\;} < 0, Vi = 1,...,n, the operation point of the
linearized system is asymptotically stable.

However, it is not only possible to say whether stability
is present or not, but with the help of root locus curves,
which show the location of the eigenvalues subject to
changed control parameters, critical parameter ranges can be
identified. This is done in [23], [30], and [89] among other
things. It should be noted that when changing parameters,
the operation point may also change. Therefore, a new
linearization at the new operation point is necessary before
the eigenvalues are calculated again after a parameter
modification.

Further approaches exist to obtain additional information
on the small signal stability out of the eigenvalues, as in [97]
where indices representing the impact of states and eigenval-
ues on system dynamics and response were introduced for
stability and impact analysis of GFM and GFL MMCs on
power system dynamics.

Starting from the eigenvalues )\; of the linearized state
space model, the associated right eigenvectors

T
vV, = [V]J V2ieeo Vijiooo Vn,i] € R"Xl
with
Av; = \iv;, 5

and left eigenvectors

Ixn
WwW; = [W,"l Wi2 ... Wik ... W,"n] eR
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with
W,‘A = )\,'W,' (6)

can be calculated for i = 1,...,n. The eigenvectors are
required for a participation factor analysis that is described
in the subsequent section.

3) PARTICIPATION FACTOR AND EIGENVALUE SENSITIVITY
ANALYSIS
Next to the information on small signal stability obtained
by using eigenvalues, information on the main reasons
for instability problems can be achieved by performing
a participation factor analysis. The information on the
participation factor analysis and the used notation are based
on[1].

Assuming that all eigenvalues ); are finite and different,
so that \; # A;, Vi # j, the participation factor 7x ; can be
calculated with

ki = Wik * Vk,i- @)

Since the right eigenvectors v ; captures the activity of
the k-thstate in the i-th mode and the left eigenvectors
w;r weights the contribution of the activity of k-th state
variable in i-th mode, the participation factor m; ; measures
the participation of the k-th state on the i-th mode [19].
The participation matrix contains the individual participation
factors:

1,1 -+ 1,0
m=| : - ®)
nn,l---”n,n

In summary, participation factors can be used to determine
which states influence which mode and to what extent. Thus,
conclusion can be drawn about the causes of instabilities.
If several state variables have a large influence on the same
mode, interactions occur between these states. Reference [58]
introduces indices, the interaction index to show those
interactions, and the risky interaction index to evaluate if they
are potentially unstable.

In addition to participation factor analysis, there also
exists the eigenvalue sensitivity analysis to investigate
correlations and sensitivities between states and critical
eigenvalues. Starting from (5), [98] derives the sensitivity of
an eigenvalue ); to an element gy ; of the system matrix A.
By differentiating (5) with respect to the element gy,

0A av; LDY, av;
vt A = Dy gy ©)
dag j dar;  Oag; day j
d0A av; o\
S wi—vVi+w; (A—\ID) Vi = —lViWi (10)
dak dag j day j

follows, which in turn leads with A — \;\I =0 and w;-v; = 1
(that is valid for normalized eigenvectors) to

0A kDY,
W; Vi = .
day j day j

(11)
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0A

Since ar; is zero for all elements except the ones in the
kth row and jth column, it yields to
N
Wik - Vik = 2 (12)
day j

that is equal to the participation factor (7).

In general, the system matrix element a;; does not
correspond to the control parameter. Thus, it is worthwhile
to introduce a formulation that enables the sensitivity
calculation between an eigenvalue \; and a specific control
parameter p;: [99] did so and formulated a theorem

O\ u oA

S —V; 13
3pj ,apjvz (13)

with wH = (w;‘)T.
In contrast, [30], [37] considers the real part o; of critical
modes and determines their sensitivity to different controller

- with 39
parameters p; with e

4) COMPONENT CONNECTION METHOD
The Component Connection Method enables efficient state
space system modelling for large systems in a modular
way. Since state space models for converters and their
control loops can be well constructed, the application of
the Component Connection Method for converter interfaced
generation based power systems (as presented in [14],
[37], [94]) is reasonable to reduce the computational effort.
According to the Component Connection Method procedure,
the power system is first divided into N subsystems, each
of which is linearized individually and then represented as
a linear time invariant state space model (3). Subsequently,
the combination of the N linear time invariant state space
subsystems using sparse interconnection matrices L;;, that
define how the in- and outputs of the subsystems are
connected, leads to the state space models of the overall
system.

Due to its modularity and scalability, this method is espe-
cially suitable for systems that contain similar components,
such as large converter dominated power systems.

C. IMPEDANCE BASED ANALYSIS

Impedance based analyses take place in the frequency
domain. A function f(¢) in time domain, can be transformed
into a function F(s) in the frequency domain using Laplace
transformation. Transfer functions G(s) = 5((;)) are defined
in the frequency domain and as the ratio of output Y (s) and
input signals U(s). Thus, analyses in frequency domain can
obtain information on the system response depending on the
frequency. Stability analyses in frequency domain is possible
using bode diagrams with magnitude and phase plots,
or Nyquist plots and criteria. In power systems represented
in the frequency domain, impedances can characterize
electrical devices and grids. A great advantage is, that
frequency domain responses can be determined with real
measurements. Therefore, impedance based power system
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models can be obtained - next to analytical methods -
by measurements or scanning methods [100], [101]. Thus,
black box models are applicable, which is also a great
benefit for industrial applications, since information about
internal system dynamics does not have to be published.
Furthermore, converter design oriented analysis is possible
and computationally more efficient [45], the scalability is
high, and interaction effects between two subsystems can
be analysed [12], [14]. Due to the mentioned advantages of
impedance based analyses, it is a popular approach and can
be found in several publications as in [14], [30], [45], [88],
[100], [101], and [102].

1) IMPEDANCE SCANNING AND MODELS
As previously stated, impedance models can be created
using scanning methods, also known as frequency scanning
or impedance scanning methods in literature. For instance,
the US National Renewable Energy Laboratory (NREL)
uses automated impedance scanning techniques, which
are implemented in Python, to perform impedance based
analyses [103]. The impedance scan can be applied to specific
components so that they can be validated and analysed
individually. The general principle involves introducing a
perturbation to the system at a specific frequency and
measuring the impedance response, including the magnitude
and phase of the element being analyzed at that frequency.
This is repeated with different frequencies at sufficiently
small intervals in order to obtain the impedance response
over the entire relevant frequency range [104], [105]. The
perturbation are applied in the voltage or current and
subsequently the currents and voltage are measured for the
evaluation. The further steps are explained using the example
of voltage perturbations, which should have a magnitude
of a few percent of the fundamental voltage and should be
chosen iteratively to achieve that the measured current is
neither too large nor too small. Perturbations are applied
and measurements performed to the positive and negative
sequence separately. Reference [88] shows that the coupling
frequencies between the sequences can be neglected under
most conditions. Impedance scanning can be performed using
measurements that require a power source for the perturba-
tion, as well as with EMT simulations. In both cases, stable
operation is a prerequisite for injecting the perturbation. After
reaching steady state again, a Fourier analysis is carried out
at the respective frequencies, and the positive and negative
sequences are determined. This procedure is repeated for
perturbations at the different frequencies and sequences,
and the impedance that is dependent on frequency can be
calculated subsequently. The models determined through
impedance scan can be used to validate analytical models,
as demonstrated in [106].

Next to the described impedance models in the positive-
negative pn-frame, they are often presented in dg-, or
af-reference frame for AC power systems and are
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2 x 2 multiple-input-multiple-output (MIMO) systems
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This example is here given in gd-coordinates. MIMO system
stability studies can be performed using the generalized
Nyquist criterion presented in [107]. Reference [107] intro-
duces a reformulation of this criterion for MIMO systems
with negative feedback loop: If L(s) is the open loop transfer
function of the MIMO system, the loci of the eigenvalues \;
of L(s) can be determined with

det M+ L(s) = [ (1 +xis)) - (15)

1

In the case that all poles of L(s) have a negative real
part, and the loci of all eigenvalues \;(s) do not circle the
critical part (—1, 05), the closed loop MIMO system is stable.
Furthermore, gain and phase margins that are evaluated for
each eigenvalue in case of MIMO systems allow statements
about stability and robustness. Common analysis methods are
presented in the following sections.

2) IMPEDANCE RATIO ANALYSIS

Impedance ratio analysis is also known as the conventional
impedance based methods and is based on the general
principle, that a power system is divided into a voltage
or current source subsystem and a load subsystem. The
following information on the impedance ratio analysis is
based on [108], which points out the important assumptions
made and is one of the first to present impedance based
analysis for converter based power systems, and on [14].

In case of conventional power systems with synchronous
based generation, a Theévenin equivalent represents the source
subsystem and an impedance the load one. Assuming that

1) the source voltage is unloaded stable, and

2) the load current provided from an ideal source is stable,
the stability of the system can be determined with the Nyquist
criterion where the ratio of source and load impedance or
admittance represents the open loop transfer function. Since
Assumption 1) is not valid in case of GFL converter based
generation, the Theveniin equivalent representation is not
applicable for GFL converter systems or current source types.
But, in such cases, a Norton equivalent for representing the
source subsystem can be used. The assumptions

3) the current source is unloaded stable, and

4) the load powered from an ideal current source is stable,
must be fulfilled, such that the power system stability can be
evaluated using Nyquist criterion with the ratio of source and
load admittance or impedance. In conclusion, to maximize
the stability in a voltage source system, the output impedance
should be as small and the load impedance high, and in a
current source system it is the other way around.
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FIGURE 12. Feedback loop with open loop transfer function.

Based on these preliminary considerations, [108] intro-
duces the presentation of a system consisting of a grid
represented as the Thevenin equivalent, and the GFL
converter represented as the Norton equivalent. Fig. 11 shows
the corresponding equivalent circuit. The converter output
current Ioy¢(s) can be obtained with

1()Ze(5) = Ve(5) 4 Tout() - (Zg(s) + Ze(s))

Vg(s) 1
& Low(s) = (Ic(s) - 7 (S)) ’ 1+ Z,(s)

Zc(s)
B Vi@ !
= (Ic(s) Zc(s)) 14 Zg(5)Ye(s)" (16)

with the negative feedback close loop transfer function
m as shown in Fig. 12. Using the closed loop
representation and the corresponding eigenvalues, as well the
open loop transfer function L(s) that is the ratio Zy(s)Y.(s)
with Nyquist analysis, lead to stability information on the

system.

3) FURTHER IMPEDANCE BASED STABILITY METHODS

In contrast to the impedance based ratio analysis that
considers systems represented by Y &Z or Z&Y, impedance
sum approaches address Y&Y or Z&Z systems [109] and
general two converter or source systems, proposed in [110]
in a more generic way. A further analysis method is the
positive net damping criterion [111] that provides stability
information in the frequency range of resonances and
is therefore particularly suitable for detecting resonance
instabilities. References [112], [113], and [114] present
impedance based analyses methods for large systems.

4) PASSIVITY BASED ANALYSIS

The drawback of classical impedance-based stability
approaches is that the analyses have to be repeated if the
network impedance changes. The passivity based stability
approach avoids this by taking advantage of the passivity
property of a system, which holds when the real part of
the input admittance is non-negative at all frequencies,
that is equivalent to a phase between —90° and +90°.
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In terms of converter-driven stability, this means that if
the grid and the VSCs are both passive, the entire system
is passive as well and therefore stable, regardless of the
size of the system and the number of VSCs. However,
since it is not possible to guarantee passivity for all grid
elements at all frequencies, the passivity of the VSCs
is only requested for critical grid resonances, and thus
instabilities caused by the VCS are unlikely to occur [115].
Critical resonances include subsynchronous resonances with
frequencies between the fundamental frequency and twice
the fundamental frequency, which are mainly impacted by
outer control loops such as the PLL and power control,
and high-frequency resonances with hundreds of Hertz up
to the Nyquist frequency. Time delays and the interactions
between the current control and the LCL filters influence
the latter [116]. A further influence on the stability is the
sequence decomposition algorithm used for positive and
negative sequence current control of the VSCs. This is
analysed in [53] and the second order generalized integrator
based sequence decomposition algorithm is recommended.
While the majority of publications on passivity based
analyses in VSCs is for the GFL case, [117] looks at how
a general design criteria can be established for a GFM
controller with single loop voltage control, and passivity can
be ensured up to the Nyquist frequency.

V. OPEN RESEARCH QUESTIONS AND OUTLOOK

Several open research questions remain and appear in
modelling and stability analysis in the sense of converter-
driven stability.

o« New control approaches of VSCs and new VSCs
of different vendors [118], launched on the market,
require that further research is constantly carried out
and modelling and analysis approaches are further
developed and adapted in order to be able to analyse the
respective scenarios appropriately.

o Due to the very recent research in the field of GFM
control, possible interactions caused by GFM VSC are
of special interest in future, too, and are considered in
first publications as [29], [30], [52], [58], and [119].

« Since of the nonlinear converter dynamics, small signal
stability analysis based on linear state space models,
as described in this paper, will not be able to capture
all relevant information and effects. Thus, nonlinear
analyses approaches as nonlinear state space model
analysis for converter interfaced generation dominated
systems presented in [96] will be crucial in future.

« Improvements in impedance based methods, as partic-
ipation factor analysis performed in [102], that enable
more concrete statements on interaction causes than
classical impedance ration analysis, offer the promise
of combining more accurate stability analysis with the
advantages of the impedance based method.

« Papers on small signal stability, mentioned in this work

s [14], [65], [88], and [89], mainly focus on small
scale systems. General stability effects that have been
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detected in small systems can also be transferred to large
systems. However, not all effects that occur in large
systems or multi converter systems can be recognized
when only study small networks. Furthermore, classical
small signal analyses methods can cause problems in
case of larger systems, caused of large system matrices
that requires too many computational efforts or are not
solvable at all.

« In order to be able to investigate large systems, model
order reduction methods as in recent papers [60], [84],
[85] also play a significant role. They must meet the
requirement that the most important dynamic behavior
of the converters can still be represented.

e Due to the increasing amount of offshore wind
parks, HVDC connections, FACTS, and storage power
plants, the penetration of power electronic devices
also increases in the transmission system level. Also
here, converter control induced interactions [120] and
oscillations, both synchronous [15], [26] and high
frequency ones [121] can occur.

e The increasing number of VSCs and the resulting
significant changing system dynamics require control
methods that are robust against these changes. In recent
studies by the authors, GFM control approaches are
analysed for this robustness.

In summary, it can be said that there is a need to develop
methods that allow nonlinear analysis to be carried out on
large systems with reasonable computational effort, in order
to study the interactions driven by inverters in these systems.
Research in this area and close cooperation with industry,
including system operators and manufactures, is needed
to enable an increased penetration of converter interfaced
generation to meet the European Union’s climate targets
while ensuring power system stability.

VI. CONCLUSION

This article gives an extensive overview on different kinds
of converter-driven stability. It further reviews the most
recent and common modelling and analysis approaches for
converter interfaced generation, consumption, storage, and
transmission dominated power systems, and a guideline
which modelling and analysis methods are suitable for which
type of converter-driven stability problem is developed,
with focus on the modelling level of detail and respective
computation time. Based on the literature review, the most
important recent and future challenges regarding converter-
driven stability, appropriate modelling and analysis are
elaborated and presented in this work.

REFERENCES

[1] F. Milano, I. Dassios, M. Liu, and G. Tzounas, Eigenvalue Problems in
Power Systems. Boca Raton, FL, USA: CRC Press, 2021.

[2] P. Kundur, J. Paserba, V. Ajjarapu, G. Andersson, A. Bose, C. Canizares,
N. Hatziargyriou, D. Hill, A. Stankovic, C. Taylor, T. Van Cutsem,
and V. Vittal, “Definition and classification of power system stability
IEEE/CIGRE joint task force on stability terms and definitions,” /EEE
Trans. Power Syst., vol. 19, no. 3, pp. 1387-1401, Aug. 2004.

53070

[3]

[4]

[5]

[6]

[71

[8]

[91

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

N. Hatziargyriou, J. Milanovic, C. Rahmann, V. Ajjarapu, C. Canizares,
1. Erlich, D. Hill, 1. Hiskens, I. Kamwa, B. Pal, P. Pourbeik,
J. Sanchez-Gasca, A. Stankovic, T. Van Cutsem, V. Vittal, and C. Vournas,
“Definition and classification of power system stability—Revisited &
extended,” IEEE Trans. Power Syst., vol. 36, no. 4, pp. 3271-3281,
Jul. 2021.

A. A. Edris, “Proposed terms and definitions for flexible AC transmission
system (FACTS),” IEEE Trans. Power Del., vol. 12,n0.4, pp. 1848-1853,
Oct. 1997.

M. Wang, T. An, H. Ergun, Y. Lan, B. Andersen, M. Szechtman,
W. Leterme, J. Beerten, and D. Van Hertem, “Review and outlook of
HVDC grids as backbone of transmission system,” CSEE J. Power
Energy Syst., vol. 7, no. 4, pp. 797-810, Jul. 2021.

L. Kong, Y. Xue, L. Qiao, and F. Wang, “Review of small-signal
converter-driven stability issues in power systems,” IEEE Open Access
J. Power Energy, vol. 9, pp. 29—41, 2022. [Online]. Available:
https://ieeexplore.ieee.org/document/965851 1

K. Sharifabadi, L. Harnefors, H. P. Nee, S. Norrga, and R. Teodorescu,
Design, Control and Application of Modular Multilevel Converters for
HVDC Transmission Systems. Hoboken, NJ, USA: Wiley, 2016.

G. De Carne, M. Langwasser, M. Ndreko, R. Bachmann,
R. W. De Doncker, R. Dimitrovski, B. J. Mortimer, A. Neufeld, F. Rojas,
and M. Liserre, “Which deepness class is suited for modeling power
electronics?: A guide for choosing the right model for grid-integration
studies,” IEEE Ind. Electron. Mag., vol. 13, no. 2, pp. 41-55, Jun. 2019.
V. A. Lacerda, E. P. Araujo, M. Cheah-Maiie, and O. Gomis-Bellmunt,
“Phasor modeling approaches and simulation guidelines of voltage-
source converters in grid-integration studies,” IEEE Access, vol. 10,
pp. 51826-51838, 2022.

M. Paolone, T. Gaunt, X. Guillaud, M. Liserre, S. Meliopoulos, A. Monti,
T. Van Cutsem, V. Vittal, and C. Vournas, “Fundamentals of power
systems modelling in the presence of converter-interfaced generation,”
Electric Power Syst. Res., vol. 189, Dec. 2020, Art. no. 106811.

T. Jiang, “Ein beitrag zur stabilitatsbetrachtung in umrichter-dominierten
verteilernetzen,” Ph.D. dissertation, Fakultit fiir Elektrotechnik
und Informationstechnik, Technische Universitdt Ilmenau, Ilmenau,
Germany, 2021.

Q. Xu, X. Wang, M. G. Taul, and F. Blaabjerg, “Conceptual systematic
stability analysis of power electronics based power systems,” in
Proc. IEEE Energy Convers. Congr. Exposit. (ECCE), Sep. 2019,
pp. 2232-2238.

M. Cheah-Mane, A. Egea-Alvarez, E. Prieto-Araujo, H. Mehrjerdi,
O. Gomis-Bellmunt, and L. Xu, “Modeling and analysis approaches
for small-signal stability assessment of power-electronic-dominated
systems,” WIREs Energy Environ., vol. 12, no. 1, pp. 1-22, Jan. 2023.
X. Wang and F. Blaabjerg, “Harmonic stability in power electronic-based
power systems: Concept, modeling, and analysis,” IEEE Trans. Smart
Grid, vol. 10, no. 3, pp. 2858-2870, May 2019.

Y. Cheng, L. Fan, J. Rose, S.-H. Huang, J. Schmall, X. Wang, X. Xie,
J. Shair, J. R. Ramamurthy, N. Modi, C. Li, C. Wang, S. Shah,
B. Pal, Z. Miao, A. Isaacs, J. Mahseredjian, and J. Zhou, “Real-world
subsynchronous oscillation events in power grids with high penetrations
of inverter-based resources,” IEEE Trans. Power Syst., vol. 38, no. 1,
pp. 316-330, Jan. 2023.

L. Fan and Z. Miao, “Wind in weak grids: 4 Hz or 30 Hz oscillations?”
IEEE Trans. Power Syst., vol. 33, no. 5, pp. 5803-5804, Sep. 2018.

J. Rocabert, A. Luna, F. Blaabjerg, and P. Rodriguez, “Control of power
converters in AC microgrids,” IEEE Trans. Power Electron., vol. 27,
no. 11, pp. 4734-4749, Nov. 2012.

F. Milano, F. Dorfler, G. Hug, D. J. Hill, and G. Verbic, ‘“Foundations and
challenges of low-inertia systems (Invited Paper),” in Proc. Power Syst.
Comput. Conf. (PSCC), Jun. 2018, pp. 1-25.

R. Rosso, X. Wang, M. Liserre, X. Lu, and S. Engelken, “Grid-
forming converters: Control approaches, grid-synchronization, and future
trends—A review,” IEEE Open J. Ind. Appl., vol. 2, pp. 93-109, 2021.
A. Tayyebi, F. Dorfler, F. Kupzog, Z. Miletic, and W. Hribernik, Grid-
forming Converters—Inevitability, Control Strategies and Challenges in
Future Grids Application. AIM, 2018.

D. B. Rathnayake, M. Akrami, C. Phurailatpam, S. P. Me,
S. Hadavi, G. Jayasinghe, S. Zabihi, and B. Bahrani, “Grid forming
inverter modeling, control, and applications,” IEEE Access, vol. 9,
pp. 114781-114807, 2021.

VOLUME 12, 2024



C. Eckel et al.: Classification of Converter-Driven Stability and Suitable Modeling and Analysis Methods

IEEE Access

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

H. Zhang, W. Xiang, W. Lin, and J. Wen, “Grid forming converters
in renewable energy sources dominated power grid: Control strategy,
stability, application, and challenges,” J. Modern Power Syst. Clean
Energy, vol. 9, no. 6, pp. 1239-1256, Nov. 2021.

L. Fan, “Modeling type-4 wind in weak grids,” IEEE Trans. Sustain.
Energy, vol. 10, no. 2, pp. 853-864, Apr. 2019.

N. Pogaku, M. Prodanovic, and T. C. Green, “Modeling, analysis and
testing of autonomous operation of an inverter-based microgrid,” IEEE
Trans. Power Electron., vol. 22, no. 2, pp. 613-625, Mar. 2007.

H. Liu, X. Xie, J. He, T. Xu, Z. Yu, C. Wang, and C. Zhang,
“Subsynchronous interaction between direct-drive PMSG based wind
farms and weak AC networks,” IEEE Trans. Power Syst., vol. 32, no. 6,
pp. 4708-4720, Nov. 2017.

D. Shu, X. Xie, H. Rao, X. Gao, Q. Jiang, and Y. Huang, “Sub- and
super-synchronous interactions between STATCOMs and weak AC/DC
transmissions with series compensations,” IEEE Trans. Power Electron.,
vol. 33, no. 9, pp. 7424-7437, Sep. 2018.

J. Z. Zhou, H. Ding, S. Fan, Y. Zhang, and A. M. Gole, “Impact of
short-circuit ratio and phase-locked-loop parameters on the small-signal
behavior of a VSC-HVDC converter,” IEEE Trans. Power Del., vol. 29,
no. 5, pp. 2287-2296, Oct. 2014.

Y. Li, Y. Gu, and T. C. Green, “Revisiting grid-forming and grid-
following inverters: A duality theory,” IEEE Trans. Power Syst., vol. 37,
no. 6, pp. 4541-4554, Nov. 2022.

S. Almutairi, Z. Miao, and L. Fan, ““Stability analysis of two types of
grid-forming converters for weak grids,” Int. Trans. Electr. Energy Syst.,
vol. 31, no. 12, p. 13136, Dec. 2021.

Z.Zou,]J. Tang, X. Wang, Z. Wang, W. Chen, G. Buticchi, and M. Liserre,
“Modeling and control of a two-bus system with grid-forming and grid-
following converters,” IEEE J. Emerg. Sel. Topics Power Electron.,
vol. 10, no. 6, pp. 7133-7149, Dec. 2022.

R. Fernandes, S. Achilles, and J. MacDowell, “Report to NERC ERSTF
for composite short circuit ratio (CSCR) estimation guideline,” 2015.

Y. Zhang, S. F. Huang, J. Schmall, J. Conto, J. Billo, and E. Rehman,
“Evaluating system strength for large-scale wind plant integration,” in
Proc. IEEE PES Gen. Meeting Conf. Exposit., Jul. 2014, pp. 1-5.

N. Pahalawaththa, S. Achilles, K. Elkington, D. Vujatovic, A. Isaacs,
U. Annakkage, M. Davies, B. Badrzadeh, and C. Smith, Connection of
Wind Farms to Weak AC Networks: B4 Technical Brochures: DC Systems
and Power Electronics. Paris, France: CIGRE, 2016.

D. Wu, G. Li, M. Javadi, A. M. Malyscheff, M. Hong, and J. N. Jiang,
“Assessing impact of renewable energy integration on system strength
using site-dependent short circuit ratio,” IEEE Trans. Sustain. Energy,
vol. 9, no. 3, pp. 1072-1080, Jul. 2018.

C. Henderson, A. Egea-Alvarez, P. Papadopoulos, R. Li, L. Xu,
R. Da Silva, A. Kinsella, I. Gutierrez, and R. Pabat-Stroe, “Exploring
an impedance-based SCR for accurate representation of grid-forming
converters,” in Proc. IEEE Power Energy Soc. Gen. Meeting (PESGM),
Jul. 2022, pp. 1-5.

C. Henderson, A. Egea-Alvarez, T. Kneuppel, G. Yang, and L. Xu,
““Grid strength impedance metric: An alternative to SCR for evaluating
system strength in converter dominated systems,” IEEE Trans. Power
Del., vol. 39, no. 1, pp. 386-396, Jan. 2024. [Online]. Available:
https://ieeexplore.ieee.org/document/10012412

Z.Zou, B. D. Besheli, R. Rosso, M. Liserre, and X. Wang, “Interactions
between two phase-locked loop synchronized grid converters,” IEEE
Trans. Ind. Appl., vol. 57, no. 4, pp. 3935-3947, Jul. 2021.

G. Wu, S. Wang, B. Zhao, H. Hu, J. Li, L. Cao, H. Ding, L. Yu, and Q. Ma,
“Converter-driven low-frequency stability analysis and compensation
in weak-grid-tied VSCs,” in Proc. Int. Conf. Power Syst. Technol.
(POWERCON), Dec. 2021, pp. 1634-1639.

Y. Liao, X. Wang, F. Liu, K. Xin, and Y. Liu, “Sub-synchronous control
interaction in grid-forming VSCs with droop control,” in Proc. 4th IEEE
Workshop Electron. Grid (eGRID), Nov. 2019, pp. 1-6.

Y. Liao and X. Wang, Impedance Decomposition for Design-Oriented
Analysis of Grid-Forming Voltage-Source Converters. IEEE TechRxiv,
Oct. 2020.

W. Du, Z. Chen, K. P. Schneider, R. H. Lasseter, S. Pushpak Nandanoori,
F. K. Tuffner, and S. Kundu, “A comparative study of two widely
used grid-forming droop controls on microgrid small-signal stability,”
IEEE J. Emerg. Sel. Topics Power Electron., vol. 8, no. 2, pp. 963-975,
Jun. 2020.

VOLUME 12, 2024

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

[57]

[58]

[59]

[60]

[61]

F. Cecati, R. Zhu, S. Pugliese, M. Liserre, and X. Wang, ““State feedback
reshaping control of voltage source converter,” [EEE Trans. Power
Electron., vol. 37, no. 12, pp. 14280-14293, Dec. 2022.

Y. Huang and D. Wang, ““Effect of control-loops interactions on power
stability limits of VSC integrated to AC system,” IEEE Trans. Power Del.,
vol. 33, no. 1, pp. 301-310, Feb. 2018.

C. Buchhagen, C. Rauscher, A. Menze, and J. Jung, “BorWinl-First
experiences with harmonic interactions in converter dominated grids,” in
Proc. Int. ETG Congr., Die Energiewende—Blueprints New Energy Age,
Nov. 2015, pp. 1-7.

X. Wang, F. Blaabjerg, and W. Wu, “Modeling and analysis of harmonic
stability in an AC power-electronics-based power system,” IEEE Trans.
Power Electron., vol. 29, no. 12, pp. 6421-6432, Dec. 2014.

S. Akkari, E. Prieto-Araujo, J. Dai, O. Gomis-Bellmunt, and X. Guillaud,
“Impact of the DC cable models on the SVD analysis of a multi-terminal
HVDC system,” in Proc. Power Syst. Comput. Conf. (PSCC), Jun. 2016,
pp. 1-6.

E. Ebrahimzadeh, F. Blaabjerg, X. Wang, and C. L. Bak, ‘““Modeling and
identification of harmonic instability problems in wind farms,” in Proc.
IEEE Energy Convers. Congr. Expo. (ECCE), Sep. 2016, pp. 1-6.

D. Yang, X. Wang, and F. Blaabjerg, “Sideband harmonic instability
of paralleled inverters with asynchronous carriers,” IEEE Trans. Power
Electron., vol. 33, no. 6, pp. 4571-4577, Jun. 2018.

S. He, Y. Pan, D. Zhou, X. Wang, and F. Blaabjerg, ““Current harmonic
analysis of multisampled LCL type grid-connected inverter,” in Proc.
IEEE Energy Convers. Congr. Expo., Oct. 2020, pp. 4329-4335.

S. He, D. Zhou, X. Wang, and F. Blaabjerg, “Switching harmonics
suppression of single-loop multi-sampling control of grid-connected
inverter,” in Proc. IECON 46th Annu. Conf. IEEE Ind. Electron. Soc.,
Oct. 2020, pp. 3259-3264.

N. Cifuentes, M. Sun, R. Gupta, and B. C. Pal, “Black-box impedance-
based stability assessment of dynamic interactions between converters
and grid,” IEEE Trans. Power Syst., vol. 37, no. 4, pp. 2976-2987,
Jul. 2022.

A. Tayyebi, D. GroB3, A. Anta, F. Kupzog, and F. Dorfler, “Frequency
stability of synchronous machines and grid-forming power converters,”
IEEE J. Emerg. Sel. Topics Power Electron., vol. 8, no. 2, pp. 1004-1018,
Jun. 2020.

H. Wu, X. Wang, K. Wang, G. Li, B. Zhang, and Y. Lu, “Passivity-based
harmonic stability analysis of voltage source converters considering the
impact of sequence decomposition algorithms,” in Proc. IEEE 9th Int.
Power Electron. Motion Control Conf. (IPEMC-ECCE Asia), Nov. 2020,
pp. 1930-1934.

B. Badrzadeh, S. Goyal, J. Lu, J. Mahsredjian, F. Fernandez, L. Dall,
M. Val Escudero, M. Davis, S. Grogan, F. Villella, D. Muthumuni,
A. Kuri, H. Saad, and J. Schmall, Electromagnetic Transient Simulation
Models for Large-scale System Impact Studies in Power Systems
Having a High Penetration of Inverter-connected Generation: C4
Technical Brochure: Power System Technical Performance. Paris, France:
CIGRE, 2022.

R. Wachal et al., Guide for the Development of Models for HVDC
Converters in a HVDC Grid: B4 Technical Brochure: DC Systems and
Power Electronics. Paris, France: CIGRE, 2014.

B. Badrzadeh, Z. Emin, H. Emil, and D. Jacobson, “The need for
enhanced power system modelling techniques and simulation tools,”
CIGRE Sci. Eng., no. 308, pp. 54-55, 2020.

AEMO Austral. Energy Market Operator. (2023). Power System
Model Guidelines. [Online]. Available: https://aemo.com.au/energy-
systems/electricity/national-electricity-market-nem/participate-in-the-
market/network-connections/modelling-requirements

C. Collados-Rodriguez, M. Cheah-Mane, E. Prieto-Araujo, and
O. Gomis-Bellmunt, “Stability and operation limits of power systems
with high penetration of power electronics,” Int. J. Electr. Power Energy
Syst., vol. 138, Jun. 2022, Art. no. 107728.

I. Adebayo and Y. Sun, “New performance indices for voltage stability
analysis in a power system,” Energies, vol. 10, no. 12, p. 2042, Dec. 2017.
G. Grdenic, F.J. C. Garcia, N. d. M. D. Campos, F. Villella, and J. Beerten,
“Model order reduction of voltage source converters based on the AC side
admittance assessment: From EMT to RMS,” IEEE Trans. Power Del.,
vol. 38, no. 1, pp. 56-67, Feb. 2023.

J. J. Benedetto, Modern Sampling Theory : Mathematics and Applica-
tions. Basel, Switzerland: Birkhiuser, 2001.

53071



IEEE Access

C. Eckel et al.: Classification of Converter-Driven Stability and Suitable Modeling and Analysis Methods

[62]

[63]

[64]

[65]

[66]

[67]

[68]

[69]

[70]

[71]

[72]

[73]

[74]

[75]

[76]

[77]

[78]

[79]
[80]

[81]
[82]

[83]

[84]

[85]

53072

L. F. Chaparro, “Chapter 7—Sampling theory,” in Signals and Systems
Using MATLAB. New York, NY, USA: Academic, 2011, ch. 7,
pp. 419-449.

S. Krahmer, S. Ecklebe, P. Schegner, and K. Robenack, “Analysis of the
converter-driven stability of Q(V)-characteristic control in distribution
grids,” in Proc. Int. Conf. Smart Energy Syst. Technol. (SEST), Sep. 2022,
pp. 1-6.

L. Steinhduser, M. Coumont, S. Weck, and J. Hanson, “Comparsion of
RMS and EMT models of converter-interfaced distributed generarion
units regarding anlysis of short-term voltage stability,” in NEIS 2019.
Hessen, Germany: VDE VERLAG GMBH, 2019, pp. 31-36.

A. Singh, V. Debusschere, and N. Hadjsaid, ““Slow-interaction converter-
driven stability in the distribution grid: Small signal stability analysis
using RMS models,” in Proc. IEEE Power Energy Soc. Gen. Meeting
(PESGM), Jul. 2022, pp. 1-5.

A. M. Stankovic, P. Mattavelli, V. Caliskan, and G. C. Verghese,
“Modeling and analysis of FACTS devices with dynamic phasors,”
in [EEE Power Eng. Soc. Winter Meeting. Conf. Proc., Oct. 2000,
pp. 1440-1446.

S. R. Sanders, J. M. Noworolski, X. Z. Liu, and G. C. Verghese,
“Generalized averaging method for power conversion circuits,” IEEE
Trans. Power Electron., vol. 6, no. 2, pp. 251-259, Apr. 1991.

A. M. Stankovic and T. Aydin, “Analysis of asymmetrical faults in power
systems using dynamic phasors,” IEEE Trans. Power Syst., vol. 15, no. 3,
pp. 1062-1068, Aug. 2000.

P. C. Stefanov and A. M. Stankovic, “Modeling of UPFC operation under
unbalanced conditions with dynamic phasors,” IEEE Trans. Power Syst.,
vol. 17, no. 2, pp. 395-403, May 2002.

T. Demiray, G. Andersson, and L. Busarello, “Evaluation study for the
simulation of power system transients using dynamic phasor models,” in
Proc. IEEE/PES Transmiss. Distribution Conf. Exposition: Latin Amer.,
Aug. 2008, pp. 1-6.

T. Demiray, “Simulation of power system dynamics using dynamic
phasor models,” Ph.D. dissertation, Dept. Power Syst. Lab., ETH Zurich,
Ziirich, Switzerland, 2008.

0. C. Sakinci and J. Beerten, “Generalized dynamic phasor modeling of
the MMC for small-signal stability analysis,” IEEE Trans. Power Del.,
vol. 34, no. 3, pp. 991-1000, Jun. 2019.

K. Mudunkotuwa, S. Filizadeh, and U. Annakkage, ‘“Development of a
hybrid simulator by interfacing dynamic phasors with electromagnetic
transient simulation,” IET Gener., Transmiss. Distribution, vol. 11,
no. 12, pp. 2991-3001, Aug. 2017.

J. Rupasinghe, S. Filizadeh, and L. Wang, ““A dynamic phasor model of
an MMC with extended frequency range for EMT simulations,” IEEE
J. Emerg. Sel. Topics Power Electron., vol. 7, no. 1, pp. 30-40, Mar. 2019.
M. Mirz, A Dynamic Phasor Real-time Simulation Based Digital Twin
for Power Systems, vol. 82, 1st ed. Aachen, Germany: RWTH Aachen
University, 2020.

K. Strunz, R. Shintaku, and F. Gao, “Frequency-adaptive network
modeling for integrative simulation of natural and envelope waveforms
in power systems and circuits,” IEEE Trans. Circuits Syst. I, Reg. Papers,
vol. 53, no. 12, pp. 2788-2803, Dec. 2006.

H. W. Dommel, ““Digital computer solution of electromagnetic transients
in single-and multiphase networks,” IEEE Trans. Power App. Syst.,
vols. PAS-88, no. 4, pp. 388-399, Apr. 1969.

DIgSILENT. (2023). PowerFactory. [Online]. Available: https://www.
digsilent.de

(2023). PSCAD. [Online]. Available: https://www.pscad.com/

EEUG Eur. EMTP-ATP Users Group E.V. (2023). ATP-EMTP. [Online].
Available: https://www.atp-emtp.org/

(2023). EMTP. [Online]. Available: https://www.emtp.com/

(2023). MathWorks, Simscape Electrical. [Online]. Available:
https://www.mathworks.com/products/simscape-electrical.html

(2023). Plexim, PLECS. [Online]. Available: https://www.plexim.
com/cn/products/plecs

Y. Gu, N. Bottrell, and T. C. Green, “Reduced-order models for
representing converters in power system studies,” IEEE Trans. Power
Electron., vol. 33, no. 4, pp. 3644-3654, Apr. 2018.

G. Grdenic, M. Delimar, and J. Beerten, “AC grid model order reduction
based on interaction modes identification in converter-based power
systems,” [EEE Trans. Power Syst., vol. 38, no. 3, pp. 2388-2397,
May 2023.

[86]

[87]

[88]

[89]

[90]

[91]

[92]

[93]

[94]

[95]

[96]

[97]

[98]
[99]

[100]

[101]

[102]

[103]

[104]

[105]

[106]

[107]

A. Abusalah, O. Saad, J. Mahseredjian, U. Karaagac, and 1. Kocar,
“Accelerated sparse matrix-based computation of electromagnetic tran-
sients,” IEEE Open Access J. Power Energy, vol. 7, pp. 13-21, 2020.
[Online]. Available: https://ieeexplore.ieee.org/document/8895777

Z. Li, C. Zang, P. Zeng, H. Yu, S. Li, and J. Bian, “Control of a grid-
forming inverter based on sliding-mode and mixed Hz/H control,”
IEEE Trans. Ind. Electron., vol. 64, no. 5, pp. 3862-3872, May 2017.
M. Cespedes and J. Sun, “Impedance modeling and analysis of grid-
connected voltage-source converters,” IEEE Trans. Power Electron.,
vol. 29, no. 3, pp. 1254-1261, Mar. 2014.

C. Collados-Rodriguez, M. Cheah-Mane, E. Prieto-Araujo, and
O. Gomis-Bellmunt, “Stability analysis of systems with high VSC
penetration: Where is the limit?”” IEEE Trans. Power Del., vol. 35, no. 4,
pp. 2021-2031, Aug. 2020.

C. K. Sao and P. W. Lehn, “Control and power management of converter
fed microgrids,” IEEE Trans. Power Syst., vol. 23, no. 3, pp. 1088-1098,
Aug. 2008.

P. Krause, O. Wasynczuk, S. Sudhoff, and S. Pekarek, Analysis of Electric
Machinery and Drive Systems. Hoboken, NJ, USA: Wiley, 2013.

Y. Levron, J. Belikov, and D. Baimel, ““A tutorial on dynamics and control
of power systems with distributed and renewable energy sources based on
the DQO transformation,” Appl. Sci., vol. 8, no. 9, p. 1661, Sep. 2018.
A. Sajadi, K. Clark, and K. A. Loparo, “Statistical steady-state stability
analysis for transmission system planning for offshore wind power plant
integration,” Clean Technol., vol. 2, no. 3, pp. 311-332, Aug. 2020.

G. Gaba, S. Lefebvre, and D. Mukhedkar, “Comparative analysis and
study of the dynamic stability of AC/DC systems,” IEEE Trans. Power
Syst., vols. PWRS-3, no. 3, pp. 978-985, Aug. 1988.

S. Lefebvre, “Decentralized control of multiterminal HVDC systems
embedded in AC networks,” Ph.D. thesis, Purdue Univ., West Lafayette,
Indiana, 1980.

F. Cecati, R. Zhu, M. Liserre, and X. Wang, “Nonlinear modular state-
space modeling of power-electronics-based power systems,” IEEE Trans.
Power Electron., vol. 37, no. 5, pp. 6102-6115, May 2022.

J.  Arévalo-Soler, E. Sanchez-Sinchez, E. Prieto-Araujo, and
O. Gomis-Bellmunt, “Impact analysis of energy-based control structures
for grid-forming and grid-following MMC on power system dynamics
based on eigenproperties indices,” Int. J. Electr. Power Energy Syst.,
vol. 143, Dec. 2022, Art. no. 108369.

P. Kundur, Power System Stability and Control, 7th ed. New York, NY,
USA: McGraw-Hill, 2009.

J.-G. Sun, “Multiple eigenvalue sensitivity analysis,” Linear Algebra
Appl., vols. 137-138, pp. 183-211, Aug. 1990.

N. Johansson, L. Angquist, and H.-P. Nee, “A comparison of different
frequency scanning methods for study of subsynchronous resonance,”
IEEE Trans. Power Syst., vol. 26, no. 1, pp. 356-363, Feb. 2011.

M. S. Annakkage, C. Karawita, and U. D. Annakkage, ‘“Frequency
scan-based screening method for device dependent sub-synchronous
oscillations,” IEEE Trans. Power Syst., vol. 31, no. 3, pp. 1872-1878,
May 2016.

Y. Zhu, Y. Gu, Y. Li, and T. C. Green, “Participation analysis in
impedance models: The grey-box approach for power system stability,”
IEEE Trans. Power Syst., vol. 37, no. 1, pp. 343-353, Jan. 2022.

S. Shah, P. Koralewicz, V. Gevorgian, H. Liu, and J. Fu, “Impedance
methods for analyzing stability impacts of inverter-based resources:
Stability analysis tools for modern power systems,” IEEE Electrific.
Mag., vol. 9, no. 1, pp. 53—65, Mar. 2021.

W. Ren and E. Larsen, “A refined frequency scan approach to sub-
synchronous control interaction (SSCI) study of wind farms,” IEEE
Trans. Power Syst., vol. 31, no. 5, pp. 3904-3912, Sep. 2016.

Y. Wang, X. Wang, F. Blaabjerg, and Z. Chen, “Frequency scanning-
based stability analysis method for grid-connected inverter system,”
in Proc. IEEE 3rd Int. Future Energy Electron. Conf., Jun. 2017,
pp. 1575-1580.

C. Zhang, M. Molinas, A. Rygg, and X. Cai, “Impedance-based analysis
of interconnected power electronics systems: Impedance network mod-
eling and comparative studies of stability criteria,” IEEE J. Emerg. Sel.
Topics Power Electron., vol. 8, no. 3, pp. 2520-2533, Sep. 2020.

M. Amin, C. Zhang, A. Rygg, M. Molinas, E. Unamuno, and
M. Belkhayat, “Nyquist stability criterion and its application to power
electronics systems,” in Wiley Encyclopedia of Electrical and Electronics
Engineering. Hoboken, NJ, USA: Wiley, 1999, pp. 1-22.

VOLUME 12, 2024



C. Eckel et al.: Classification of Converter-Driven Stability and Suitable Modeling and Analysis Methods I EEEACC@SS

[108]

[109]

[110]

[111]

[112]

[113]

[114]

[115]

[116]

[117]

[118]

[119]

[120]

[121]

J. Sun, “Impedance-based stability criterion for grid-connected invert-
ers,” IEEE Trans. Power Electron., vol. 26, no. 11, pp. 3075-3078,
Nov. 2011.

L. Fangcheng, L. Jinjun, Z. Haodong, X. Danhong, H. S. Ul, and
Z. Linyuan, “Stability issues of Z+Z or Y+Y type cascade system,” in
Proc. IEEE Energy Convers. Congr. Exposit., Sep. 2013, pp. 434-441.
Q.-C. Zhong and X. Zhang, “‘Impedance-sum stability criterion for power
electronic systems with two converters/sources,” IEEE Access, vol. 7,
pp. 21254-21265, 2019.

L. Sainz, M. Cheah-Mane, L. Monjo, J. Liang, and O. Gomis-
Bellmunt, “Positive-Net-Damping stability criterion in grid-connected
VSC systems,” IEEE J. Emerg. Sel. Topics Power Electron., vol. 5, no. 4,
pp. 1499-1512, Dec. 2017.

H. Liu and X. Xie, “Impedance network modeling and quantitative
stability analysis of sub-/super-synchronous oscillations for large-scale
wind power systems,” IEEE Access, vol. 6, pp. 34431-34438, 2018.

H. Liu, X. Xie, and W. Liu, “An oscillatory stability criterion based on
the unified dg -Frame impedance network model for power systems with
high-penetration renewables,” IEEE Trans. Power Syst., vol. 33, no. 3,
pp. 3472-3485, May 2018.

Y. Zhan, X. Xie, H. Liu, H. Liu, and Y. Li, “Frequency-domain
modal analysis of the oscillatory stability of power systems with high-
penetration renewables,” IEEE Trans. Sustain. Energy, vol. 10, no. 3,
pp. 1534-1543, Jul. 2019.

L. Harnefors, X. Wang, A. G. Yepes, and F. Blaabjerg, “Passivity-
based stability assessment of grid-connected VSCs—An overview,”
IEEE J. Emerg. Sel. Topics Power Electron., vol. 4, no. 1, pp. 116-125,
Mar. 2016.

X. Wang, F. Blaabjerg, and P. C. Loh, “Passivity-based stability analysis
and damping injection for multiparalleled VSCs with LCL filters,” IEEE
Trans. Power Electron., vol. 32, no. 11, pp. 8922-8935, Nov. 2017.

G. Wu, Y. He, H. Zhang, X. Wang, D. Pan, X. Ruan, and C. Yao,
“Passivity-based stability analysis and generic controller design for
grid-forming inverter,” IEEE Trans. Power Electron., vol. 38, no. 5,
pp. 5832-5843, May 2023.

T&D Eur. (2022). Studies for Interaction of Power Electronics
From Multiple Vendors in Power Systems. [Online]. Available:
https://www.tdeurope.eu/publicationss/position-papers.html

J. Matevosyan, B. Badrzadeh, T. Prevost, E. Quitmann, D. Ramasub-
ramanian, H. Urdal, S. Achilles, J. MacDowell, S. H. Huang, V. Vital,
J. O’Sullivan, and R. Quint, ““Grid-forming inverters: Are they the key for
high renewable penetration?”” IEEE Power Energy Mag., vol. 17, no. 6,
pp- 89-98, Nov. 2019.

M. A. Quester, “Investigating converter control interactions in the
transmission grid,” Ph.D. dissertation, Fakultit fiir Elektrotechnik und
Informationstechnik, RWTH Aachen Univ., Aachen, Germany, 2021.

L. P. Kunjumuhammed, B. C. Pal, R. Gupta, and K. J. Dyke, ““Stability
analysis of a PMSG-based large offshore wind farm connected to a VSC-
HVDC,” IEEE Trans. Energy Convers., vol. 32, no. 3, pp. 1166-1176,
Sep. 2017.

VOLUME 12, 2024

CHRISTINA ECKEL (Graduate Student Member,
IEEE) received the Master of Science degree
(Hons.) in systems engineering and technical
cybernetics with a focus on system and con-
trol theory from Otto von Guericke University
Magdeburg, Germany. Since 2021, she has been a
Research Assistant with the Institute of Electrical
Power and Energy Technology (IEET), Hamburg
University of Technology, Germany. Her research
interests include stability and grid control in
converter interfaced generation dominated transmission systems.

DAVOOD BABAZADEH (Senior Member, IEEE)
received the master’s degree in electrical engineer-
ing with a focus on electrical power systems from
the KTH Royal Institute of Technology, Sweden,
and the Ph.D. degree with a focus on operation
and control of HVDC grids, in 2017. He was a
Research Assistant with the KTH Royal Institute
of Technology. After that, he joined the OFFIS
Research Institute, Germany, and led a research
team focusing on automation and control of power
systems. Since 2020, he has been a Lecturer and a Senior Scientist with
the Institute of Electrical Power and Energy Technology (IEET), Hamburg
University of Technology, Germany. He has been involved in many national
and European projects dealing with modeling, simulation, and validation of
smart grid solutions.

CHRISTIAN BECKER (Member, IEEE) received
the Dipl.-Ing. and Dr.-Ing. degrees from TU Dort-
mund University, in 1996 and 2001, respectively.
From 2002 to 2015, he was with the Research
and Development Division, Airbus. Since 2015,
he has been a Full Professor and the Head
of the Institute of Electrical Power and Energy
Technology, Hamburg University of Technology,
Germany. His research activities and professional
experiences are focused on power system stability
and control engineering for terrestrial as well as on-board electrical power
systems with a dedicated focus on grid integration of power electronics
equipment and FACTS.

53073



