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ABSTRACT Change detection is considered as one of the challenging issues in the field of remote sensing.
The multi-temporal images used to detect the changes generally have significant illumination variations
which affect the performance of a change detection method. To address this issue, a machine learning (ML)-
based change detection algorithm is proposed for the remote sensing optical images. The proposed method is
a combination of Support Vector Machines (SVM) and Particle Swarm Optimization (PSO). In this method,
the PSO is utilized in a novel way to provide the optimized feature vectors. These feature vectors are used
in SVM to accurately determine the changed and unchanged pixels. The proposed method is very effective
in identifying the changes in remote sensing optical images having significant illumination variations. It can
give comparatively higher correct classification (PCC) values, and lower false alarm (PFA) as well as total
error (PTE) values than the state-of-the-art methods. Experiments on six pairs of Landsat images demonstrate
the effectiveness of the proposed method.

INDEX TERMS Machine learning (ML), particle swarm optimization (PSO), support vector machines

(SVM).

I. INTRODUCTION

Change detection is the systematic identification and analysis
of alterations in data or physical phenomena over time. This
process holds profound significance across diverse fields,
from environmental monitoring and remote sensing to health-
care, finance, and the social sciences. By recognizing and
quantifying changes in various contexts, change detection
enables us to make informed decisions, monitor trends, and
respond to evolving circumstances effectively. Change detec-
tion plays a crucial role in the domain of remote sensing.
By comparing spectral and spatial characteristics in remote
sensing images, the alterations in land cover, vegetation, and
urban development are identified. This capability is invalu-
able for applications such as environmental monitoring, urban
planning, disaster management, and agriculture. The change
detection process can be broadly classified into unsupervised,
and supervised methods.

The associate editor coordinating the review of this manuscript and
approving it for publication was Manuel Rosa-Zurera.

Unsupervised change detection techniques in the realm
of remote sensing have garnered significant attention due
to their ability to uncover changes on the Earth’s surface
without relying on ground truth data [1], [2], [3], [4], [5],
(61, [71, [81, [91, [101, [11], [12], [13], [14], [15], [16], [17],
[18], [19], [20], [21], [22], [23], [24], [25], [26]. These tech-
niques encompass various approaches, each offering unique
insights into the detection of alterations. In [1], an inno-
vative methodology was proposed for change detection by
analyzing pairs of cross-sharpened images which effectively
reduced the overestimation of changed areas. Gupta et al. [2]
implemented the Local Binary Similarity Pattern (LBSP)
technique to identify changes in optical satellite images.
In this method, a novel threshold technique based on the
Hamming distance is proposed to create binary feature vec-
tors and binary change maps. Also, in [3], Gupta et al. used
a local neighborhood information (LNI) to construct the fea-
ture vector. This method involves processing of two images
by partitioning them into overlapping blocks, concatenat-
ing corresponding blocks from the images, and applying
Otsu’s thresholding method. Celik et al. [4] adopted the
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mean square error (MSE) between different images and
employed genetic algorithms (GA) to identify changes at the
lowest possible cost. This method achieves 1.82% total error
rate and, hence, 98.18% correct detection rate. In contrast,
Zhang et al. [5] introduced the concept of ““spectrum trend”,
which utilizes spectral values within specific geographic
areas. Although this method was effective, it faces chal-
lenges in selecting appropriate image window sizes and aims
to enhance local spectrum-trend similarity (LSTS). Also,
in [6], Celik introduced the S-levels undecimated discrete
wavelet transform (UDWT) in unsupervised change detec-
tion, coupled with k-means clustering for generating change
detection maps. This method demonstrates robustness against
noise. Luo et al. [7] introduced a soft-change detection tech-
nique, treating it as a transparency computation problem and
optimizing an objective function using Bayesian matting.
Kalinicheva et al. [8] employed neural network autoencoders
(AEs) to generate bitemporal change masks, facilitating com-
prehensive change analysis. Principal component analysis
(PCA) and k-means clustering were explored in [9]. In this
method, the difference image is divided into non-overlapping
blocks for change identification. In addition, the multi-
scale structure of the dual-tree complex wavelet transform
(DT-CWT) was utilized in [10], offering an unsupervised
change-detection method based on DT-CWT. Meanwhile,
in [11], Generative Adversarial Networks (GANs) focused
on generating co-registered images to facilitate change iden-
tification for image quality and clip position improvements.
This method got the F1 score as 0.7692. The paper [12]
presents an innovative approach to oil spill monitoring in opti-
cal remote sensing images, utilizing multitemporal change
detection techniques for unsupervised, semiautomatic, and
efficient detection. Zhan et.al [13] introduced an unsuper-
vised change detection method for heterogeneous synthetic
aperture radar (SAR) and optical images, utilizing a loga-
rithmic transformation feature learning framework to align
statistical distribution properties. In [14], Sibling Regression
for Optical Change detection (SiROC) method designed for
change detection in optical satellite images. SiROC gains
about 12 percentage points (p.p.) in specificity, 7 p.p. in sen-
sitivity, 12 p.p. in precision. In [15], a Deep Change Vector
Analysis (DCVA) framework was presented for change detec-
tion in very high spatial resolution (VHR) multitemporal
optical satellite images. Yetgin et al. [16] proposed an invis-
ible transform detection method for multi-temporal satellite
images using Gaussian mixture model (GMM), mean square
descent, and k-means clustering. The authors in [17] pro-
posed a method for multitemporal satellite images, utilizing a
novel detail-enhancing algorithm. This method involves com-
bining the coefficients of the directional sub bands to extract
the main points which are then injected into the base image
to create a contrast-enhanced image. The method receives
a total error rate of 7.59%. In [18], a transform detection
method for heterogeneous multi-temporal satellite images
based on unsupervised images was used. In [19], a new
unsupervised transformation was presented for recognizing
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heterogeneous remote sensing image pairs. This method uses
parameter estimation parameters with a two-norm function
model in multiple solutions, which improves the estimation
quality. The method in [20] introduced a new parame-
ter mapping strategy for transformation in heterogeneous
dual-time satellite image detection. In [21], Radoi et al.
incorporated Hamming distance and binary descriptors to
train a supervised model. The utilization of vector quanti-
zation streamlined the management of change-related data,
facilitating accessibility and improved model performance.
Celik et al. [22] proposed an invisible transform detection
method for satellite images. The method yields a 0.34%
total erroneous decision rate. Prendes et.al [23] proposed
a novel approach for measuring similarity between remote
sensing images from heterogeneous sensors, using manifold
learning to infer sensor properties and noise models. In [24],
a spatiotemporal fusion change detection (STFCD) algorithm
was used for flood extent monitoring using multisource het-
erogeneous satellite image time series (MSH-SITS). In [25],
a parallel binary particle swarm optimization (PBPSO) was
used to create a binary change-detection mask using particle
swarm optimization (PSO). The method obtains the least
overall error of 0.67%. In [26], an unsupervised change detec-
tion technique was presented using the scale-invariant feature
transform (SIFT)-flow algorithm. This method receives a F1
score of 81.65%.

Supervised change detection techniques use labeled data
to enhance the accuracy and efficiency of change iden-
tification. These techniques can be further classified as
machine learning (ML)-based and deep learning-based meth-
ods. A variety of ML-based change detection methods are
reported in [27], [28], [29], [30], [31], and [32]. The change
detection algorithm proposed in [27] was based on the use
of a Random Forest (RF) algorithm for land use and land
cover classification. This method achieved an overall accu-
racy of 96% for landcover change detection. In [28], the
quantile regression and copula theory were used to detect
the changes. In [29], the performance of the firefly support
vector machines (FF-SVM) algorithm was improved by using
various filtering techniques including F-score, Joint Mutual
Information (JMI), Maximum Relevance Minimum Redun-
dancy (mRMR), and Double Input Symmetrical Relevance
(DISR). Additionally, various methods have been employed
to accelerate Support Vector Machines (SVM) for change
detection in satellite images. One notable approach proposed
by Habib et al. in [30], focuses on reducing the number of
support vectors. Longbotham et al. [31] presented a predictive
model based on digital progress data that provided insight
into the field of flood detection. In [32], a methodology was
introduced for the multitemporal and contextual classification
of georeferenced optical remote sensing images employing
Conditional Random Fields (CRFs).

In [33], [34], [35], [36], [37], [38], [39], and [40], different
deep learning-based methods are proposed for change detec-
tion. In [33], Li et al. addressed concerns related to change
detection in image boundaries and varying viewing angles
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by introducing a Siamese change detection network within
a multitask learning framework. In [34], an efficient satellite
image change detection network DifUnet4-+ was presented.
This model incorporates a pyramid of two input images and
employs advanced up-sampling techniques to enhance the
granularity of change detection, further advancing the state-
of-the-art in the field. Jing et al. [35] proposed a novel
approach which combined multi-scale Simple Linear Itera-
tive Clustering-Convolutional Neural Network (SLICCNN)
and Stacked Convolutional Auto-Encoder (SCAE) features.
Basavaraju et al. [36] introduced the Urban Change Detec-
tion Network (UCDNet) model for urban change detection.
Chouhan et al. [37] introduced Difference Image Recon-
struction Enhanced Multiresolution Network (DRMNet),
a multivariate learning model designed for transformation in
satellite imagery. In [38], the authors introduced an end-to-
end deep neural network called as Difference-Enhancement
Triplet Network (DETNet) for multivariate detection. In [39],
a model was introduced which explored the challenges and
opportunities associated with high spatial resolution opti-
cal satellite imagery for monitoring land cover changes.
It presents an innovative change detection method grounded
in neural networks, significantly mitigating human inter-
vention, and achieving a notable 2-3 times reduction in
classification errors compared to conventional post classifica-
tion approaches. In [40], an intriguing avenue was presented
for change detection through Canonical Correlation Analysis
(CCA). This approach tends to perform optimally in scenarios
where changes exhibit a smooth and gradual spread, showcas-
ing the adaptability of reinforcement learning in addressing
change detection challenges.

Although a variety of methods have been proposed in
recent years to detect changes in optical images, most of
them are unsupervised methods. Generally, the supervised
methods give better accuracy than the unsupervised methods.
These are more suitable for handling images with nonlinear
intensity differences. In the literature, several deep learning
methods can be found which are used to detect the changes
in remote sensing images. However, it is a well-known fact
that the deep learning methods require significantly higher
computational time to train the model. In addition, these
methods also need a large amount of labeled data in training to
provide optimal performance. But, a large amount of labeled
data generation from the remote sensing images is a critical
task. In order to address these issues, we have proposed a
ML-based method that combines SVM and PSO. The main
advantages of using a ML method are as follows: (i) it takes
less computational time in training compared to the deep
learning methods, (ii) it does not require a large amount
of labeled data to train the model and (iii) the inclusion of
the proposed optimization technique improves the detection
performance.

The novelties of the proposed method are as follows:

1) An ML-based change detection algorithm is proposed to
work automatically. The proposed method uses an improved
version of the SVM algorithm to automatically detect
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the changed and unchanged pixels between input optical
images.

2) The PSO is utilized along with the SVM in a novel
way to provide the optimized feature vectors. These opti-
mized feature vectors are used to train an SVM model
which provides better accuracy in identifying the changed and
unchanged pixels.

Il. PROPOSED METHODOLOGY

A. SYM

SVM is a supervised ML algorithm that originated in the
computer science and statistics field. It has found widespread
applications across various domains due to its effectiveness
in classification and regression tasks. The algorithm’s devel-
opment was motivated by the need for a robust method for
pattern recognition and classification. It is primarily used
for classification tasks, where it categorizes data points into
different classes based on their features. It can also be used
for regression, where it predicts a continuous output variable
based on input features. SVM was originally conceived as
a solution to the problem of finding a hyperplane that best
separates two classes of data in a high-dimensional space. The
decision function f is defined as follows:

fx)y=wx+D>b (1)
N

w= Zai)’ixi ()
i=1

where, x is the input feature vector, w is a vector perpendicular
to a hyperplane that separates two classes, b is an offset value,
« is a Lagrange multiplier, and y denotes the class label. Its
origins lie in the quest for a robust and efficient method for
pattern recognition and classification in complex data sets.

Although the SVM algorithm is computationally intensive,
still it can result in unsatisfactory performance if the input
feature vectors are not appropriately optimized. Therefore,
it is imperative to have techniques in place to expedite the
SVM classification process [41]. In [30], a novel hybrid
classification model was employed with SVM to offer a
promising solution for addressing gene selection and cancer
classification challenges. Motivated by this fact, we have
used the PSO algorithm to optimize the feature vector before
applying the features in SVM to determine the changed and
unchanged pixels.

B. PSO

PSO is an optimization method developed by the collective
behaviors observed in birds flocking or fish schooling. It sim-
ulates the movement of particles within a search space to
discover the best possible solution to a problem. The particle
with the best-known position (global best) at the end of the
optimization process represents the optimal solution to the
problem. It has a wide range of applications in ML, Bioin-
formatics, Telecommunication, etc. Its effectiveness lies in
its ability to explore a search space efficiently and find
near-optimal solutions for complex optimization problems.
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In PSO, the velocity and position of each particle are
updated depending on the search experience of the whole
swarm and the individual particle. The following equations
are used for updating the velocity (V) and the position (X) of
the particles:

Vit + 1) = wVi(t) + ric1 [Pbest; — X;(1)]
+ racy [ghest(t + 1) — X;(¢)] 3)
Xit +1) =X;(t) + Vit + 1) 4)

where ¢ denotes the iteration index, w is the inertia weight, c;
and c; are learning factors, r; and r, are random numbers that
are uniformly distributed in [0,1], V; is the velocity of the i
particle, Pbest; is the personal best position of the i particle,
and gbest is the global best position of the swarm.

C. PROPOSED PSO-SVM-BASED TRAINING

The proposed PSO-SVM algorithm combines the PSO and
the SVM to provide better accuracy in change detection.
In this method, the PSO is used to find the best particle.
Then, this particle is used to train the SVM to improve the
classification accuracy. Fig. 1 presents the flow chart of the
proposed method.

Let 77 and I, be the two co-registered optical images of
size n x m pixels that are captured at different times. These
are divided into 5 x 5 pixels overlapping blocks. Therefore,
a block of size 5 x 5 pixels is considered around each pixel
of the image, and every pixel corresponds to the center of
the block. Then, two difference vectors D| and D, are con-
structed for each pixel. The first vector D is calculated by
taking the absolute difference between the center pixel and
25 pixels of the corresponding block of /. Similarly, D5 is
calculated by taking the absolute difference between the cen-
ter pixel of the block of 71 and 25 pixels of the corresponding
block of the image I>. Both vectors are of size 25 x 1.

Di(a, b) = {x1,x2,x3, ...... , X25) (5)
Da(a, b) = {y1,y2, Y3, -+ -+ -+ ,¥25) (6)

where D denotes the absolute difference vector created by
the center pixel of I; and its corresponding block. D; is the
absolute difference vector created by the center pixel of /1 and
its corresponding block of I>. (a, b) represents the position
of the pixel in the image, where a = {1,2,...,n} and b =
{1,2,...,n}. These vectors D and D, are concatenated to
construct the feature vector D of size 50 x 1.

D(a, b) = {x1,x2,x3,...... 3 X5, V15 Y25 Y3 e e e ,¥25)

)

The same procedure is followed to create feature vectors for
each pixel of the images.

Now, 2N feature vectors are selected randomly and their
combination is considered as a particle in our proposed
method. Out of these 2N feature vectors, N vectors are taken
from changed positions, and the remaining N vectors are from
the unchanged positions. This procedure is followed s times
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‘Update the velocity V, of every particle‘

| Update the position X; of every particle ‘

iteration >
Maxlteration ?

Use the X;corresponds to best fitness to train SVM

FIGURE 1. Flow chart of the proposed methodology.

to generate s different particles. The velocity and position of
these particles are updated by using equations (3) and (4),
respectively. In equation (3), the gbest and Pbest values are
updated by considering a validation set of size M, which
contains feature vectors of changed and unchanged pixels.
If the fitness of the current X; is more than the current Pbest;,
then Pbest; is updated by this X;. Otherwise, Pbest; remains
unchanged. The fitness of each X; in the current iteration is
calculated, and the best fitness value is found. If this value
is greater than the current gbest, then the gbest is updated
by that corresponding X; that gives the best fitness. Here,
the fitness is calculated by applying the corresponding set
of feature vectors in an SVM model and then, that model
is used to predict the label of features in the validation set.
In our proposed method, fitness is defined as the ratio of the
number of True Positive (TP) of this prediction to the number
of samples in the validation set.

Equations (3) and (4) are updated until they reach the max-
imum iteration (Maxlteration). Then, the fitness values of
all the optimized particles are calculated, which are obtained
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Algorithm 1 PSO-SVM-Based Training
Input:

o s: Number of particles in the swarm

« X;: Position of the i particle

o Vi: Velocity of the i" particle

o Maxlteration: Maximum iterations

o Valid_Set: Validation set

Output: SVM model trained with best particle
Algorithm:

1) Initialize PSO parameters

2) for t = 1 to Maxlteration do

3) Evaluate the fitness of each particle using Valid_Set
4)fori=1tosdo

5) if fitness(X;) >fitness(gbest) do

6) gbest= X;

7) end if

8) end for

9)fori=1tosdo

10) if fitness(Pbest;) >fitness(X;) do

11) Pbest; = X;

12) end if

13) end for

14) for i = 1 to s do

15) Update V; using equation (3)

16) Update X; using equation (4)

17) end for

18) end for

19) Find the particle X}, that gives the best fitness among all X;
20) Train the SVM with X},

after the Maxlteration iteration. Finally, the particle with the
best fitness value is used to train the SVM. This trained
SVM model is used to predict the label of feature vectors
in the test set which contains the feature vectors of changed
and unchanged positions. The steps followed in the proposed
method are provided in Algorithm 1.

lIl. EXPERIMENTAL RESULTS

The effectiveness of the proposed method is evaluated using
six optical remote sensing datasets [42]. The Landsat TM
(Thematic Mapper) Collection 2 (C2) Level 1 (L1) and 2 (L2)
data, specifically Band 5 is used for the experiments.

A. DATASET DESCRIPTION

The first dataset comprises two images captured by Landsat
TM C2 L2 covering an area of the Shahjad reservoir, situated
approximately 3 kilometers from Lalitpur, Uttar Pradesh. The
first image was captured on April 11, 1998, while the second
image was obtained on April 9, 2009. These images serve
as valuable resources for analyzing land cover changes and
environmental dynamics in the region over eleven-year period
and have a size of 200 x 200 pixels. These are shown in
Fig. 2(a) and (b), and the ground truth is in Fig. 2(c), which
shows the changed and unchanged pixels.

The second pair of images consists of two images of
size 200 x 200 pixels as shown in Fig. 3(a) and (b). These
were acquired by Landsat TM C2 L2 on December 12,
1989, and on May 12, 2010. This data set covers the Ghod
Dam in Wadgaon Shindodi, Maharashtra which represents
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(g) (h) @i
FIGURE 2. Results of Dataset I (a), (b) Landsat TM C2 L2 and 5 of Shahjad
reservoir, Uttar Pradesh (c) Ground Truth (d) LBSP [2] (e) LNI [3] (f) SVM
(g) RF [27] (h) SIFT Flow [26] (i) Proposed.

® (h) 0}

FIGURE 3. Results of Dataset Il (a), (b) Landsat TM C2 L2 Band 5 of Ghod
Dam, Maharashtra (c) Ground Truth (d) LBSP [2] (e) LNI [3] (f) SVM
(g) RF [27] (h) SIFT Flow [26] (i) Proposed.

the changes in that region. Fig. (c) shows the corresponding
ground truth image.

The third dataset is captured by Landsat TM C2 L2 images
over an area of Pench reservoir, Navegaon, Maharashtra. The
images of this set were captured on May 21, 1992 and April
21, 2010 and have a size of 200 x 200 pixels. The images
of this data set and the corresponding ground truth image are
shown in Fig. 4(a), 4(b), and 4(c), respectively. This dataset
represents the changes in reservoir area.

The fourth dataset as shown in Fig. 5(a) and (b) consists
of two images of size 200 x 200 pixels. These were acquired
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FIGURE 4. Results of Dataset 11l (a), (b) Landsat TM C2 L2 Band 5 of
Pench reservoir, Maharashtra (c) Ground Truth (d) LBSP [2] (e) LNI [3]
(f) SVM (g) RF [27] (h) SIFT Flow [26] (i) Proposed.

(=4} (h) (M

FIGURE 5. Results of Dataset IV (a), (b) Landsat TM C2 L1 Band 5 of
Yeleru reservoir, Andhra Pradesh (c) Ground Truth (d) LBSP [2] (e) LNI [3]
(f) SVM (g) RF [27] (h) SIFT Flow [26] (i) Proposed.

by Landsat TM C2 L1 covering an area of Yeleru reservoir,
Andhra Pradesh. The first image of this set was captured on
December 9, 2003, while the second image on January 13,
2013. This dataset represents the increased area of reservoir.
The corresponding ground truth image is shown in 5(c).

The fifth dataset contains two Landsat TM C2 L1 images
of Devhari Chikhli, Maharashtra. The initial image was taken
on May 6, 1993, and the subsequent one on May 5, 2010. This
dataset represents the changes in water bodies in Maharash-
tra. These images have a size of 200 x 200 pixels. Fig. 6(a),
6(b), and 6(c) show these images and the corresponding
ground truth images, respectively.
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(8 (h) (i)

FIGURE 6. Results of Dataset V (a), (b) Landsat TM C2 L1 Band 5 of
Devhari Chikhli, Maharashtra (c) Ground Truth (d) LBSP [2] (e) LNI [3]
(f) SVM (g) RF [27] (h) SIFT Flow [26] (i) Proposed.

(a) (b)

s

<

(c)

(8 (h) (i)

FIGURE 7. Results of dataset VI (a), (b) Landsat TM C2 L1 Band 5 of
Daunapur Dam, Maharashtra (c) Ground Truth (d) LBSP [2] (e) LNI [3]
(f) SVM (g) RF [27] (h) SIFT Flow [26] (i) Proposed.

The last dataset covers an area of Daunapur Dam, Maha-
rashtra and the images of this set were captured by Landsat
TM C2 L1 on October 14, 1996 and November 8, 2011. They
have a size of 200 x 200 pixels. The images of this data
set are shown in Fig. 7(a) and (b), and Fig. (c) shows the
corresponding ground truth image. This dataset represents the
changes in Daunapur Dam region.

B. QUANTITATIVE PARAMETERS

The following quantitative assessments parameters are com-
puted to show the performance of the proposed method:
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FIGURE 8. P values for different numbers of iterations in PSO-SVM
algorithm.
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FIGURE 9. (a) Effects of c; on P¢¢ (b) Effects of c; on Pcc.

1. Correct Classification (P¢c)

Pec = (M) 100 ®)
No + N
2. False Alarms (Pgy)
P ="F ©)
N
3. Total Error (P7g)
FP+ FN
Prg — (m) 100 (10)

where TP is the total number of changed pixels that were
correctly identified as changed, TN is the total number of
unchanged pixels that were correctly identified as unchanged,
Ny is the total number of changed pixels, Nj is the total num-
ber of unchanged pixels, FP is total number of unchanged
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TABLE 1. Performance measures in terms of Pcc, Pey and Prg.

Dataset METHOD Pcc Pea Prg
LBSP 87.65 0.10 123
LNI 87.88 0.09 12.12
Dataset 1 SVM 83.05 0.16 16.95
RF 76.35 0.24 23.65
SIFT Flow 85.63 0.11 1437
PROPOSED 90.96 0.06 9.04
LBSP 87.18 0.11 12.82
LNI 88.89 0.09 1111
SVM 85.88 0.14 14.12
Dataset I RF 81.58 0.18 18.42
SIFT Flow 83.86 0.16 16.14
PROPOSED 91.28 0.08 8.72
LBSP 80.54 0.16 19.46
LNI 88.78 0.08 11.22
SVM 83.13 0.19 16.87
Dataset T RF 87.41 0.13 12.59
SIFT Flow 87.56 0.10 12.44
PROPOSED 92.08 0.05 7.92
LBSP 88.94 0.14 11.06
LNI 89.13 0.08 10.87
SVM 82.52 0.13 17.48
Dataset IV RF 83.35 0.16 16.65
SIFT Flow 83.02 0.12 16.98
PROPOSED 90.25 0.05 9.75
LBSP 77.23 022 2.77
LNI 87.98 0.10 12.02
SVM 85.04 0.14 14.96
Dataset V RF 83.31 0.16 16.69
SIFT Flow 88.04 0.11 11.96
PROPOSED 89.09 0.09 10.91
LBSP 87.08 0.07 12.02
LNI 88.38 0.11 11.62
SVM 84.55 0.13 15.45
Dataset VI RF 86.01 0.14 13.99
SIFT Flow 85.68 0.14 1432
PROPOSED 94.15 0.05 5.85

pixels that were incorrectly identified as changed and FN
is the total number of changed pixels that were incorrectly
identified as unchanged.

C. PARAMETER SETTING

In our proposed PSO-SVM algorithm, the values of MaxIt-
eration, c1, and cy are determined by analyzing the exper-
imental results of the selected data sets. Fig. 8 shows that,
initially, the value of Pcc increases with the increase in the
number of iterations. However, after 20 iterations, there is
no improvement in the Pcc values. Therefore, Maxlteration
is set to 20. Fig. 9 shows the effects of ¢; and ¢ on Pcc
values. It can be observed that the maximum value of Pc¢
is obtained when the values of ¢; and ¢, are considered as
2. Therefore, the values of ¢i and ¢, are set to 2. If too
many particles are considered in the swarm, then it takes
significant computational time in training. On the other hand,
a smaller number of particles may not give the optimized
results. Considering these facts, the value of s is set to 10.
The value of w is considered as 0.5. In addition, the value of
N is setto 150. A very small value of N results in insufficient
features, whereas a very large value of N takes significant
computational time in the training phase.
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D. RESULT ANALYSIS

The proposed scheme is compared with the five state-of-the-
art methods such as LBSP [2], LNI [3], SVM, RF [27], and
SIFT Flow [26] to demonstrate its efficacy. Table 1 presents
the quantitative results of the LBSP [2], LNI [3], SVM, RF
[27], SIFT Flow [26] and proposed method. From this table,
it can be observed that the LNI [3] method obtains compar-
atively better Pcc, Pra, and Prg values than the LBSP [2],
SVM and RF [27] methods for all six datasets. Moreover,
it gives better results than the SIFT Flow [26] for datasets
I II, 11, IV, and V. However, the SIFT Flow [26] outperforms
the LNI [3] for dataset V. The LBSP [2] method gives better
performance than the SVM, RF [27] and SIFT Flow [26]
methods for datasets I, II, IV and VI. The SVM obtains
better results than the LBSP [2], RF [27] and SIFT Flow [26]
methods for dataset III. However, the best results are obtained
by the proposed method in all six cases.

The proposed method achieves a Pcc value of 90.96%,
Pry of 0.06, and Prg of 17.07% for dataset 1. The proposed
method outperforms the compared methods for dataset I with
aPcc 0f 91.28%, Py of 0.08, and Prg of 8.78%. For dataset
111, it obtains a Pc¢ value of 92.08%, Pry of 0.05 and the Prg
of 7.92%. For dataset IV, Pcc is 90.25%, Pra is 0.05 and Pre
is 9.75%. For dataset V, the obtained Pcc, Pra, Prg values
are 89.09%, 0.09, and 10.91%, respectively. Moreover, for
dataset VI, Pcc is 94.15%, Ppy is 0.05 and Ppg is 5.85%.
Fig. 2, Fig. 3, Fig.4, Fig. 5, Fig. 6, and Fig. 7 show the visual
results obtained by different methods for dataset I, data set I,
dataset III, dataset IV, dataset V, and dataset VI, respectively.
From these visual results, it is obvious that the changed map
obtained by the proposed method is more accurate than the
LBSP [2], LNI [3], SVM, RF [27] and the SIFT Flow [26]
methods.

The SVM and RF fall short in achieving high accuracy
because these methods do not use optimized features for
model training, unlike the technique proposed in this paper.
Additionally, the LBSP, LNI and SIFT Flow construct change
map using thresholding criteria. This technique fails to cor-
rectly represent the changed and unchanged positions in many
cases where the intensity variations and noise effects are
significant. As a result, these methods do not give better
performance than the proposed approach.

IV. CONCLUSION
In this letter, a novel supervised method is introduced that
combines PSO with the SVM to enhance accuracy in change
detection. The integration of PSO with the SVM facilitates
the automatic selection of optimal features for training the
model, which provides significant improvement in accuracy.
The experiments have demonstrated the effectiveness of the
proposed method in change detection tasks. In summary, the
key advantages of the proposed algorithm are as follows:

1) Automation: Our method utilized the power of ML to
automate the feature selection process, reducing the need
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for manual intervention, and making the process of change
detection more efficient and organized.

2) Enhanced Accuracy: The experimental results establish
that our approach consistently delivers superior accuracy in
change detection tasks, making it a valuable tool for a wide
range of applications.

Through this research, we have contributed to the advance-
ment of change detection techniques, offering a robust and
efficient approach that holds promise for various domains
where an accurate change detection is a key factor.
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