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ABSTRACT The model predictive current control (MPCC) method for permanent magnet synchronous
motor (PMSM) has been widely applied due to its quick current response. However, the performance
of MPCC relies on the real-time model accuracy deeply. Meanwhile, the large stator current harmonic
under low-speed conditions is another defect of MPCC. To solve these problems, an improved model-free
predictive current control method based on online data-driven, and a novel modulation method based on
current increment synthesis are proposed in this paper. Firstly, the unknown polynomial related to PMSM
parameters (regarding resistance, inductance, and flux-linkage) is defined as a lumped term in the MPCC
model. The stator current and voltage measurements in the latest 15 sampling periods are registered as
a database by the rolling update mechanism, and used to identify the unknown lumped term. Secondly,
according to the identified result, the current increments corresponding to each active voltage in the next
sampling period are updated online. Finally, the duty cycle of the inverter at the next sampling period is
calculated based on the minimization of the predicted current increment tracking error. The effectiveness
and real-time implementation of the proposed method are verified by experiments under different working
conditions.

INDEX TERMS Model-free predictive current control, current increment modulation, surface-mounted
permanent magnet synchronous machine.

NOMENCLATURE
is,Us Motor stator current and voltage value.
ud , uq, id , iq Motor voltage and current in dq-axis.
Udc Voltage of the DC power supply.
Rs,R′

s Actual and rated stator resistance.
Ls,L ′

s Actual and rated stator inductance.
Ld ,Lq Motor stator inductance in dq-axis.

The associate editor coordinating the review of this manuscript and

approving it for publication was Alfeu J. Sguarezi Filho .

ψr , ψ
′
r Actual and rated PM flux.

ωm, ωe Mechanical and electrical angular velocity.
θe, θr Rotor electrical angle and position.
pn The number of pole pairs.
Te,TL Electromagnetic torque and Load Torque.
Ts,Tk Sampling period and sampling time.

I. INTRODUCTION
The permanent magnet synchronousmotor (PMSM) has been
widely used in electric vehicles, electric aircraft, and other
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servo systems due to its high efficiency and high power
density [1], [2]. The control algorithm plays a significant
role in the enhancement of stator current control performance
for PMSM drives. With the development of microprocessors,
more sophisticated control algorithms could be implemented
on the PMSM drives [6].

Among these sophisticated control techniques, the model
predictive control (MPC) has become a research hotspot.
The advantages of using MPC in PMSM drives are from the
following aspects: 1) designing and introducing mathemat-
ical models can predict the future behavior of the system
accurately; 2) Modern microprocessors can solve massive
real-time computations with a better time cost performance;
3) The control logic of MPC is convenient to understand and
implement, and can realize multi-objective optimization with
constraints [3], [4], [5].

Despite the above advantages, there are still some critical
challenges that need to be solved: 1) The predicted accuracy
of MPC is deeply dependent on the real-time accuracy of
the PMSM’s prediction model; 2) The modulation process
of classical MPC leads large modulation error and current
harmonic, particularly as the system is operating under low-
speed conditions [6], [7], [8], [9]. Generally, the actual value
of motor parameters is hard to detect in real time due to the
expensive sensor cost and limited motor manufacturing tech-
nology [10], [11]. Furthermore, the modulation error of MPC
can be reduced by a higher switching frequency in practical
applications. However, these measures require high purchase
costs, which is not conducive to the widespread application of
MPC in PMSM drives. It should be noted that the defects of
MPC mentioned above can also be solved by suitable control
algorithms deployed on modern microprocessors.

To overcome the model dependency of MPC, many kinds
of control methods have been proposed. Overall, they can be
divided into the following categories: 1) Parameters online
identification algorithm; 2) Compensation algorithm with
disturbance observer; 3) Model-free control method, etc. [7].
The Kalman Filter (KF) [12], [13], [14], [15] is the typical
solution in online parameter identification technologies and
has been widely used in different area. However, its filtering
accuracy is quite sensitive to the initial settings of the noise
covariance matrix, which makes it only suitable for deploy-
ment on the AC motor that runs at constant working point.
Moreover, the Kalman Filter algorithm is usually designed to
identify one or two parameters simultaneously to avoid the
excessive instantaneous computational burden.

Another method to deal with the model dependency of
MPC is to treat the disturbances caused by motor parameter
mismatching as a variable term in the predictive model [16],
[17], [18]. This variable term is identified as well as com-
pensated online by designing different kinds of observer
algorithms [19], [20], [21], [22], [23], [24]. Wang et al.
[24] proposed an inductance parameter estimation method to
ensure the robustness of observer with a smaller estimated
burden. However, the robustness of such methods can only

be ensured by sacrificing the optimal control performance
and the parameters of observer need to be adjusted carefully
also [7].

As an emerging control concept, the model-free control
method [25] has received extensive attention for it is com-
pletely independent of the motor parameters, but it still needs
to establish a mathematical model for predicted controlling.
The proportional-integral (PI) control is one of the well-
known model-free control methods [26]. However, the gain
parameters of the PID controller need to be testified by exper-
iments and set carefully [27]. The ideal solution ofmodel-free
control is to identify all kinds of disturbances under all oper-
ating conditions and store them in high-resolution look-up
tables (LUT) [28]. However, due to manufacturing devia-
tions, environmental temperature change, material aging, etc,
it is unrealistic to measure and store all kinds of disturbances
in offline LUTs. [29].

Currently, in the area of model-free predictive current
control (MFPCC) for PMSM drives, the stator current and
voltage measurements in the latest sample period are defined
as input signals of the model-free control algorithm [30].
Then, the algorithm calculates the optimal switch states of
the inverter at next sample period based on storage data.
By this way, the model-free control requires less random
access memory (RAM) space than LUTs [31]. However, the
main defects of MFPCC is the stator current harmonic and
torque ripple caused by stagnant current update mechanism
and single-voltage vector modulation [32], [33], [34]. To get
rid of the stagnant current update mechanism, Ma et al. [32],
and Yu et al. [33] proposed a novel current updated mech-
anism. The switch state that has not been conducted during
the latest 50 sample periods is forced to conduct at the next
period, even though it may not be the optimal switch state.
Yuan et al. [34] improved the algorithmmentioned abovewith
a new anti-stagnant current update mechanism. However, its
optimum control performance can only be obtained under a
high switching frequency (30kHz).

To suppress the stator current harmonic under low-speed
steady-state conditions of MPCC, the multi-vector synthe-
sis modulation has been proposed and testified in previous
research. Wang et al. [35] proposed a multistep MPC to
decrease the phase current harmonics under the steady-state
conditions. Zhou et al. [36] developed a novel multi-vector
synthesis modulation method with two adjacent voltage vec-
tors and a zero voltage vector. Sun et al. [37] proposed a new
modulation method, which applies an active-current incre-
ment vector and a negative current increment to synthesize
the optimal current increment vector.

According to the literature review above, it can be con-
cluded that the present parameter identification and distur-
bance compensation for MPCC in PMSM drive are limited
due to the heavy computational burden and sensitiveness of
algorithm coefficients initial setting. The existing model-free
control algorithm still needs to deploy under high switch-
ing frequency to overcome the stagnant current updated
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mechanism.Moreover, the modulation process based on opti-
mal voltage vector synthesis ignores the effect of negative
current increment that generated by the zero voltage vector.
And, there is no suitable modulation method for suppressing
stator current harmonics under low-speed steady-state condi-
tions yet.

To overcome such drawbacks, the motivation of this paper
is to propose a model-free predictive current control based
on online data-driven with less RAM space requirement
and lower calculation burden, which aims to improve the
current prediction accuracy of MPCC without using any
motor parameters. Moreover, a novel modulation based on
the stator current increment synthesis is proposed to suppress
the current harmonic under low-speed steady-state working
conditions.

The contributions of this article are described as follows:
1) An improved model-free predictive current control

method driven by online data is proposed to overcome
the real-time model dependency of MPCC without
using motor parameters;

2) A rolling online data update mechanism with
variable-time window is proposed to calculate the
unknown lumped polynomial that related to the PMSM
parameters by less random access memory space
requirement and lower computational burden;

3) A novel modulation method based on an anti-stagnant
current update mechanism and reference stator current
increment synthesis is proposed to reduce the current
harmonics under low-speed steady-state conditions;

The structure of this paper is organized as follows.
Section II introduces the control logic of the classical MPCC.
The proposed model-free predictive current control is pre-
sented in Section III. The proposed modulation method is
described in Section IV. Section V discussed the experimen-
tal results. Section VI concludes the whole paper.

II. CLASSICAL MPCC FOR SPMSM
A. THE CONTINUOUS-TIME MODEL OF PMSM
Some assumptions should be declared before establishing the
PMSM mathematical model [34].
1) The PMSM has symmetrical three-phase winding.
2) The magnetomotive force of the PMSM is with sinu-

soidal distribution along the air gap.
3) The eddy current, hysteresis, and core losses of PMSM

are ignored.
4) In Surface-mounted PMSM (SPMSM), Ld = Lq = Ls.

Therefore, the PMSM’s continuous-time model can be
expressed as [34]

Us = Rsis + Ls ·
(
dis
/
dt
)
+ jψrωeejθe (1)

B. THE CONTROL LOGIC OF CLASSICAL MPCC
The classicalMPCC could predict the current behaviors at the
end of next sampling period with different inverter switching
states and select the optimal switching state based on the cost
function. Since the discrete operating characteristics of the

IGBTs, the continuous-time model of PMSM needs to be
transformed into a discrete state equation by the first-order
Euler discretization. The predicted stator current at (k+1)th
instant can be obtained as

ipres (k + 1)

= is (k)+
Ts
L ′
s

[
us (k)− R′

sis (k)− jψ ′
rωe (k) e

jθe(k)
]

(2)

where us(k) represents the optimal stator voltage vector in the
(k)th sampling period, which is calculated at (k-1)th period
and outputs by inverter at the beginning of the (k)th sampling
period.

Due to the one-step delay by the digital system, the
one-step compensation should be taken into account in the
calculation process of MPCC. Since the mechanical fre-
quency is much smaller than the electric frequency in the
PMSM drives, it can be regarded that ωe (k + 1) = ωe (k)
and θe (k + 1) = θe (k) between the adjacent sampling period
under low-speed conditions. The predicted current at (k+2)th
instant can be obtained as

ipresi (k + 2)

= ipres (k + 1)+
Ts
L ′
s

[
us (k + 1)w − R′

sis (k + 1)

−jψ ′
rωe (k + 1) ejθe(k+1)

]
;w ∈ {0, 1, 2, 3, 4, 5, 6, 7}

(3)

where usi(k+1) represents the candidate stator voltage vector
in the (k+1)th sampling period. The w indicates the eight
candidate voltage vector control set, which corresponds to
eight switching states of inverter, including (000), (100),
(110), (010), (011), (001), (101), (111).

The cost function defined as Eq.(4) is used to compare the
tracking error between the reference current irefs (k + 2) and
prediction current ipres (k + 2)w with the defined control set
above [6]. Finally, the optimal voltage vector in the (k+1)th
sampling period is selected based on the minimization of the
cost function and applied in the (k+1)th sampling period.

Ji =

∣∣∣irefs (k + 2)− ipres (k + 2)w
∣∣∣ ,w ∈ {0, 1, 2, 3, 4, 5, 6, 7}

(4)

According to the description above, the control scheme of
classic MPCC and the time sequence of the stator current
predictive process can be demonstrated in Fig.1. Moreover,
the stator current sampling time Tk is set as 0.1µs in this
paper.

III. THE IMPROVED MODEL-FREE PREDICTIVE CURRENT
CONTROL METHOD
To overcome the model dependency, an improved model-
free predictive current control algorithm is proposed without
using motor parameters. Its process is described as follows.
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FIGURE 1. The demonstration of classic MPCC. (a) Control scheme of
classic MPCC; (b) Time sequence of stator current predictive process.

A. THE NONPARAMETRIC MATHEMATICAL MODEL OF
SPMSM
The continuous-time stator current differential model of
SPMSM under the dq-axis could be expressed as

did
dt

=
1
Ls

(
ud − Rsid + ωeLsiq − Ud−par

)
diq
dt

=
1
Ls

[
uq − Rsiq − ωe (Lsid + ψr )− Uq−par

]
(5)

where terms Ud−par ,Uq−par represent the voltage distur-
bance caused by the motor parameter mismatching.

Based on the Eq.(5), the continuous-time nonparametric
stator current differential model can be re-written as

did
dt
=
(
ud − Rsid + ωeLsiq − Ud,par

)/
Ls − cdud︸ ︷︷ ︸

Xd

+cdud

diq
dt
=
[
uq − Rsiq − ωe (Lsid + ψr )− Uq,par

]/
Ls − cquq︸ ︷︷ ︸

Xq

+cquq

In matrix form, it can be expressed as

didq
/
dt = Xdq + cdq · udq (6)

where idq =

[
id
iq

]
,Xdq =

[
Xd
Xq

]
, cdq =

[
cd 0
0 cq

]
, udq =[

ud
uq

]
. The idq and udq represents the stator current and volt-

age measurements. The Xdq represents the unknown lumped
polynomial that related to motor parameters. The coefficient
cd , cq represents the scaling factors of ud , uq and set to (1

/
Ls)

commonly.
According to the first-order Euler discretization, the

discrete-time formula of Eq.(6) can be obtained as

idq (k + 1) = idq (k)+
[
Xdq (k)+ cdq · udq (k)

]
· Ts (7)

B. THE UNKNOWN POLYNOMIAL CALCULATION BASED
ON DATA-DRIVEN
Due to its time-variable feature and the undetectable char-
acteristic, the Xdq in Eq.(7) needs to be treated as a constant
value during each sampling period, which could be expressed

as X̂dq (k) =

[
X̂d (k) , X̂q (k)

]T
. Therefore, the Eq.(6) can be

treated as an ultra-local model [25] and expressed as

d
(
idq
)/
dt = X̂dq + cdq · udq (8)

where X̂dq is the calculated value of the unknown term Xdq.
In this paper, the discrete-time domain calculation of the X̂dq
in [t − 0, t] time domain could be obtained by using the
algebraic parameter identification techniques [38] as

X̂dq

= −
3!
03

∫ 0

0

[
(0 − 2σ) idq (σ )+ xdq · σ (0 − σ) udq (σ )

]
dσ

(9)

where 0 is the [t − 0, t] variable-time window for data stor-
age, which is longer than nT sampling periods and is defined
as 0 ≥ nT · Ts. The 0 and nT are both set as a positive
integer. Since the high sampling frequency characteristic in
the PMSM control algorithm, the numerical solution of the
integrator in Eq.(9) can be approximately deduced from the
complex trapezoidal formula. The discrete-time calculation
of X̂dq at (k)th sampling period for digital process implemen-
tation could be expressed as

X̂dq (k)

= −
3

n3T · 0

nT∑
δ=1

((
(nT − 2 (δ − 1)) · idq [δ − 1]

+cdq · 0 · (δ − 1) · (nT − (δ − 1)) · udq [δ − 1]

+ (0 − 2δ) · idq [δ] + cdq · δ · 0 · (nT − δ) · udq [δ]
)
(10)
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with 

udq [0] = udq [k − nT − 2]
udq [1] = udq [k − nT − 1]
...

udq [nT − 1] = udq [k − 3]
udq [nT ] = udq [k − 2]

;



idq [0] = idq [k − nT ]
idq [1] = idq [k − nT + 1]
...

idq [nT − 1] = idq [k − 1]
idq [nT ] = idq [k]

where δ represents the (δ)th sampling point and the idq [δ],
udq [δ] denotes the historical data that sampled during
[t − 0, t] time domain and already stored in the database.
By the Eq.(10), the X̂dq can be calculated online by the

online data-driven techniques in each sampling period. More-
over, the calculated process of X̂dq is completely independent
of the initial system state idq0, which means the initial value
of the historical database could be directly defined as a zero
matrix with the same dimension. This feature is different from
the existing methods, such as the Kalman Filter, Slide Model
Control, Disturbance Observer Control, etc., whose control
robustness is quite sensitive to the parameter initialization
settings.

To study the stability analysis of the proposed algorithm,
the Lyapunov’s theory is utilized to verify the convergence of
the proposed Model-free method as follows. The Lyapunov
function V is presented as [14]

V =
1
2
s2, s = îdq − idq (11)

According to the Lyapunov stability theory, the system is
stable when the derivative of the V satisfies Eq.(12).

dV
/
dt = s ·

(
ds
/
dt
)

≤ 0 (12)

Subtracting Eq.(6) and Eq.(11), the Eq.(12) can be
expressed as

V̇ = s · s′

= s ·

(
dîdq
dt

−
didq
dt

)
=


0, s = 0

s ·

(
dîdq
dt

−
didq
dt

)
, s ̸= 0

=

{
0, s = 0

s ·

(
X̂ ′
dq + cdq · udq − Xdq − cdq · udq

)
, s ̸= 0

=

{
0, s = 0

s ·

(
X̂ ′
dq − Xdq

)
, s ̸= 0

(13)

Subtracting (9), the case of ‘‘s ̸= 0’’ in Eq.(13) can be
expressed as

V̇ = s ·

(
X̂ ′
dq − Xdq

)
= s ·

{
3!
03

[
(0 − 2σ) · idq (σ )+ ασ (0 − σ) · udq (σ )

]∣∣0
0

−Xdq

}
= s (k) ·

3!
03

[
−0 · idq (k)− 0 · idq (k − 0)− Xdq (k)

]
To ensure the stability of the system, the derivative of the

Lyapunov function should be satisfied V̇≤ 0, which is

V̇ = s (k) ·
3!
03

[
−0 · idq (k)− 0 · idq (k − 0)− Xdq (k)

]
≤ 0 ⇒ 0 ≥ nT · TS = −

s (k) · Xdq (k)
idq (k)+ idq (k − 0)

(14)

FromEq.(14), the suitable0 that could achieve the stability
of the system can be found.

C. THE ROLLING UPDATE MECHANISM FOR DATA
REGISTRATION
To calculate the Eq.(10), the database that includes stator cur-
rent and voltage measurements sampled in the latest 0 time
domain needs to be updated during each sampling period by
the rolling update mechanism for data registration, which can
be expressed by udq [0] . . . udq [nT ] and idq [0] . . . idq [nT ].

FIGURE 2. The rolling update mechanism of the data storage domain.

The proposed rolling update mechanism of the database
is depicted in Fig.2. According to the Fig.2, it can be seen
that the database in the microprocessor only registers the
stator current/voltage data measured during the latest 0 =

nT · Ts time domain. For instance, the database at (k-1)th
sampling period only registers the stator current/voltage data
that were measured from the (k-0-1)th period to the (k-1)th
period. Similarly, the database at (k)th sampling period only
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registers the current/voltage data that were measured from the
(k-0)th period to the (k)th period.
According to Eq.(10), it can be seen that the estimated

accuracy of X̂dq is directly depends on the length of time
domain for historical data registration. Considering the
limited register space and computing burden of the micropro-
cessor, the stator voltage and current data within the latest nT
sampling periods are updated and registered online. Accord-
ing to Eq.(14), the control stability cannot be guaranteed if
the selected time window for historical data registration is
too short (while nT is s too small to satisfy Eq.14). Therefore,
based on the simulation and experiment research, only if the
optimal length of nT in the rolling update mechanism sat-
isfies Eq.(15) can ensure the control stability under existing
hardware without causing excessive storage requirements and
computational burden.

nT =

{
11, irefq (k + 2) ̸= irefq (k + 1)
15, irefq (k + 2) = irefq (k + 1)

(15)

Since the weight coefficient of the data in latest sampling
periods needs to be increased under dynamic conditions, the
data registered in the latest 11 sampling periods are used to
calculate the X̂dq. On the contrary, to improve the estimated
accuracy under steady-state conditions, the data in the latest
15 sampling periods are used in the X̂dq calculation process.

IV. THE MODULATION METHOD BASED ON CURRENT
INCREMENT SYNTHESIS
When the PMSM operated under low-speed steady-state
working conditions, the negative stator current increment
generated by zero-voltage vectors plays a significant role in
the current harmonic suppression. However, the modulation
algorithm based on reference voltage vector synthesis ignores
this feature. Therefore, the predicted current circle tracking
modulation, which is based on the stator current increments
synthesis, need to be study further [37]. In this paper, a novel
modulation method based on current increments synthesis is
proposed and described in detail as follows.

Since the character of high sampling frequency in the
PMSM drives, the X̂dq calculated at the (k)th period is
approximatively equal to the X̂dq at the (k+1)th period
under low-speed condition, which can be expressed as
X̂dq (k + 1) = X̂dq (k). The predicted current ipredq (k + 1) can
be obtained by Eq.(7).

ipredq (k + 1) = idq (k)+

[
X̂dq (k)+ xdq · udq (k)

]
· Ts (16)

To overcome the stagnant current update mechanism, the
eight current increments during the (k+1)th period corre-
sponding to eight-element voltage vectors is designed to
update in each sampling period by Eq.(17).

1ipredq (k + 1)w

=

[
X̂dq (k)+ xdq · udq (k + 1)w

]
· Ts;

w ∈ {0, 1, 2, 3, 4, 5, 6, 7} (17)

1irefdq (k + 1)

= irefdq (k + 2)− ipredq (k + 1)

=

[
1irefd (k + 1)
1irefq (k + 1)

]
=

[
irefd (k + 2)
irefq (k + 2)

]
−

[
ipred (k + 1)
ipreq (k + 1)

]
(18)

The reference current increment during the (k+1)th sam-
pling period 1irefdq (k + 1) can be calculated with reference

current at the start of (k+2)th sampling period irefdq (k + 2) and
the predicted currents ipredq (k+1), as shown in Eq.(18).
To eliminate the impact of the rotor position on the cal-

culation accuracy, all kinds of current increments need to be
transformed from the dq-axis to the αβ-axis by inverse Park
transformation. The optimal current increment1ioptαβ (k+1) is
selected by the minimization of the cost function as shown in
Eq.(19) and defined as themain current increment by Eq.(20).

Jw =

∣∣∣1irefα (k + 1)−1ipreα (k + 1)w
∣∣∣

+

∣∣∣1irefβ (k + 1)−1ipreβ (k + 1)w
∣∣∣ ;

subject to w ∈ {1, 2, 3, 4, 5, 6}; (19)

1ioptαβ (k + 1) =

[
1ioptα (k + 1)
1ioptβ (k + 1)

]T
=

[
1ipreα (k + 1)j
1ipreβ (k + 1)j

]T
subject to Jj = min (Jw) ; j ∈ {1, 2, 3, 4, 5, 6} (20)

FIGURE 3. The judgment of initial basis current increment duty cycles.

To determine the active vice increment, two active cur-
rent vectors that adjacent to the main current increment are
selected as the vice candidate increments and defined as(
1iα1,1iβ1

)
and

(
1iα2,1iβ2

)
. The negative current incre-

ments generated by the zero-voltage vectors is defined as
another vice current increment

(
1iα0,1iβ0

)
. As a result,

there are two sets of basic stator current increments set
that could be used for current increments synthesis at
(k+1)th sampling period, which are

[(
ioptα , ioptβ

)
,
(
iα1, iβ1

)
,(

iα0, iβ0
)]T and

[(
ioptα , ioptβ

)
,
(
iα2, iβ2

)
,
(
iα0, iβ0

)]T . Their
corresponding duty cycle are defined as [dca1, dcb1, dc01]T

and [dca2, dcb2, dc02]T .
According to the parallelogram rule, the numerical solution

of two duty cycle sets can be obtained by solving two sets
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FIGURE 4. The control scheme of the proposed model-free predictive
current control method with current increment modulation.

of three-variable linear equations in each period as in (21),
shown at the bottom of the page.

However, the numerical solution of the duty cycle is only
correct in theory. Any negative solution violates the actual
application, as shown in Fig.3. The judgment of the initial
duty cycle set at (k+1)th sampling period dcini (k + 1) are
selected based on Eq.(22).

dcini (k + 1)

=

 dcinimaindcinivice
dcini0



=



 dca1 (k + 1)
dcb1 (k + 1)
dc01 (k + 1)

 , (dca1 ≥ 0) ∩ (dcb1 ≥ 0)

 dca2 (k + 1)
dcb2 (k + 1)
dc02 (k + 1)

 , (dca2 ≥ 0) ∩ (dcb2 ≥ 0)

(22)

Moreover, to retain the quick current response of the
classic MPCC under dynamic conditions, the dcini (k + 1)
needs to be re-corrected by the constraint rules
listed in Table 1. Finally, the optimal duty cycle set

TABLE 1. The constraints of the duty cycle.

dcopt (k + 1) =

[
dcoptmain, dc

opt
vice, dc

opt
0

]T
is obtained and

delivered to the 2-Level voltage sources inverter (2L-VSI) by
pulse generator. The 5-segment conducted method is utilized
and the switch state of the negative current increment is
always set to (000) in this paper. The control strategy scheme
of the proposed model-free control algorithm is shown in
Fig.4.

V. EXPERIMENTAL VERIFICATION
A. EXPERIMENT BENCH CALIBRATION
To evaluate the effectiveness of the proposed model-free pre-
dictive current control algorithm, a certain type of SPMSM
is chosen as the control target and its rated parameters
are listed in Table 2. Since the method proposed in this
paper is aimed to deploy under low-speed conditions, the
‘‘irefd = 0’’ control method is applied in the experiment.
The experimental platform is established as shown in Fig.5.
The SPMSM is driven by a 2-level voltage source inverter
(2L-VSI) with Fairchild FNC42060F semiconductor power
modules. The TMS320F28377D microprocessor is used to
deploy the proposed model-free control method and carry out
the pulse-generated operation. The sampling frequency in the
experiment is set to 20kHz.

The classical MPCC, the nonparametric predictive cur-
rent control (NPCC) method with reference voltage vector
synthesis modulation in [36], and the improved model-free
predictive current control (IMFPCC) proposed in this paper
are conducted in the experimental verification. The typical
current step operations with different speeds and load torque
are executed in the experimental verification.

B. RESULT ANALYZED
The experimental results of the dq-axis stator current by
three control algorithms under the rated motor parameters
at 800r/min are shown in Fig.6. The load torque is set as
2-6-4Nm. Due to the larger modulated error in theory, the



1i
opt
α (k + 1) 1iα1 (k + 1) 1iα0 (k + 1)

1ioptβ (k + 1) 1iβ1 (k + 2) 1iβ0 (k + 1)

1 1 1

 ·

 dca1 (k + 1)
dcb1 (k + 1)
dc01 (k + 1)

 =

1i
ref
α (k + 1)

1irefβ (k + 1)

1


1i

opt
α (k + 1) 1iα2 (k + 1) 1iα0 (k + 1)

1ioptβ (k + 1) 1iβ2 (k + 1) 1iβ0 (k + 1)

1 1 1

 ·

 dca2 (k + 1)
dcb2 (k + 1)
dc02 (k + 1)

 =

1i
ref
α (k + 1)

1irefβ (k + 1)

1


(21)
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FIGURE 5. The test equipment platform of SPMSM drive system.

TABLE 2. The SPMSM’s rated parameters.

single voltage vector modulation of MPCC causes huge
current harmonics. Benefiting from the current increments
synthesis modulation that includes the negative current incre-
ment, the IMFPCC could suppress the current harmonic more
effectively than the NPCC.

Fig.7 shows the experiment results of the dq-axis current
under Rs = 0.1R′

s at 600r/min and 3-6-4Nm load torque.
Compared with Fig.6, the current control performance of the
three methods in Fig.7 does not deteriorate significantly with
the stator resistance decreasing.

Fig.8 demonstrates the experiment results of the dq-axis
current under Rs = 10R′

s at 600r/min and 2-9-5Nm load
torque. With the stator resistance increasing, there is a
positively q-axis current tracking offset that is positively
proportional to the load torque in Fig.8(a). According to
Fig.8(b) and Fig.8(c), the NPCC and IMFPCC both have
the ability to detect the variation of Rs and eliminate the
iq tracking offset. However, the IMFPCC provides a better
current harmonic suppression performance. At the instant
of load-torque reduce from 9Nm to 5Nm, there is a tiny
current overshoot in Fig.8(c) and an identified offset of X̂q
also appears in Fig.8(e). The reason is that the nT is switched
from 15 to 11 and the single current increment conduction
is applied under dynamic condition. Then, the calculation of
X̂dq converges to its actual value with the nT is set to 15 again.
The experiment results under 9r = 0.59 ′

r mismatching
at 800r/min are shown in Fig.9. The load torque is set as
3-8-2Nm. Due to the decreasing of the rotor flux linkage 9r ,
there is a ‘‘-2A’’ negative tracking offset between the iq (k)
and the irefq (k) under MPCC control in Fig.9(a). Comparing
to the NPCC in Fig.9(b), the IMFPCC eliminates the iq (k)
tracking offset with the smallest current harmonics, as shown
in Fig.9(c). However, there is a overshoot q-axis current at the

FIGURE 6. Experimental results with rated motor parameters at 800r/min
and 2-6-4Nm. (a)MPCC; (b)NPCC; (c)IMFPCC; (d)(e)Estimated results
of Xdq.

FIGURE 7. Experimental results under Rs= 0.1R
′

s mismatching at
600r/min and 3-6-4Nm. (a)MPCC; (b)NPCC; (c)IMFPCC; (d)(e)Estimated
results of Xdq.

instant of load torque step-down response in Fig.9(c). And
then, the calculated X̂dq converges to its actual value when
the data of the new steady-state condition are updated in the
database, as shown in Fig.9(e).

On the opposite, the experiment results of the dq-axis
current under 9r = 29 ′

r at 800r/min and 2-6-4Nm load
torque are shown in Fig.10. Due to the increasing of the 9r ,
there is about a ‘‘+4A’’ positive tracking offset between the
iq (k) and the i

ref
q (k) byMPCC in Fig.10(a). And, there is still

a tiny negative offset in irefq tracking by NPCC, as shown in
Fig.10(b). The IMFPCC eliminates the iq (k) tracking offset
with smallest current harmonics, as shown in Fig.10(c).

Fig.11 shows the experiment results under Ls = 0.5L ′
s at

400r/min. The load torque is set as 4-8-2Nm. With the speed
decreasing to 400r/min, there are huge dq-axis stator cur-
rent harmonics under MPCC control, as shown in Fig.11(a).
In Fig.11(c), there is a 50% overshoot in iq tracking control
and distorted X̂dq estimation results at the instant of ‘‘8-2Nm’’
step-down condition. However, within about 0.002 seconds,
the iq convergences to the irefq and the X̂dq convergences
to its actual value. Compared with the stator resistance and
rotor flux variation, the stator inductance mismatching causes
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FIGURE 8. Experimental results under Rs= 10R
′

s mismatching at 600r/min
and 2-9-5Nm. (a)MPCC; (b)NPCC; (c)IMFPCC; (d)(e)Estimated results
of Xdq.

FIGURE 9. Experimental results under 9r = 0.59
′

r mismatching at
800r/min and 3-8-2Nm. (a)MPCC; (b)NPCC; (c)IMFPCC; (d)(e)Estimated
results of Xdq.

FIGURE 10. Experimental results under 9r = 29′
r mismatching at

800r/min and 2-6-4Nm. (a)MPCC; (b)NPCC; (c)IMFPCC; (d)(e)Estimated
results of Xdq.

significant fluctuation in the estimated results of X̂d, even
when the system is operating under steady-state conditions,
as shown in Fig.11(d). The reason for this phenomenon is that
the value of Ls occupies a larger numerical weight than the
Rs and 9r does in the stator current prediction mathematical

model that expressed as Eq.(5). Benefit from the proposed
rolling data update mechanism, the X̂d calculated result con-
verges to its real value with acceptable vibration amplitude.

FIGURE 11. Experimental results under Ls = 0.5L′
s mismatching at

400r/min and 4-8-2Nm. (a)MPCC; (b)NPCC; (c)IMFPCC; (d)(e)Estimated
results of Xdq.

FIGURE 12. Experimental results under Ls = 2L′
s mismatching at

400r/min and 3-9-5Nm. (a)MPCC; (b)NPCC; (c)IMFPCC; (d)(e)Estimated
results of Xdq.

Fig.12 shows the experiment results of stator current under
Ls = 2L ′

s at 400r/min and 3-9-5Nm load torque. When
the Ls becomes larger and the rotator’s speed reduces to
400r/min, the MPCC method leads to a negative deviation of
-3A in q-axis current tracking with huge current harmonics,
as shown in Fig.12 (a). Since the stator inductance increasing,
the single current increment modulation in IMPCC produces
outstanding current overshoots at the instant of current step
operations, as shown in Fig.12(c). However, this correspond-
ing feature cannot be found under NPCC control, as shown
in Fig.12(b).

Fig.13 shows the experimental results of the dq-axis cur-
rent under Rs = 0.5R′

s,9r = 1.59 ′
r ,Ls = 0.5L ′

s at 500r/min.
The load torque is set as 2-7-5Nm. Under the mismatching of
Rs, Ls and 9r , there is a positive deviation of +3A between
the iq (k) and the irefq (k) in Fig.13(a). According to the
Fig.13(c) and (d), it can be seen that IMFPCC causes a 30%
overshoot current at the instant of load torque decreases from
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FIGURE 13. Experimental results under Rs = 0.5R′
s, 9r = 1.59′

r ,

Ls = 0.5L′
s mismatching at 500r/min and 2-7-5Nm. (a)MPCC; (b)NPCC;

(c)IMFPCC; (d)Phase current under IMFPCC;(e)(f)Estimated results of Xdq.

FIGURE 14. Experimental results under Rs = 10R′
s, 9r = 0.59′

r , Ls = 1.5L′
s

mismatching at 700r/min and 2-8-3Nm. (a)MPCC; (b)NPCC; (c)IMFPCC;
(d)Phase current under IMFPCC;(e)(f)Estimated results of Xdq.

7Nm to 5Nm. In Fig.13(e), the X̂d still vibrated around its
actual value caused by mismatched inductance.

Similarly, the Fig. 14 shows the experimental results of the
dq-axis current under Rs = 10R′

s, 9r = 0.59 ′
r ,Ls = 1.5L ′

s
at 700r/min. The load torque is set as 2-8-3Nm. There is a
negative deviation of -2A between the iq (k) and the irefq (k)
by MPCC in Fig.14(a). Benefiting from the proposed cur-
rent increments synthesis modulation, the IMFPCC provides
better stator current harmonic suppression performance than
the NPCC when the system operates at 700r/min, as shown
in Fig.14(b) and (c). Since the multi-parameters mismatch-
ing, there are overshoot results in the X̂q calculation under
dynamic conditions, as shown in Fig14(f).

Fig.15 shows the experimental results of the dq-axis cur-
rent under Rs = 0.5R′

s,9r = 1.59 ′
r ,Ls = 0.5L ′

s at 100r/min.

FIGURE 15. Experimental results under Rs = 0.5R′
s, 9r = 1.59′

r ,

Ls = 0.5L′
s mismatching at 100r/min and 2-8-4Nm. (a)MPCC; (b)NPCC;

(c)IMFPCC;(d)(e)Estimated results of Xdq.

FIGURE 16. Experimental results under Rs = 10R′
s, 9r = 0.59′

r ,

Ls = 1.5L′
s mismatching at 50r/min and 2-6-3Nm. (a)MPCC; (b)NPCC;

(c)IMFPCC;(d)(e)Estimated results of Xdq.

Due to the increasing of 9r , the positive deviation between
iq (k) and i

ref
q (k) still existed in Fig.15(a). Comparing with

the Fig.15 (b), the IMFPCC provides better current harmonics
suppression under steady-state condition, but it still produces
large overshoot under the dynamcs condition, as shown in
Fig.15 (c).

Fig.16 shows the experimental results of the stator phase
current under Rs = 10R′

s, 9r = 0.59 ′
r ,Ls = 1.5L ′

s at
50r/min. Fig.16(a) shows that the current harmonics become
larger under MPCC control when the rotor speed decreases to
50r/min. Comparing the (b) and (c) in Fig.16, it can be seen
that the modulation based on current increments synthesis
could improve the effect of negative current increment in
the current harmonics suppression, especially under the low-
speed conditions.

Fig.17 shows the experimental results of the dq-axis cur-
rent under Rs = 10R′

s, 9r = 0.59 ′
r ,Ls = 1.5L ′

s
from 0 to 1000r/min without load-torque. The MPCC pro-
duces large current harmonics and longer response time as
shown in Fig.17 (a) and (b). The NPCC could achieve the
1000r/min within a shorter response time than the MPCC
dose as shown in Fig.17 (c) and (d). The IMFPCC provides
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FIGURE 17. Experimental results under Rs = 10R′
s, 9r = 0.59′

r ,

Ls = 1.5L′
s mismatching from 0 to 1000r/min without load torque.

(a),(b)MPCC; (c),(d)NPCC; (e),(f)IMFPCC.

the best current harmonics suppression during the whole pro-
cess as shown in Fig.17 (e) and (f). However, there is current
oscillation at the beginning of the start-up condition caused by
the inappropriate X̂dq calculated by the zero-initialized data in
the rolling update mechanism database. Benefitting from the
high frequency of the control algorithm and the data rolling
update mechanism, the X̂dq converges to its actual value in a
short time.

To compare the stator current control performance of three
methods in the experiments mentioned above, two tracking
assessment criteria of q-axis current iq are set as Eq.(23). The
calculated results of three methods are listed in Table 3 and
Table 4. Moreover, the Total Harmonic Distortion (THD) of
the three control methods in Fig.13 and Fig.14 are also listed
in Table 5.

Mi =
1
N

N∑
k=1

∣∣∣irefq (k)− iq (k)
∣∣∣

Ji =

√√√√ 1
N

N∑
k=1

(
irefq (k)− iq (k)

)2 (23)

where N denotes the total number of sampling points.
To compare the instantaneous computational burden of the

three control methods, the step calculation function provided
by the Code Composer Studio 8.2.0 software is utilized
to count the computational time while the algorithm runs
from the start line to the end line within a single sampling
period. The computation time of each method are listed in
Table 6. The proposed IMFPCC costs the longest computa-
tional time than the other methods, which is caused by the
updating of the data registration domain and the execution of
the proposed model-free control algorithm.

However, according to the results in Table 3 to Table 5,
it can be seen that the proposed IMFPCC eliminates the
model dependency of MPCC effectively and provides better

current harmonics suppression performance than the other
two methods.

TABLE 3. Comparison of Mi under the conditions mentioned above.

TABLE 4. Comparison of Ji under the conditions mentioned above.

TABLE 5. THD(%) comparison of three control methods.

TABLE 6. Computation time of three control methods.

VI. CONCLUSION
To overcome the model dependency and current har-
monic under low-speed steady-state conditions of MPCC,
an improved model-free predictive current control method
with stator current increment synthesis modulation is pro-
posed in this paper. The achievements and the innovation of
it can be summarized as follows.

1) An improved model-free predictive current control
method based on data-driven is proposed to get rid of the
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parameter dependency of stator current predicted model in
MPCC under low-speed conditions, and avoid the deteriora-
tion of stator current prediction accuracy caused by motor
parameters mismatching effectively. By this method, the
unknown polynomial in the stator current predicted model
that related to all SPMSMparameters can be estimated simul-
taneously as the lumped term;

2) A rolling online data update mechanism with
variable-time window is proposed to ensure the estimated
accuracy of the unknown lumped term with lower computa-
tional burden and less RAM space requirement. Moreover,
the initial data in the proposed rolling update mechanism
database can be set as a zeromatrix directly, which is different
from the existing control methods whose predicted accuracy
is sensitive to the parameter initialization settings;

3) A novel modulation method based on the reference sta-
tor current increment synthesis is proposed to reduce current
harmonic by solving the conducted time of the correspond-
ing switching state from the stator current increment linear
equations. By this method, the negative current increment
generated by the zero-voltage vector can be used to suppress
current harmonic effectively under low-speed steady-state
conditions, and the quick current response of MPCC under
dynamic conditions can be retained by the proposed con-
straints of duty cycle.

Even though the proposed model-free control algorithm
and modulation method have the advantages mentioned
above, there are still some limitations that need to be declared.
The proposed modulation method is designed to operate
under low-speed steady-state conditions. With the rotator
speed increasing, the superiority of the proposed modulation
method in current harmonics suppression might disappear.
Moreover, the changing process of motor parameters could
divided into two types in the actual operation, which include
‘‘gradual change’’ and ‘‘sudden change’’. Since its high sam-
pling frequency, the motor control algorithm could detect
the motor parameter mismatching and treat them as ‘‘grad-
ual change’’ in theory. However, due to limited hardware
facilities, this paper did not have the ability to conduct the
experimental verification for the effectiveness of the pro-
posed method under different parameter changing types.

The defects of proposed algorithm mentioned above needs
to study further in the future.
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