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ABSTRACT Federated Learning (FL) allows training machine learning models in privacy-constrained
scenarios by enabling the cooperation of edge devices without requiring local data sharing. This approach
raises several challenges due to the different statistical distribution of the local datasets and the clients’
computational heterogeneity. In particular, the presence of highly non-i.i.d. data severely impairs both the
performance of the trained neural network and its convergence rate, increasing the number of communication
rounds required to reach centralized performance. As a solution, we propose FedSeq, a novel framework
leveraging the sequential training of subgroups of heterogeneous clients, i.e., superclients, to learn more
robust models before the server-side averaging step. Given a fixed budget of communication rounds, we show
that FedSeq outperforms or match several state-of-the-art federated algorithms in terms of final performance
and speed of convergence. Our method can be easily integrated with other approaches available in the
literature, and empirical results show that combining existing algorithms with FedSeq further improves
its final performance and convergence speed. We evaluate our method across multiple FL. benchmarks,
establishing its effectiveness in both i.i.d. and non-i.i.d. scenarios. Lastly, we highlight that the sequential
training introduced here does not introduce additional privacy concerns when compared to the de facto
standard, FedAvg.

INDEX TERMS Federated learning, distributed learning, privacy-preserving machine learning, statistical
heterogeneity, deep learning.

I. INTRODUCTION

Federated Learning (FL) [1] is a Machine Learning (ML)
framework designed to train models in decentralized settings
while preserving the privacy of participants — the clients. Such
a paradigm eliminates the need for clients to disclose their
private data with a central authority, thus ensuring compliance
with regulations in force. Federated training involves multiple
communication rounds, during which a shared global model
is trained independently on selected devices. The updated
parameters are then aggregated by the server into a new
model. While usually effective in homogeneous scenarios [1],
[2], [3], where clients have access to similar data, in realistic
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settings they observe data by breaking the conventional
assumption of independence and identical distribution (i.i.d.)
of classic ML systems. In these scenarios, users collect
data from an underlined global distribution based on prefer-
ences [4], [5] or geographic position [6], [7], [8], forming a
heterogeneous distribution of local datasets. Several works
have shown that heterogeneity generally results in slow
and unstable convergence of FL algorithms [3], [9], [10],
hampering final performance [11], [12] because of local
gradients diverging towards different minima [1], [3], and the
difficulty to merge specialized models, a phenomenon called
client drift [13]. This results in a biased and suboptimal global
solution compared to the actual minimum [14]. In this work,
we focus on heterogeneity caused by i) label skew, i.e. given
an instance-label pair (x,y) ~ Px(x,y), Pr(y) varies across
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FIGURE 1. To mitigate statistical heterogeneity in FL, FedSeq forms
superclients by grouping clients with distinct local data distributions
(different colors), creating simulated larger and homogeneous datasets.
Sequential training takes place within the selected superclients at each
round. The current global model is received by the first client in the chain
and sent back by the last one.

clients k while P(y|x) is identical, ii) features shift, i.e. Py (x)
varies while P(y|x) is identical, and iii) different local dataset
cardinality.

To mitigate the effects of the client drift, many methods
focus on regularizing the local objective to bring it closer
to the global one [10], [13], [15], or on improving the
generalization of the learned model [3], [16], [17]. Multitask
FL views each local distribution as an individual task and
aims to train separate but related models concurrently [18],
[19], [20], while [21], [22], [23], [24], [25], [26] cluster
clients with similar tasks together and assign a specific model
each. Data sharing approaches instead leverage fine-tuning
of the model over small quantities of public or synthesized
ii.d. data to ensure a more balanced representation of the
overall distribution on the server side [11]. However, most
of these methods fall short of replicating the performance
of centralized scenarios or struggle with extremely skewed
heterogeneous distributions [3]. In contrast, this paper
approaches heterogeneity from a different angle, focusing
on the training orchestration rather than the training
objectives, to learn more robust models before the server-side
averaging step, resulting in reduced noise and achieving
centralized performance.

This work presents Federated Learning via Sequential
Superclients Training (FedSeq), a novel approach effectively
addressing the issue of statistical heterogeneity in FL. FedSeq
employs sequential training among clients, carried out in
parallel across distinct client groups to harness the distributed
setting’s parallelism. By allowing the model to access a larger
portion of data before the averaging step, the negative effects
of data heterogeneity are mitigated, speeding up the training
and moving closer to the desired minimum. By grouping
clients having diverse local distributions together in a super-
client, we simulate the existence of a larger, homogeneous
dataset while maintaining data privacy, as illustrated in Fig. 1.
Clients within the same superclient form a chain and train
the received model in a sequential manner. The final updates
are sent from the last client to the server and merged there.
Intuitively, this scheme emulates the training dynamics
observed on devices with more extensive and evenly
distributed datasets, resulting in a favorable setting for FL.
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Communication is known to be the main bottleneck in
federated training, e.g. due to the clients’ unavailability
and unreliability [27]. While sequential training provides
robustness against data heterogeneity, it can potentially
result in slower training progress. This occurs when slower
clients end up in the same superclient, leading to increased
waiting times on the server side. To overcome this lim-
itation, we present FedAsyncSeq, a novel approach that
introduces asynchronous client-server communication by
implementing sequential training among superclients.
Rather than merging updates at the end of each training round,
FedAsyncSeq allows the model updated by one superclient
to be sent directly to another one, enabling faster groups
of clients to complete multiple training iterations before
merging their updates. At regular intervals of every R rounds,
the updates received by the server, potentially stemming from
varying numbers of training iterations, are aggregated. This
approach not only reduces the number of aggregation and
synchronization steps with the server but also allows the
model to be trained on a larger number of clients before the
averaging step. Consequently, this brings the model closer to
a centralized scenario, as ideally, it encounters all superclients
before being merged.

A. EXTENSION DETAILS

This work represents an extension of the previous
manuscript [28] in several aspects, as summarized in Fig. 2.
(D Firstly, we introduce a novel metric for estimating
local distribution similarity without compromising user
privacy or needing additional public data, outperforming
the performance of the previously presented approximation
techniques. Based on Task2Vec [29], it captures both
taxonomic and semantic representations of each task, i.e.,
the local data of each client. In addition, we note that
sequential training can suffer from saturation in the later
stages of training due to overfitting [30], which can further
slow down the overall training process. (2) Building upon
[30], FedSeq2Par is presented as a solution to increase
parallelism as training moves on. FedSeq2Par dynamically
updates the number of superclients and their corresponding
client assignments as the rounds progress. It prioritizes
sequentiality, i.e. larger groups, during the initial stages,
and gradually transitions to parallelism, emphasizing smaller
groups in the later stages. This allows easier adaptation to
varying numbers of devices and distributions.

Empirical analyses demonstrate the superior performance
and convergence speed of the introduced methods compared
to the current state-of-the-art algorithms in federated scenar-
ios with various data distributions and tasks. (3) To provide
a comprehensive evaluation, the experimental benchmark
is extended to include vision datasets that exhibit feature
shifts in addition to label skew, as well as Natural
Language Processing (NLP) datasets.

(4) Lastly, the robustness of the algorithm against threats
posed by potentially malicious participants is a crucial aspect
in the FL paradigm [31], [32], [33]. Malevolent clients
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may attempt to disrupt the training process by manipulating
their input data [34], [35], or even try to infer private
information of other clients by exploiting the received global
model [36], [37]. To assess whether our novel client-to-
client sequential training approach introduces any privacy
vulnerabilities, in this extension we conduct tests against
these attacks and observe that FedSeq often exhibits higher
privacy resistance compared to the widely-used FedAvg
[1], considered the de-facto standard algorithm for Federated
Learning.

B. CONTRIBUTIONS
To summarize, our main contributions are the following:

o We introduce FedSeq, a new FL algorithm that learns from
groups of sequentially-trained clients (superclients).

« Several lightweight procedures to compare the clients’
probability distributions, analyzing their impact on the
creation of superclients. Extending the previous [28], this
work proposes to estimate the distribution of the clients’
tasks via Task2Vec, eliminating the need for external public
data.

» Three grouping strategies are evaluated and compared with
the naive random assignment, showing the impact of group
quality on the algorithm convergence.

o To speed up training, we introduce FedAsyncSeq to
decrease the need for synchronization between superclients
and server, and FedSeq2Par to increase parallelism.

« The extensive empirical analyses and tests demonstrate that
the developed approaches outperform the state of the art
in terms of convergence performance and speed in both
i.i.d. and non-i.i.d. scenarios. This paper further extends
the benchmark’s scope by incorporating both vision and
language datasets.

o We prove the resistance of FedSeq to common attacks
against clients’ privacy, showing its robustness.

C. PAPER STRUCTURE

The paper is structured as follows. Section II discusses the
related works. Section III defines the standard FL problem
formulation (ITII-A) and the proposed method, detailing the
definition of superclients (III-B) and the sequential training
within superclients (III-C), distinguishing between FedSeq,
FedAsyncSeq and FedSeq2Par. Experimental results are
analyzed and discussed in Section IV, where the introduced
approaches are compared with state-of-the-art baselines in
terms of final performance, convergence speed and commu-
nication costs. Section IV-C presents the ablation studies.
Lastly, privacy concerns and experiments are addressed in
Section V.

Il. RELATED WORKS

A. DATA HETEROGENEITY IN FL

Federated Learning (FL) [1] is a framework to learn a
global model distributedly while preserving the users’ data
privacy [2], [27], [38]. Training [1] is based on rounds
of communication between clients and a server, and the
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global model is built as the weighted average of the updated
parameters (FedAvg) obtained via client-side training on
local data. In realistic scenarios, a major challenge is posed
by the presence of non-i.i.d. and unbalanced clients’ data,
often referred to as statistical heterogeneity [39], [40].
In those settings, the local optimization objectives drift from
each other [13], leading to unstable trends [3] and slower
convergence rates [6], [10], [39], [41], [42]. This work
preserves FedAvg for the server-side updates aggregation
while focusing on enhancing convergence performance.

1) CLIENT-SIDE APPROACHES

Several works addressed data heterogeneity issues via
client-side training regularization. SCAFFOLD [13] miti-
gates the effects of the clients’ drifts through control variates,
while [10], [43] minimize the gap between local and global
model parameters to limit the impact of the clients’ updates.
FedAlign [44] aligns the Lipschitz constants of the models’
last blocks to promote smooth optimization and global con-
sistency. Other approaches leverage the Alternating Direction
Method of Multipliers to asymptotically align local and
global objectives [45], [46], [47]. Among those, FedDyn [15]
dynamically modifies the local loss function so that local
and global stationary points coincide at convergence. Another
recent direction studies generalization through the lens of the
loss landscape. By seeking flat minima during local training,
FedSAM [3], [16], FedSpeed [17], and FedSMOO [48]
improve the poor generalization of models in heterogeneous
scenarios. Since FedSeq does not modify the client-side
training, it can be applied alongside any of these approaches.

2) SERVER-SIDE APPROACHES

While client-side regularization is effective for mitigating
client drift and enhancing local model learning, server-
side aggregation is not to be overlooked. Using server-side
optimizers [6], [40], [49], [50] allows coping with FedAvg’s
lack of adaptivity. Server-side momentum [40], [51], [52]
addresses the bias towards recently observed clients by
leveraging the memory of past updates. Other studies utilize
global momentum to guide local updates [53], [54], [55],
[56]. Additionally, [3] and [57] suggest to aggregate global
updates across rounds to increase the robustness of the model
to distribution shifts. The proposed revised orchestration of
the training process can effortlessly integrate with any of
these techniques.

As the learned local model under-represents the deducible
patterns from the missing classes, [11] shows how sharing
a small set of public data among the clients leads to
notable improvements. A similar approach is followed
by [58], where the public data enables knowledge distillation.
Reference [59] leverages public unlabelled data to learn a
general representation robust to domain shifts. Similarly,
FedSeq keeps the public data on the server side, with the
different purpose of using it to estimate the clients’ data
distribution in a privacy-compliant way. Unlike [11], [58],
and [59], such data is never used for training.
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3) FEDERATED MULTI-TASK LEARNING

Another line of works tackles the problem from a multitask
perspective [60], where each client with its own data
distribution is seen as a different task [18], [61]. In [21], [22],
[23], [24], and [25], clients with similar tasks are clustered
together and a specific model is assigned to each cluster.
Reference [8] leverages the local style information to identify
and group clients having similar distributions. Other works
build clusters based on the edge systems complexity and
available resources [26], [62]. Following the same approach
of [21], [24], and [23], FedSeq approximates the clients’ data
distribution via the locally trained models, which is later
used to build groups of dissimilar clients. Reference [19]
uses the relatedness among clients’ tasks to improve weight
aggregation. Here, Task2Vec [29] embeddings, based on the
Fisher information matrix (FIM) of fine-tuned local models,
are leveraged to capture similarities among the clients’ tasks
without needing external public datasets.

4) ANTI-CLUSTERING FL

FedSeq uses clustering techniques to effectively group clients
with distant distributions, resulting in a homogeneous under-
lying dataset within each group. This approach relates to the
“anti-clustering” literature [63], [64], whose goal is to build
similar groups from dissimilar elements [65]. Building upon
the strategy of FedGSP [30], which dynamically expands the
number of client groups in each round to enhance parallelism,
we propose merging this approach with the data estimation
strategies and grouping techniques unique to FedSeq. This
combination results in FedSeq2Par, an approach that further
increases parallelism.

B. BEYOND SYNCHRONOUS SERVER-CLIENT FEDERATED
LEARNING

1) PEER-TO-PEER FL

Peer-to-peer (p2p) FL [66], [67] is a decentralized approach
where clients communicate directly with each other in order
to learn global models, eliminating the need for a central
server. In particular, FedSeq shares some common traits with
[68], which introduces two network topologies based on
cyclic model parameters exchange among clients to enhance
performance in heterogeneous scenarios, namely FedCyclic
and FedStar. Similarly, our approach enables model sharing
among clients within the same superclient. Unlike such
works, FedSeq retains the central server as a proxy between
clients, while ensuring communication costs equivalent to
those of FedAvg.

2) ASYNCHRONOUS FL

Asynchronous FL was introduced to handle stragglers and
heterogeneous latency [69], [70]. In this scenario, the server
does not wait for all devices to send back their updates
but keeps aggregating the models as they arrive. Several
approaches rely on a parameter accounting for staleness [69],
[71], leverage gradient compression techniques to reduce the

57046

communication latency [72], or store the early updates for a
given timeframe and discard the late ones [73]. Similarly to
these methods, the server in FedAsyncSeq does not wait for
all superclients to return their updates but allows faster ones
to continue training for multiple rounds before the averaging
step. Differently from the standard asynchronous approach,
updates are not averaged as they come, but after a fixed
window of rounds so that the exchanged models are trained
on a larger portion of data.

C. PRIVACY IN FEDERATED LEARNING

A primary objective within the FL framework is to ensure
the algorithm’s resilience against potential threats posed by
malicious participants. However, it’s essential to recognize
that the FL paradigm, in its current form, is not entirely
impervious to threats [74], [75]. Malevolent clients may
poison the training process by altering the input data [34],
[35], worsening the capacity of the global model to acquire
new useful knowledge. An attacker might reconstruct clients’
private data by exploiting the incoming update model [36].
As an example, [76] leverages a GAN (Generative Adver-
sarial Network) [77] to reconstruct other users’ personal
data, while [78] uses a GAN to ensure the quality of the
data that the attacker aims to reconstruct and [79] tries to
infer characteristics of the clients with ad-hoc classifiers.
Additionally, a malicious server might put in place label
and feature fishing attacks by intentionally modifying some
parameters of the global model [80]. For an in-depth
discussion on threats and attacks in FL, we refer the readers
to [32] and [33]. Common defense techniques involve using
differential privacy [81], [82], or mixing fragments of the
local updates before sending them to the server [83]. This
work explores some of those attacks against FedSeq and
shows that the proposed novel client-to-client sequential
training approach is robust in terms of privacy compared to
FedAvg.

lil. METHOD

This section details the problem formulation (Sec. III-A),
and the components of the proposed method, distinguishing
between FedSeq, FedAsyncSeq and FedSeq2Par (Secs. I1I-B
and III-C). The overall procedure is outlined in Fig. 2, high-
lighting the extension’s additions, while the used symbols are
summarized in Table 1.

A. PROBLEM FORMULATION

The objective of FL is to learn a global model fy : X — VY,
where X and Y are the input and output space respectively,
and 6 € R the model parameters. The server communicates
with a subset of active clients sampled uniformly at random
from a set of users C across T rounds. In cross-device
settings [27], the number of clients K := |C] is in the order
of millions. Each client k € C has access to a local private
dataset Dy of the form {x;, yl-}:’:"1 where x; € X is the
input data point, y; € Y its label and ny = |Dy| the local
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FIGURE 2. Summary of the method components. Extensions with respect to [28] are highlighted with colored boxes. Best seen in colors.

TABLE 1. Summary of main introduced symbols.

Notation  Description

f Global model

k Client index

[ Global model parameters

6, Global model parameters at round ¢

6‘tk k-th client updated model parameters

C Set of clients

Cy Set of clients selected at round ¢

K Number of clients (|C|)

C Fraction of clients selected at each round
Dy k-th client local dataset
Dy Estimate of k-th client local dataset

ng Number of local samples (| D |)

T Number of rounds

Ex Local training epochs

"~ i " Superclientindex  ~ T 7 T~

S Set of superclients

S Set of superclients selected at round ¢
Ng Number of superclients (| S|)

Si i-th superclient

Cs Set of clients belonging to superclient S
Ks, Number of clients in superclient S; (|Cs|)

Ks max Maximum number of clients in each superclient

14 Clients distribution estimator

[ Grouping method

T Distance metric

e Pretraining number of epochs

Eg Loops within each superclient

dataset cardinality. Due to communication constraints [2],
only a fraction C; of clients is randomly selected without
replacement for training at round ¢ € [T]. Each client k € C;
receives the current global model parameters 6; from the
server and computes the update 9f+1 by minimizing the local
empirical risk Li(6) = E(x y)~p, [€x(fo,;(x,y))] where i
is the loss function of the k-th client, e.g. the cross-entropy
loss. The updates {Gfﬂ} kec, are then sent to the server to be
aggregated into the global model fy,,,. The global training
objective is

arg min >’ UK 1.4(0), d e N* (1)
GEdeGC, n

where n = Y ;cc, ni. The de-facto standard algorithm for
solving the FL objective in Eq. 1 is FedAvg [1], which
computes a weighted average of the clients’ updates as
Or41 — ZkeC, nifn 95‘“. As noted by [49], this is equivalent
to performing one step of stochastic gradient descent (SGD)
with unitary learning rate as 6,41 « 6, = Yxec, ™ /n(6; —
Hf+1), where the difference between the local model and the
round initialization acts as pseudo-gradient for the client’s
direction.
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FIGURE 3. FedSeq pre-training phase to build superclients. a) The initial
random global model fo, is sent to all the clients, which train it using
their local data O, vk < C. b) The local data distributions are estimated
(v) using the clients’ updates while preserving their privacy. c) Based on
the grouping strategy ¢, clients are assigned to Ng superclients. Best
seen in colors.

As shown in [6], in realistic scenarios, clients likely do
not draw data from the same underlying distribution, namely
P(D;) #P(D;) Vi # j € C, resulting in slower and unstable
convergence [39]. More in general, fyx # fo. Vk € C [23].
To address the challenges arising from data heterogeneity
and speed up convergence, FedSeq introduces modifications
to the training orchestration process. Specifically, clients
with diverse data distributions are grouped into superclients
{Si}i’\fl, aiming to minimize the divergence in distribution
among superclients. Sequential training is then performed
by clients within the same group. Intuitively, this approach
allows local models to accumulate knowledge from the
overall data distribution, even when client datasets exhibit
significant heterogeneity.

B. BUILDING SUPERCLIENTS

This section details how to create a superclient S from users
with diverse local distributions while respecting the privacy
constraints, i.e. without accessing clients’ data directly.
Assigning clients to equally-sized groups while minimizing
distribution distance is a challenging problem similar to
the bin packing problem [84], and is NP-hard in nature.
Thus, this work proposes using multiple greedy strategies
to estimate the local distributions in a privacy-preserving
way and solve the clients’ clustering problem, being flexible
towards dynamic and constantly evolving FL environments.
In this Section, we introduce different grouping criteria
Gs which are based on i) a client distribution estimator
¥ (), providing privacy-preserving statistics on the local data
distribution, if) a metric 7, for evaluating the distance between
the estimated data distributions, and iii) a grouping method
¢(.), to assemble dissimilar clients, i.e. Gs = {¥();T;¢()}.
The approach is depicted in Fig. 3.
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1) CLIENTS DISTRIBUTION COMPARISON
The model fy can be defined as a combination of a deep
feature extractor hg ., : X — Z and a classifier gg,, : Z —
Y, where 0 = {0y, Oci¢} is the entire set of model parameters
and Z the output feature space. The classification output is
given by goh : X — Y, where we drop the subscripts to
ease the notation. FedSeq exploits a pre-training phase to
estimate the users’ data distribution. Each client k € C trains
a common random model 6y on its dataset Dy for e epochs,
resulting in fe(f’ which serves as a starting point for the
following distribution estimation approaches. The proposed
client distribution estimators are
. : as the model classifier is biased towards the training
data [85], its parameters 9’5’le serve as a proxy for the
client’s local data distribution.
. relies on the predictions of the local models on
a server-side public dataset, i.e., { fgg (z) =: fok, z €
Dpup, k € C}. Dpyp contains J samples for each class
¢ € [N¢]. The predictions are averaged by class as py . =
%er D, fOk (x), where D, C D, contains only samples
of class c. The k-th client’s confidence vector is defined as:

pi = softmax({pe.1,...,pr.ne}) € [0,11%¢ (2)

Since the k-th model’s predictions are favorable towards
the majority of the classes seen in Dy [86], px is an
acceptable privacy-preserving representation of Dy.
Although onr has proven to be the most effective
approach [28], it relies on the availability of a public dataset
that accurately reflects the overall data distribution — a
requirement that can be challenging to meet. Therefore,
extending [28], this study introduces an alternative method
to overcome this limitation, without introducing any privacy
liabilities.
. : based on Task2Vec [29], which extracts vectorial
representations of given tasks based on an approximation
of the Fisher Information Matrix (FIM), defined as

F = E(x )~ fo (x,y) [Valog fo (y1x) Volog fo (vl 1. (3)

The FIM serves as a metric for the information content
of a parameter regarding the joint distribution fy(x,y).
If it has limited influence on the classification performance
for a specific task, its corresponding entry in the FIM
will be low. Thus, the FIM represents the task itself, here
corresponding to each client’s local dataset. Starting from
a pre-trained set of weights 6y, the classifier is fine-tuned
on Dy and the FIM is computed on the feature extractor
parameters. The resulting representations are demonstrated
to capture taxonomic and semantic similarities between
tasks.

In the following sections, we indicate as 9 the estimate

provided by ¢ () for the k-th device’s data distribution.

2) GROUPING CLIENTS
Ds=U kecs Dk is defined as the union of the data from
the clients Cs C C belonging to a superclient S. The aim is
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to find the maximum amount of superclients Ny satisfying
the following constraints: /) minimum number of samples
|Ds | min, and i) maximum number of clients Kg qx per
superclient. Given ¢y and 7, FedSeq [28] approximates the
solution of the problem using:

. , a naive yet practical method that randomly assigns
clients to superclients until the stopping criterion is met.
. : K-means [87] is first applied to obtain Ng

homogeneous clusters. Each superclient is formed by
iteratively extracting one client at a time from each cluster,
until |Ds| = |Ds|min and Ks < Ks max VS.

. initially assigns one random client k; € C to
the superclient S. The next k; € C\ {k;} is chosen
so as the distance between k; and k; is maximized,
i.e. maxje[k)T(Di,, Di;). The process is repeated by
iteratively maximizing 7(D;, |;~—| Ziels) Di), with | S| being
the cardinality of S, until the defined constraints are met.

« While highly effective [28], the best-performing ¢grecdy is
hindered by its iterative nature, leading to slower execution.
In response, this work adapts the faster Inter-Cluster
Grouping (ICG) algorithm from [30] to our approach
( ). Differently from ICG that requires superclients of
equal size, FedSeq relaxes this constraint by redistributing
the unassigned clients.

At the end of this procedure, we obtain a set S of Ng
superclients, where each superclient S; includes Kg, :=
|Cs;| € Ks max clients and |Ds, | = |Ds|min data points, with
ZSieS Ks, =K.

C. SEQUENTIAL TRAINING

This section introduces three alternatives to leverage sequen-
tial training within the created superclients, namely FedSeq,
FedAsyncSeq and FedSeq2Par. The approaches are summa-
rized in Algorithm 1.

1) FEDSEQ

As showed in Fig. 4, the clients {k; 1,...,k; s, } € C belong-
ing to the superclient S; Vi € [Ng] form a chain performing
sequential training. At each round ¢, the server selects a subset
of S; € § superclients. Within each superclient S;, the first
device k; receives the global model fy, from the server
and locally trains it for Ex epochs on Dy, . The updated
parameters Hfjrl' are sent to the next client of the sequence
ki . Such training procedure continues until the last client
ks, updates the received model and sends it back to the
server. The passage over all the clients of the chain can be
repeated Eg times allowing a ring communication strategy.
However, Eg # 1 leads to an increase in communication as
multiple messages have to be exchanged between clients,
which is why we discourage this approach and set Eg =
1 in our experiments. On the server-side, the superclients
updates are averaged following Eq. 1. Intuitively, by training
the model over multiple clients’ data before the averaging
step, we simulate the existence of a larger, homogeneous
dataset.
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Algorithm1 FedSeq, FedAsyncSeq and FedSeq2Par

Require: fg.. Gs, Ks max: |Ds|min- Epochs e, Ey, Eg. T rounds. Clients C.
Fraction C of superclients selected at each round.
Growth function and parameters fgr, @g, and Bg; .

1S « CREATE_SUPERCLIENTS (fg,,Gs, €, Ks max: | Ds lmin, K,
fgr(a’gr,ﬁgr;t))

2: Ng « |S]|

3: 0O« [6,..., Oo]lchS,WH[O ..... O]IXCNS

4: forr=1to T do

5: if fgr(t,agr.Bgr)>|Ns| then

6: 8 « CREATE_SUPERCLIENTS (fq,,Gs. e, K, fgr (agr.Bgrit))

7: Ns < |S|

8  endif

9: S « Subsample fraction C of Ng superclients

10:  for S; € S; in parallel do

11: Shuftle clients in S;

12: HtSi’O «— 6; { FedSeq and FedSeq2Par }

13: 0010 —oli]

14: fore§:lt0 Eg do

15: 0% — SEQUENTIAL_TRAINING(6, """, Ey)

16: end for .

17: Oli] < 6.}, wi —w; +|Dg, |

18:  end for

19: 6,41 <—FedAvg({9ffl, VS; € S¢}){ FedSeq and FedSeq2Par }

20: if 1 mod Ng =0 then

21: O — i SLOLi], w=3;w;

22: O [Op41,-- -, Or+1]ixeNg: w < [0,....0]ixeNg

23:  endif

24: end for

ey
‘ BEE EEE) - (BEE
\ Training with FedSeq at round ¢ /

FIGURE 4. Sequential training with FedSeq. At each round ¢, a subset of
superclients (here S| and S,) is selected and receives 6;, which is trained
sequentially by the clients. Final updates are sent back to the server,
where they are aggregated with FedAvg. Best seen in colors.

2) FedAsyncSeq

In realistic scenarios, synchronous federated training can
become impractical, especially when considering factors
such as the latency of slower devices. The delays can be
further exacerbated by FedSeq since there is no control
over the capabilities of clients’ systems, and multiple
slow clients may be grouped together within the same
superclient, leading to a significant increase in server-side
waiting time. To mitigate the challenges posed by latency
and ensure efficient training, we propose FedAsyncSeq,
which leverages sequentiality at the superclient level while
allowing asynchronous updates to be merged (Fig. 5). Instead
of aggregating the models after every round, the server
does so every R rounds. During this time frame, the model
received by each superclient S; is instantly sent to another
random superclient S; (where i # j). This approach allows the
fastest chains to continue with additional training iterations
instead of waiting for slower ones. After every R rounds,
the most recent updates from each chain of superclients,
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which may originate from distinct rounds, are combined.
This approach shares similarities with asynchronous settings,
where models are aggregated as soon as they become
available. It is worth noting that R can potentially equal T,
meaning that the updated models are only averaged at the end
of training. This strategy reduces the number of aggregation
and synchronization steps with the server while enabling
the model to potentially observe the entire dataset before
averaging. This brings us closer to the centralized setting
while still leveraging FL’s parallelism.

3) FedSeq2Par

Sequential training of the model through a long chain
of clients with highly diverse data distributions may lead
to catastrophic forgetting [88]. This refers to the model
forgetting the knowledge acquired from the initial users
while becoming overly specialized to the most recently seen
datasets [30]. Additionally, maintaining a static sequence of
clients within each superclient may result in the model learn-
ing information based on the order of the clients, introducing
biases or unintended patterns. Building upon [30], this exten-
sion introduces the Sequential-to-Parallel (STP) approach in
FedSeq2Par to overcome these issues. Sequential training
is exploited during the initial stages, facilitating informa-
tion exchange among heterogeneous clients. Parallelism
is gradually introduced by incrementally increasing the
number of superclients and reducing their sizes, promoting
faster convergence. The dynamic creation of superclients
allows accounting for new clients, while eliminating potential
biases related to the static nature of superclients. Formally,
in each training round ¢, STP dynamically constructs an
increasing number of superclients {Si}{j;"(a’"’ﬁ *"’;Z), where
fer(+,+;+) is a non-decreasing growth function dependent on
the training round 7, and the hyperparameters ag,, B4 € R*
control the growth rate and the initial number of superclients
respectively. The choice of fg, is critical for the behavior of
STP. As in [30], we consider three possible growth functions:
linear, allowing for a smooth growth; logarithmic, promoting
an initial faster dynamic; exponential, with slower changes at
first,

flinear(agraﬂgr,t) =,8gr [a’gr(t_ D+1], “4)
flog (a'gr’ﬂgr:t) = IBgr [agrlnt+ 1], (5)
fexp(a'graﬁgr:t) =,8gr(1+a’gr)til~ 6)

IV. EXPERIMENTS

This section introduces the empirical evaluations of the pro-
posed approaches, comprising ablation studies (Sec. IV-C)
and comparison with the state of the art (Sec. [V-B).

A. DATASETS

FedSeq, FedAsyncSeq and FedSeq2Par are evaluated on both
vision and NLP datasets. Additionally to the Cifarl0 and
Cifar100 [89] datasets proposed in our previous [28], this
extension aims to enlarge the paper’s scope and introduces
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Round ¢ Round ¢ + 1 Round ¢ + 2 Round ¢ + 3

Training time

FIGURE 5. Training with FedAsyncSeq with R = 3. At round ¢, the global
model is sent to the selected superclients {S;, S5, S¢ }, having varying
latency (full arrows). The first superclient to complete training (S;) marks
the start of the new round 7 + 1. As soon as the server receives the
updated model, it sends it to another superclient (e.g., from S, to S;).
Within the time it takes for S5 to finish training, the faster S| and S; can
also complete theirs. After R rounds, the latest updates from each chain
of superclients (circled in red) are combined, and the process begins
anew. Best seen in colors.

Femnist [90] for image classification, Shakespeare [90] for
next character prediction and StackOverflow [91] for next
word prediction, all widely used as FL benchmarks [10], [15],
[49]. It is important to note that all datasets exhibit heteroge-
neous distributions concerning label skew. Differently from
the CIFAR datasets, FEMNIST also presents notable feature
shifts attributed to diverse calligraphy styles depicting the
same letter or number. Moreover, the local dataset cardinality
significantly varies across clients in both FEMNIST and the
NLP datasets.

In order to set up a heterogeneous scenario for Cifarl0
and Cifar100, the local class distribution is sampled from
a Dirichlet distribution with a € {0,0.2,0.5} [40]. Both
Cifar datasets are divided into 500 clients with 100 images
each. The IID and non-IID (“NIID” for short) data distri-
butions of Femnist introduced in [90] follow the writers’
ownership, i.e. each client is a distinct writer. The NIID
split accounts for both label skew and feature shift. The
I[ID and NIID distributions of Shakespeare [90] reflect
some Shakespearean characters, with 100 clients owning
around 3,743 samples each, while the implementation of
StackOverflow follows [49]. Femnist and StackOverflow
better represent realistic cross-device settings thanks to a
larger number of clients: K = 3,500 and 40k respectively.
Additional information can be found in Appendix A of the
supplementary material. As proposed by previous works [3],
[15] accounting for the learning trends instability, the results
are averaged over the last 25 rounds on Shakespeare and
100 rounds on Cifar10/100 and Femnist. As done in [49],
due to its prohibitively large number of clients and examples,
testing on StackOverflow full dataset is performed only at the
end and a subsample is used during training.

B. COMPARISON WITH STATE-OF-THE-ART FL
ALGORITHMS

1) ALGORITHMS

To validate the effectiveness of the proposed approaches, this
study conducts a comparison with state-of-the-art (SOTA)
algorithms for heterogeneous FL. In addition to the standard
FedAvg [1] described in Sec. III, FedSeq and its variants are
tested against FedProx [10], which adds a regularization term
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in the local loss function to encourage proximity between
clients’ and server’s model parameters, Scaffold [13],
addressing the client drift via stochastic variance reduction,
FedDyn [15], that aligns local and global stationary points,
and FedCyclic [68], which cyclically exchanges models
across clients without relying on a central server. FedCyclic
can be seen as the extreme case of FedSeq with Ng =1
and no server-side aggregation. FedCyclic was chosen over
FedStar (from the same paper [68]) due to the latter’s
impractical communication overhead in realistic scenarios.
FedStar indeed requires each client to send its updates to all
the other participants, leading to an exponential increase in
communication costs. To ensure a fair comparison, FedCyclic
is not trained on all clients at each round but randomly selects
a fraction C of the available ones. The same applies to all
the other approaches and, most importantly, we ensure that
the number of model updates within rounds is the same for
all the compared methods. FedSeq and FedSeq2Par build
superclients using ¥y and the best corresponding ¢.) (see
Sec. IV-C). Local pre-training runs for 10 epochs chosen from
{1,5,10,20,30,40} (see Appendix B of the supplementary
material for details). We select R = Ng in FedAsyncSeq.

2) FINAL PERFORMANCE

Table 2 shows that FedSeq and its extensions are either
competitive or outperform other SOTA algorithms on all
tasks and datasets, especially on severe heterogeneous data
distributions. We point out that both Scaffold and FedDyn
require stateful clients, and Scaffold doubles the size of
the communicated message, differently from this paper’s
approaches. Being the extreme case of FedSeq with Ng =1,
FedCyclic reaches similar performances on most of the
datasets, implying that having one single superclient contain-
ing all clients does not dramatically increase performances
and instead hugely increments the amount of training time,
as each client needs to wait for the previous one’s update.
Focusing on the extensions of FedSeq, both FedAsyncSeq
and FedSeq2Par improve the baseline’s performances on all
tasks. We note that aggregating superclients updates every
Ns rounds not only requires less frequent synchronization
between clients and server, but also improves the reached
accuracy. FedSeq2Par achieves the best results in most cases,
exploiting the benefits of sequential training and parallelism,
being the second best to FedDyn only in the case of
a =0.2 and @ = 0.5 in CIFAR100. However, differently
from FedSeq2Par, FedDyn relies on stateful clients, posing
a significant challenge for real-world deployments with
billions of edge devices [3],[92]. In such large-scale
settings, individual devices are unlikely to be called upon for
multiple training rounds. This transience renders their local
states obsolete quickly, compromising their effectiveness
in subsequent training iterations. The results obtained by
FedDyn on the more realistic FEMNIST (3,500 clients)
and STACKOVERFLOW (40k clients) datasets underscore
this point. On FEMNIST, FedDyn outperforms the baseline
FedAvg by only =~ 0.4 points in accuracy. In contrast,
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TABLE 2. Comparison with state-of-the-art FL algorithms. Color coding: first, second and

best results.

Algorithm CIFAR10 CIFAR100 FEMNIST SHAKESPEARE STACKOVERFLOW
gori a=0 a=0.2 a=0.5 a=0 a=0.2 a=05 NIID 1D NIID 1D -
Centralized 85.64:0.07 54.97x0.19 87.52+027 52.00:0.02 28.50+020
FedAvg 7127020 76.321036  77.39x043 42.68:022  48.79z055  49.51:061 81.55:011  83.06:0.12 48.68:0.12  48.50+0.07 24.68z0.15
FedProx 71.52:008  76.21x050  77.38z057 42.83:008  48.841065  49.44:049 81.55+005  83.07=005 48.73x012  48.51=0.5 24.59:0.19
SCAFFOLD 78.82:015  78.02:113  78.51x024 42.17x010  51.06z003  51.03x0.12 82.56:007  82.70:0.01 50.91z000  50.91x0.12 26.10=0.15
FedDyn 8331005 82.31x041  82.97x040 50.35:027  53.50:076  54.32:0.63 81.95:042  82.00:0.13 51.94:0.09 25.51x0.02
~ FedCyclic 82.45:0.18 47.46x042 4993016  50.47x027 85.46:005 50.25:003  50.68x003 26.44+1.68
FedSeq (ours) 81.89+028  82.19+026  82.77x0.12 45.87+045  49.26:040  49.63:042 8711003  87.48:0.03 51.70<0.3  51.82+0.00 28.91+0.21
FedAsyncSeq (ours) 8317027 83.57x022 87.20=001 51.82+0.13
FedSeq2Par (ours) 83.68:0.14  84.21:040  84.26:0.06 51.46+023  51.44:002  51.72:010 87.58+015  87.95:0.05 52.75:+020  52.71:0.05 29.79+033
CIFARI0 a=0 CIFAR100 =0 FEMNIST NIID
5 Deeas: - _ : - 75 : Sl
§ - FedAvg §40 § - FedAvg
> FedProx > > redProx
2 50 : Iﬁclv:pmn D 2 3 50 : gC:FF(\l.[)
El FedDyn E 20 = FedDyn
8 FedCyclic 8 8 25 FedCyclic
<925 & FedSeq < < ~8— FedSeq
—h— FedAsyncSeq e FedAsyncSeq e FedAsyncSeq
s ~¥— FedSeq2Par 0 ~¥— FedSeq2Par 0 | ~¥— FedSeq2Par
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§40 £40 S
> > %20
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FIGURE 6. Accuracy convergence plots of FedSeq, FedSeq2Par, FedAsyncSeq (in bold) and SOTA algorithms on vision and NLP datasets. On average,
FedSeq2Par is the best-performing algorithm. All the proposed approaches can be distinguished for their improved speed. Best seen in colors. Full

results are reported in the Appendix E of the supplementary material.

FedSeq’s variants, especially FedSeq2Par, achieve a signif-
icant improvement of +6 points over FedAvg. On the even
larger STACKOVERFLOW dataset, FedDyn shows a loss of
~ 0.4 points compared to the baseline, while FedSeq2Par
exhibits a gain of ~ 1.3 points. These results confirm the
limitations of FedDyn in real-world cross-device scenarios,
where its reliance on stateful clients becomes a significant
disadvantage.

3) CONVERGENCE SPEED

Fig. 6 evidently shows that FedSeq and its extensions not
only achieve superior results but also exhibit accelerated
performance. Fig 7 compares the rounds necessary to
each algorithm to reach 70% and 90% of the centralized
accuracy on Cifar10/100 and Femnist. Table E.1 in Appendix
E of the supplementary material integrates the results
for the other datasets. FedSeq consistently demonstrates
significant improvements in convergence speed across
all tasks, achieving a speed-up factor of over 18x on
Femnist and 10x on StackOverflow, presenting high cross-
device variability. Achieving superior overall accuracy,
asynchronous training, and reduced latency compared to
FedSeq does not compromise the convergence speed of
FedAsyncSeq. FedSeq2Par notably improves convergence
speed on all tasks and datasets through its STP approach.
FedDyn enhances the convergence rates of FedAvg but
experiences parameter explosion in highly imbalanced
settings [92], requiring gradient clipping techniques. Among
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the considered methods, FedCyclic achieves comparable or
better results than FedSeq2Par. However, it is important
to note that FedCyclic, as an extreme case of FedSeq
with Ng = 1, eliminates any form of parallelism inherent
in distributed and FL settings. The results highlight the
significance of sequential training for rapid convergence in
initial rounds, while the superior performance of FedSeq2Par
in later stages underlines the role of parallelism in achieving
both improved final performance and convergence speed
up.

4) COMMUNICATION COST

Communication is the main bottleneck of federated train-
ing [93], due to the overload of the networks and message
size. Thus, when comparing the performance of FL algo-
rithms, their impact on the communication cost is of the
utmost importance. As already shown in Sec. IV-B3, our
methods speed up the convergence, implying that fewer com-
munication rounds are needed to reach a target performance.
This study additionally compares the number of client-server
exchanges required by the proposed method (FedSeq) with
leading SOTA algorithms. Table 3 demonstrates that FedSeq
achieves less network communication thanks to its client-
to-client approach. Similar analyses can be easily extended
to FedSeq2Par and FedAsyncSeq. Given the total number
of clients K, the fraction selected at each round C, the
total number of superclients Ng, and the rounds 7', we first
analyze the case in which all superclients are equally sized,
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FIGURE 7. Convergence rates in non-i.i.d. scenarios. Each plot shows the rounds necessary for each method to reach 70% and 90% of the
centralized accuracy. Not all the algorithms reach the 90% target (missing line). Our methods (in bold, stars) outperform the others in all

settings. Best seen in colors.

TABLE 3. Number of communication exchanges from server to client
(C2S), client to server (S2C) and client to client (C2C) at each round r and
across all rounds 7.

Total Total
Method S2C  C28 c2C @ round 7 rounds
FedAvg CK CK 0 2CK 2TCK
FedProx CK CK 0 2CK 2TCK
FedDyn CK CK 0 2CK 2TCK
SCAFFOLD 2CK 2CK 0 4CK 4TCK
FedCyclic 1 1 CK-1 CK+1 T(CK +1)
FedSeq K5, =Ks, CNs  CNs (/,‘T - 1) CNs C (Ns+K) TC(Ns+K)
FedSeq K, # K\v, CNg CNg ZS,»ES, Ks; — CNs CNs+ TCNs+
+2ses, Ks;  +2ierr) Lsies, Ks,

e, Ks, = Ks; = K/Ns =: KsVi # j. In FedAvg, the server
sends the global model to the C - K selected clients, which
then send back the updated version. As summarized in
Table 3, this process accounts for 2C - K exchanges over
the network. The same goes for FedProx and FedDyn.
SCAFFOLD requires double the communication. In FedSeq
with equal Ky instead, the server-to-client (S2C) and client-
to-server (C2S) communication only happens between the
first and last clients of the chain of each superclient
respectively. Since the server selects C - Ng superclients, the
process sums up to 2C - Ng exchanges. Moreover, within
each superclient, the clients exchange messages following
the chain, for a total of Kg — 1 transmissions VS. If we
consider all C - Ng groups involved, this is equivalent
to

K
(KS—I)C-st(N——l)C-N5=C~K—C-NS. @)
S

By summing everything up, the total is 2C-Ns+C - K-C -
Ns = C(Ns + K). Since Ns < K, the overall communi-
cation cost of FedSeq is smaller than FedAvg, FedProx,
FedDyn and SCAFFOLD. If superclients are not equally
sized, the client-to-client (C2C) cost is Yg,es, (Ks, — 1) =
2s;es, Ks;—C-Ns, where |S;| = C- Ny, and the total becomes
C-Ng+), s;es, Ks;» i.e., depends on the size of the selected
superclients. However, to ensure a fair comparison, we select
Ks.max S-t. K/Ks max = Ns, i.e., most of the superclients are
of the same size, falling back to the first scenario. This
implies that FedSeq always has the lowest cumulative
cost. Lastly, FedCyclic is a limit case of FedSeq with
one superclient made of C - K clients, with a total cost of
T-C(K+1/c).
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FIGURE 8. CIFAR datasets. Ratio of the preserved components after
applying PCA with 90% of explained variance when varying the number
of local epochs e.

C. ABLATION STUDIES AND ANALYSES

This section discusses the impact of each method component
introduced in Sec. III.

1) ESTIMATING CLIENTS' DATA DISTRIBUTION

The proposed method utilizes the parameters (Yf) or
pre-trained model predictions (Yconf, Y12v) tO compute a
privacy-preserving estimate of the clients’ dataset distribu-
tion. To mitigate the curse of dimensionality [94] on the
classifier parameters in ¢, PCA [95] is applied, keeping
90% of the explained variance. Fig. 8 shows that the
percentage of preserved components decreases with the
complexity of the dataset, e.g. fewer components are needed
for Cifar10, and increases directly proportional to e. As for
Yconf, NOL tO severely impact the original dataset, D, is built
using 10 images per class from the test set for computing
the confidence vectors (Eq. 2). Once Dy, has served its
purpose, it is not used again.

Since a public dataset capturing the overall global distri-
bution may not be available in realistic settings, this paper
introduces ¥y, based on Task2Vec [29], which presents
two main advantages: i) no external dataset is required, and
ii) clients only fine-tune the classifier, reducing the latency.
Following [29], we use a pre-trained ResNetl8 for image
classification tasks, and a GPT-2-like [96] language modeling
transformer for NLP tasks. To better understand the differ-
ence in their behavior, the embeddings of o, (right) and
Weont (left) are compared in Fig. 9a. Specifically, we illustrate
the distance between their embeddings computed over the
first 75 clients of Cifar100 with @ = 0. The first 25 clients
exclusively have images of aquatic mammals (beavers,
dolphins, otters, seals, and whales), the next 25 clients have
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TABLE 4. FedSeq baselines: comparison of grouping criteria by varying ¢, ¢ and 7. Results in terms of accuracy (%).

Method v p . CIFAR10 CIFAR100 FEMNIST SHAKESPEARE
a=0 a=02 a«a=05 a=0 a=02 «a=0.5 NIID 1ID NIID 1ID
- Random - 81.90 82.09 82.12 46.39 48.62 49.44 87.07 87.49 51.55 51.84
clf K-means  Euclidean 82.30 81.78 82.48 4491 48.74 49.60 87.07 87.45 51.78 51.70
’ Greedy Cosine 79.95 82.06 83.32 45.22 48.92 49.62 87.12 8742 51.72 51.88
FedSeq K-means  Euclidean 82.04 81.99 82.37 43.55 49.43 49.79 87.10  87.50 51.79 51.87
conf  Greedy KL 82.21 82.20 82.22 45.97 49.56 49.82 87.01 87.46 51.70 51.65
Greedy Gini Index 82.09 81.85 82.71 45.79 48.98 49.61 87.05 87.42 51.59 51.98
2y Greedy Norm-Cosine ~ 82.28 82.48 82.86 46.51 50.06 50.31 87.11 87.48 51.65 51.82
ICG Euclidean 82.05 82.51 82.54 46.33 49.13 49.86 87.18 8745 51.84 51.77
" FedAsyncSeq 2v = ¢ 83.40 8337  83.85 5038  51.64 5158 8696 8720 5193 5202

FedSeq2Par 2v ICG Euclidean 83.86 84.66 84.35 51.23 51.41 51.78 87.58 87.96 52.84 52.54

(*): (Greedy, Norm-Cosine) for CIFAR10/100; (K-means, Euclidean) for FEMNIST and SHAKESPEARE.

clients

clients ——————————>> clients ——————————————3>

(a) Distance matrices on conf (lef?)
and yxyy (right) tasks embeddings.

o @y

S

(b) Yconf and yYyy,'s tasks embeddings similarity.

FIGURE 9. Cifar100, a = 0. (a) Focus on 75 clients. Each group of

25 clients has access to either images of aquatic mammals, fishes or
flowers. (b) Focus on client with images of whales. Comparison of
embedding distances with clients containing images of progressively
different entities. y 5, accurately recognizes the similarities between
animals, in contrast to y¢gnf-

images of fishes (aquarium fishes, flatfishes, rays, sharks, and
trouts), and the last 25 clients have images of various flowers.
Vectors from onf lack class similarity representation, while
the ¥, distance matrix reveals that clients with fish and
aquatic mammal images (red square) cluster together more
closely than those with flower images. In Fig. 9b, one
client with only whale images is compared in terms of
distance with other clients having progressively dissimilar
images to whales. Once again, Y, accurately recognizes
the similarities between animals, in contrast to Yconf.
To understand this behavior, we note that the embedding of
the k-th client with samples belonging to class ¢ € [ N.] given
1 ifi=c,

0 otherwise
our expectations, as fy« is trained to classify observations
with label c. As a resu(it, the embeddings of clients seeing
different classes (regardless of the similarity of the depicted
subjects) are equally distant. However, this contradicts our
intuitive understanding, as we would expect that similarities
in data distributions would manifest as closeness in the vector
space. In contrast, the distance between y>, embeddings

by Yeont is prli]l » . This aligns with
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aligns with our intuition on semantic and taxonomic relations
among entities. This behavior is evidently reflected in its
performance in Table 4, where >, consistently outperforms
the previous best approach, ¥conr [28], for both vision and
NLP tasks.

2) GROUPING CRITERIA

Table 4 compares the different combinations of grouping cri-
teria Gg. As for Yxmeans, @ reasonable value for the number of
clusters is N, and the Euclidean distance is used to compare
the resulting superclients. The confidence vectors extracted
by ¥ cont have the form of a probability distribution (Sec. III),
additionally comparable via disomogeneity measures such
as the KL divergence and the Gini Index. The normalized
embeddings obtained with Task2Vec are compared with
the cosine distance (‘“Norm-Cosine” in the Table) [29].
Notably, ¢rang returns groups obtaining competitive results
with the other grouping methods. The reason lies in statistical
considerations on the cross-device setting: with the number of
clients being large in all datasets, a randomly created group
is unlikely to contain clients belonging all to the same data
distribution. i, achieves the best performance across all
settings, demonstrating effective capture of task similarities.
We select ;g as grouping method due to its satisfying results
and efficiency, useful in the dynamic creation of superclients
especially with several groups.

3) FedSeq2Par

As described in Sec. III-C3, the Sequential-to-Parallel
approach used in FedSeq2Par is based on the function
fer(agr,Bgr,t) (Eq. 4-6), that defines the number of
superclients at each round ¢. This section aims to understand
which growth function better suits the analyzed settings
(linear, logarithmic, or exponential) and the effect of the
parameters g, (growth rate) and S, (initial number of
superclients). @, is chosen so that a fully parallel scenario
is reached in the last rounds, while favoring sequential
training at the beginning. We test 8,4, € {5,10,20,25} for
all datasets except for the larger StackOverflow, for which
we select Sg, € {50,100,200,250}. Fig. 10 analyzes the
impact of these parameters on the NIID splits of Femnist
and Shakespeare. Notably, starting with the smallest number
of superclients (g, consistently yields superior performance,
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FIGURE 10. Sensitivity of FedSeq2Par to f,;, and the growth parameters
agr and By, Results in test accuracy (%) on the NIID splits.

TABLE 5. Parallelism and test accuracy: FedSeq vs FedSeq2Par.

Dataset Ng Ng Parallelism  Accuracy (@ =0/NIID)
FedSeq  FedSeq2Par T+ FedSeq FedSeq2Par
CIFAR10 50 104 2.09x 81.89 83.68
CIFAR100 50 113 2.26x 45.87 51.46
FEMNIST 175 383 2.19x 87.11 87.58
SHAKESPEARE 25 52 2.09x 51.70 52.75
STACKOVERFLOW 1900 5966 3.14x 28.91 29.79

as it exploits sequentiality more. fx, has the best and most
consistent results. Due to the uniformity of these results,
the same configuration is maintained across all datasets.
We further compare FedSeq2Par with FedSeq in terms of
number of superclients and final performance in Table 5. For
FedSeq2Par, we compute the average number of superclients
N across rounds. We note that Ng is constantly larger than
Ng, implying a more parallelized scenario on average with
FedSeq2Par w.r.t. FedSeq even if 8¢, < Ng. This behavior
positively reflects on the final performance, confirming the
efficacy of the STP approach.

V. PRIVACY

Recent FL literature has highlighted the potential for attackers
to reconstruct sensitive information through the clients’
updates [36]. Thus, concerns on the potential privacy impli-
cations of the client-to-client sequential training approach
introduced by FedSeq arise. Specifically, this extension
poses the question: does FedSeq’s client-to-client sequential
training facilitate the retrieve of previous users’ personal
information by a malicious client? To answer, FedSeq is
evaluated against two famous attacks, namely the label
flipping [35] (LFA) and the GAN recovery attacks (GRA)
[76], and study potential private information leakages. The
well-known gradient inversion attack [36] is not considered
here, as its assumptions do not align with our approach (e.g.,
access of the attacker to both initial and updated models,
knowledge of private labels). Differently, in this case, clients
only receive the updated parameters from the previous user
and potentially malicious clients are not aware of other users’
private labels.
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A. LABEL FLIPPING ATTACK

LFA is an active privacy attack aiming at deteriorating the
global model performances by switching labels at training
time. Here, the focus is on models solving the classification
task. To mislead the global model classification ability, the
set of malicious clients A := {a;}2f < C with L € [0,1]
willingly swaps the labels of their local data following a
set of criteria {y;}XK. The criterion y; defines the labels
to be swapped during the attack for each attacker a;. For
instance, y; = y; implies that the attackers a; and a;
will swap the same classes. This work tests two possible
situations:

1) Different attackers swap distinct classes, i.e. each attacker
a; chooses its y; independently (¥;andom)s
2) All the attackers swap the same classes, i.e. y; = y; Vi,

J € A (Yfixed)-

B. GAN RECOVERY ATTACK

GRA is a passive privacy attack that aims at reconstructing
other clients’ private information using GAN architec-
tures [97]. It is important to highlight that the primary
objective of GANs is to generate samples that closely
resemble those found in the training set without direct
access to the original ones. GANs rely on interactions
with a discriminative deep neural network to learn and
capture the underlying data distribution [76]. They are trained
to mimic the images encountered by the discriminative
network, starting from random initialization. However,
a potential concern arises when the discriminator is trained
on private data, as it can potentially be exploited to
train a generator network capable of reconstructing the
sensitive data. This poses significant privacy and security
concerns. Formally, the GANs’ optimization problem [76]
is

n n
Hgénrgixiz;logf(xf,ﬁp)+;10g(1 - f(8(2,06).6p)),

®)

where f(x,0p) : X — Y is a discriminative network
parametrized by 6p that, given an image, outputs a class label.
The generative network g(z,0g) : X — X receives random
noise as input and outputs an image. x; is the original image
and g(z;) is a randomly generated one. In GRA, at round ¢,
an attacker a; € C disguised as a client exploits the incoming
trained model 6; as the discriminator of a GAN, i.e. p <« 0;.
The generator g is then trained for E, epochs to reconstruct
inputs similar to the ones previously accessed by 6;, thus
breaking the clients’ privacy.

C. TESTING FEDSEQ PRIVACY RESILIENCE

This section provides quantitative results of FedSeq’s
resilience against the LFA and GRA attacks. We show
that FedSeq not only does not introduce additional privacy
liabilities w.r.t. FedAvg, but it learns more robust models.
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TABLE 6. Label Flipping Attack experiments after 1« rounds. Results in accuracy (%) and drop in accuracy (|) w.r.t. to the reference. In bold smaller drops

"

in each attack. Symbols: “o

(negligible or non-existing drops), “Fixed” (yfixed) and “Random” (yrandom)-

CIFAR10 CIFAR100
Ly L Swapped = FedSeq @~~~ FedAvg = Swapped @~~~ FedSeq @~ FedAvg
Labels Y Accuracy T Drop | Accuracy T Drop | Labels Y Accuracy T Drop | Accuracy T Drop |
01 0.1 76.06 o 48.72 o 38.81 -0.89 1257 -0.28
0.5 75.92 -0.20 47.55 ~1.14 38.87 -0.83 1235 -0.50
03 0.1 oo Fixed 76.25 -0.15 47.74 -0.95 Fixed 39.66 o 12.45 -0.40
05 74.75 -1.35 48.30 -0.39 39.04 -0.66 11.55 -1.30
05 0.1 75.65 -0.45 47.55 ~1.14 39.23 -0.47 12.35 -0.50
05 75.50 -0.60 47.44 -1.25 INTRA 38.40 -1.30 11.02 ~1.83
0101 ©76.05 o 4792 =071 sc 3936 -034 1323 o
05 75.50 -0.60 47.93 -0.76 39.59 o 13.05 °
03 0.1 305 Fixed 75.75 -0.35 47.80 -0.89 Rand 39.67 0 13.23 o
0.5 1xe 75.28 -0.82 47.74 -0.95 andom 38.88 -0.82 12.47 -0.38
05 0.1 76.15 o 47.93 -0.76 39.68 o 13.05 o
05 75.00 -1.01 46.94 -1.75 38.98 -0.72 11.27 ~1.58
o1 o665 o 4136 133 4001 o 1237 =048
05 76.01 o 48.12 -0.58 40.03 o 12.20 -0.65
03 0.1 Fixed 75.79 -0.31 48.29 ~0.40 Fixed 39.29 ~0.41 13.08 o
05 75.19 -0.91 46.42 -2.27 38.73 -0.97 12.34 -0.51
05 0.1 75.35 -0.75 48.12 -0.58 38.95 -0.75 12.20 ~0.65
05 | 02 75.09 -1.01 46.94 -1.75 EXTRA« 38.46 -1.24 12.30 -0.55
0.1 01 | e3e5 7652 o 4865 o s¢ 3917 =053 1312 o
05 75.71 -0.39 47.52 -1.17 39.12 -0.58 12.83 o
03 0.1 Random 75.98 -0.12 47.01 -1.68 Random 39.54 o 13.06 °
05 ando 74.75 -1.35 46.70 -1.99 ando 37.90 -1.80 11.81 -1.04
05 0.1 75.93 -0.17 4752 -1.17 39.03 -0.67 13.12 o
05 73.46 -2.64 46.49 -2.20 37.76 -1.94 11.94 -0.91
Reference accuracy: FedSeq 76.10% - FedAvg 48.69% Reference accuracy: FedSeq 39.70% - FedAvg 12.85%
1) FedSeq AGAINST LFA
. . FedAvg vs FedSeq on GRA
Table 6 summarizes the results on the different setups 10 s f
proposed to evaluate the robustness of FedSeq to the LFA
attack. We distinguish between the fraction of malicious -
superclients Lg and the fraction of malicious clients within -
each malevolent superclient L. The corresponding fraction
of attackers in FedAvg becomes Lgs - L. We test Lg in 120
{0.1,0.3,0.5} and L in {0.1,0.5}. For example, Lg = 0.1 and
L =0.5 implies that 10% of the superclients are malevolent, T
and 50% of their chen.ts are attackers. Following [35], (a) FID scores after GRA attack on
the four swapped classes in Cifar10 are: airplanes (label 0) FedSeq and FedAvg
exchanged with birds (label 2), and dogs (label 5) with cats o
oy . I L
(label 3). We additionally swap all the aforementioned classes 3 0 a 01w |W |-
(0,2,3,5) at the same time. When using Cifar100 instead, the
X3 2 . . o -
concept of ““superclass” proper of the dataset is exploited Al 17w e R
(e.g., aquatic mammals, flowers). We either swap 20 classes & '

that do not belong to the same superclass, i.e. one class
for each superclass (e.g., dolphins and roses), or exchange
pair of 20 labels belonging to the same superclass (e.g.,
dolphins with whales). We refer to the former as Extragc,
and to the latter as Intragc. To evaluate FedSeq against the
easiest scenario for the attacker, all the experiments are run
with @ = 100 on both Cifar10 and Cifar100, meaning that
all K clients see all the classes, and the LFA is always
feasible. T is set equal to 1k. Table 6 shows the results of
the attack on each proposed configuration, analyzing both
the accuracy of the model on the overall test set and the drop
w.r.t. the reference experiment without attackers. On average,
the fixed attacks are more effective than the random ones.
The reason behind this behavior is intuitive: when using
viixed, the attackers never let the model learn the correct
patterns for classifying the swapped labels, differently from
the random acting. Swapping 4 labels in Cifar10 rather than 2
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(b) GRA attacker images reconstruction

FIGURE 11. (a) GRA attack on global model with different accuracy. The
resulting FID scores on FedSeq are consistently higher, implying a less
effective attack. (b) Examples of images reconstructed by the GRA
attacker at distinct rounds.

brings on average more damage. For Cifar100, the Extragc
attacks are significantly more effective: the model likely
learns some common features for images belonging to the
same superclass, leading to a reduced efficacy of the Intragc
attack. Importantly, FedSeq outperforms FedAvg on most
scenarios both in terms of accuracy and drop w.r.t. to the
reference: this means FedSeq is still able to achieve faster
convergence if under attack, and is more robust than FedAvg.

2) FedSeq AGAINST GRA

The Fréchet inception distance (FID) [98] assesses the quality
of the images created by a generative model. Given a
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dataset 9 and its reconstruction 25, the FID measures the
distribution of their features, extracted using an InceptionV3
network [99], using the Fréchet distance [98]. A lower score
indicates better-quality images. Within the context of an
attack, the FID has to be as large as possible, signifying
the attacker’s inability to reconstruct private data effectively.
Unlike the approach in [76], we refrain from incorporating a
“fake” class in the classifier, deeming it unrealistic. Instead,
we allow the attacker to utilize an additional binary dense
layer on top of the model to distinguish between “fake”
and “real” data. Fig. 11a resulting from attacks on models
with varying levels of accuracy. It is clear that the attack
conducted on FedSeq consistently yields higher FID scores
in comparison to FedAvg, underscoring its enhanced privacy
characteristics. Fig. 11b shows some examples of images
reconstruction at different rounds.

VI. CONCLUSION

This work addresses the issues arising from the inherent
statistical heterogeneity in Federated Learning (FL) intro-
ducing FedSeq. FedSeq leverages sequential training among
groups of heterogeneous clients (superclients) to obtain
more robust models before the server-side averaging step.
Various strategies are proposed to effectively group clients
according to their data distribution. To reduce the waiting
time due to the latency of the slowest superclients, we develop
FedAsyncSeq, which allows asynchronous communication
between clients and server. Lastly, to exploit sequentiality
and parallelism at their best, FedSeq2Par dynamically
changes the number of superclients at each round. The
extensive experiments on multiple FL benchmarks prove the
efficacy of our approaches, in terms of final performances,
convergence speed and privacy resilience. include a deeper
analysis of FedSeq’s convergence properties. Theoretical
and empirical studies on large-scale vision datasets could
provide valuable insights. Furthermore, extending FedSeq’s
application beyond classification tasks would be a promising
avenue for future research. Finally, addressing the potential
for catastrophic forgetting inside superclients due to client
heterogeneity is crucial. Developing techniques to mitigate
this issue and preserve knowledge across clients would
significantly enhance the effectiveness of FedSeq.
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